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#### Abstract

All Boolean variables here range over the two-element set $\{-1,1\}$. Given $n$ Boolean variables $x_{1}, \ldots, x_{n}$, a nonmonotone MAJORITY gate (in the variables $x_{i}$ ) is a Boolean function whose value is the sign of $\sum_{i=1}^{n} \varepsilon_{i} x_{i}$, where each $\varepsilon_{i}$ is either 1 or -1 . The COMPARISON function is the Boolean function of two $n$-bits integers $X$ and $Y$ whose value is -1 if and only if $X \geqq Y$. An explicit sparse polynomial whose sign computes this function is constructed. Similar polynomials are constructed for computing all the bits of the summation of the two numbers $X$ and $Y$. This supplies explicit constructions of depth-2 polynomial-size circuits computing these functions, which use only nonmonotone MAJORITY gates. These constructions are optimal in terms of the depth and can be used to obtain the best-known explicit constructions of MAJORITY circuits for other functions like the product of two $n$-bit numbers and the maximum of $n n$-bit numbers. A crucial ingredient is the construction of a discrete version of a sparse "delta polynomial"-one that has a large absolute value for a single assignment and extremely small absolute values for all other assignments.
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1. Introduction. In this paper, we address the problem of computing the COMPARISON and ADDITION functions of two $n$-bit numbers using circuits of ( nonmonotone) MAJORITY gates. Throughout this paper, a Boolean function will be defined as $f:\{1,-1\}^{n} \rightarrow\{1,-1\}$, namely, logical 0 and logical 1 are represented by 1 and -1 , respectively.

We first define a few concepts.

### 1.1. Definitions.

DEFInition 1. A linear threshold function $f(X)$ is a Boolean function such that

$$
f(X)=\operatorname{sgn}(F(X))=\left\{\begin{aligned}
1 & \text { if } F(X) \geqq 0, \\
-1 & \text { if } F(X)<0,
\end{aligned}\right.
$$

where

$$
F(X)=w_{0}+\sum_{i=1}^{n} w_{i} x_{i} .
$$

The coefficients $w_{i}$ are called the weights of the threshold function. We denote the class of linear threshold functions by $L T_{1}$. Note that the weights can be arbitrary real numbers. It is more interesting to consider the subclass of $L T_{1}$, which we call $\widehat{L T} T_{1}$ of functions that can be written with "small" weights. Each function

$$
f(X)=\operatorname{sgn}\left(w_{0}+\sum_{i=1}^{n} w_{i} x_{i}\right)
$$
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in $\hat{L T} T_{1}$ is characterized by the property that the weights $w_{i}$ are integers bounded by a polynomial in $n$, namely, $\left|w_{i}\right| \leqq n^{c}$ for some constant $c>0$.

Note that, when we say that a Boolean function belongs to a certain complexity class (like $L T_{1}$ ), we actually mean that the family of Boolean functions (as defined for all $n$ ) belong to that class.

In this paper, we will be mostly interested in linear threshold functions in which the weights are either 1 or -1 . Clearly, the elements that compute those functions are nonmonotone analogues of usual MAJORITY gates, which we call here, for short, MAJ gates.

DEFInition 2. An MAJ gate computes a linear threshold function with weights that are either 1 or -1 .

We are interested in circuits that consist of MAJ gates. Define MAJ $_{k}$ to be the class of Boolean functions that can be computed by a polynomial-size depth- $k$ circuit of MAJ gates, where the depth of the circuit is the number of gates on the longest path from the input to the output. Note that $\mathrm{MAJ}_{k}$ is equivalent to the class $\widehat{L T}{ }_{k}$, which is the class of Boolean functions that can be computed by depth- $k$ polynomial-size circuits of linear threshold elements with polynomial weights.

After presenting the computational model, let us introduce the functions that we would like to compute.

Let $X=\left(x_{n}, x_{n-1}, \ldots, x_{1}\right)$ and $Y=\left(y_{n}, y_{n-1}, \ldots, y_{1}\right)$ be two vectors in $\{1,-1\}^{n}$. Let $a$ and $b$ be the integers that correspond to $X$ and $Y$, respectively. Since our convention is that a logical 0 is represented by 1 and a logical 1 is represented by -1 , this means that $a=\sum_{i=1}^{n}\left(1-x_{i}\right) 2^{i-2}$ and $b=\sum_{i=1}^{n}\left(1-y_{i}\right) 2^{i-2}$.

DEFINITION 3. The COMPARISON function $C(X, Y)$ is the Boolean function that is -1 if and only if $a \geqq b$.

DEFinition 4. Let $c=a+b$ and let $Z=\left(z_{n+1}, z_{n}, \ldots, z_{1}\right)$ be the binary representation of $c$. Then the ADDITION function is $\operatorname{ADD}(X, Y)=Z$.
1.2. Motivation and known results. Why is it interesting to consider these two functions?

1) It was proved in [15] that the PRODUCT of two $n$-bit numbers is in $\mathrm{MAJ}_{4}$. However, the proof is nonconstructive. Our construction for the ADDITION function can be used to explicitly describe a depth-4 MAJ circuit for PRODUCT. A different way of obtaining such an explicit depth-4 circuit has been recently found independently in [10]. We note here that depth 3 is the lower bound [11].
2) It was proved in [15] that any $L T_{1}$ function (one that can have large weights) is in $\mathrm{MAJ}_{3}$. This proof is also nonconstructive. Our construction for COMPARISON can be used to explicitly construct a depth-3 MAJ circuit for any $L T_{1}$ function.
3) The construction for COMPARISON can be used also as a building block for a depth-3 circuit that sorts $n n$-bits numbers (see [8], [16], [17]).

It is known [8], [17] that COMPARISON $\in \mathrm{MAJ}_{3}$ and ADDITION $\in \mathrm{MAJ}_{4}$. It was also observed in [15] that COMPARISON $\in L T_{1}$, namely, the COMPARISON function can be computed by a single linear threshhold element. However, this linear threshold element has exponentially big weights. As shown in [15], COMPARISON $\notin$ $\widehat{L T}{ }_{1}$. On the other hand, using the results in [7], it was proved in [15] that both COMPARISON and ADDITION are in MAJ $_{2}$. The proofs in [15] are existence proofs, while finding explicit constructions was left as an open problem, which we solve here.
1.3. The main contribution. Our main contributions in this paper are explicit constructions of depth-2 polynomial size circuits of MAJ gates that compute the COMPARISON and ADDITION functions. Actually, we show that the COMPARISON and AD-

DITION functions can be computed as sign functions of explicit sparse polynomials (i.e., polynomials with $n^{O(1)}$ monomials and with $1,-1$-coefficients). In [6] it is proved that any function that can be computed as a sign of such a polynomial is also in $\mathbf{M A J}_{2}$. Hence, COMPARISON and ADDITION are in $\mathrm{MAJ}_{2}$. The key to the construction is the idea that we can construct sparse polynomials that have the property of a "discrete delta function" in the sense that the value of the polynomial is very large for $X$ being the all-1 vector and extremely small for all other values. The construction of these polynomials, which we call delta polynomials, is presented in the next section. In $\S 3$ we use the delta polynomials as a building block in the construction of depth-2 MAJ circuits for COMPARISON and ADDITION. These constructions can be practical, as they may be used in the actual design of small depth circuits for addition and multiplication based on MAJ gates. Section 4 contains some concluding remarks, extensions, and open problems.
2. Character sums, linear codes, and delta polynomials. Let $x_{1}, \ldots, x_{n}$ be $n$ variables, where each $x_{i}$ ranges over the two-element set $\{-1,1\}$. Since $x_{i}^{2}=1$ for all $i$, every polynomial in the variables $x_{i}$ can be represented as a multilinear polynomial. We thus define a monomial in the variables $x_{i}$ to be a product of a subset of the set of variables with a coefficient +1 or -1 , i.e., a product of the form $\varepsilon_{j} \prod_{i \in A} x_{i}$, where $\varepsilon_{j} \in\{-1,1\}$ and $A \subseteq\{1, \ldots, n\}$.

A polynomial in the variables $x_{i}$, above, is called $t$-sparse if it is the sum of at most $t$ monomials. We are mainly interested in the case that $t$ is at most $n^{O(1)}$.

For a vector $\varepsilon=\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$, where $\varepsilon_{i} \in\{-1,1\}$, and for a positive real $c$, we call a polynomial $P\left(x_{1}, \ldots, x_{n}\right)$ a delta polynomial for $\varepsilon$ and $c$ if there are two positive constants $a$ and $b$ satisfying $a / b \geqq c$ such that (i) $P\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)=a$ and (ii) for all $\left(x_{1}, \ldots, x_{n}\right) \in\{-1,1\}^{n}$, which satisfies $\left(x_{1}, \ldots, x_{n}\right) \neq \varepsilon,\left|P\left(x_{1}, \ldots, x_{n}\right)\right| \leqq b$.

Therefore, $P$ is a delta polynomial for $\varepsilon$ and $c$ if it attains a positive value at $\varepsilon$ and the absolute value of $P$ on any other point in $\{-1,1\}^{n}$ is smaller by at least a factor of $c$.

Observe that the polynomial $\prod_{i=1}^{n}\left(1+x_{i}\right)$ is a delta polynomial for $(1,1, \ldots, 1)$ and any positive $c$. However, this polynomial is a sum of exponentially many monomials. Our objective in this section is to explicitly construct relatively sparse delta polynomials. A probabilistic construction follows from the techniques presented in [7], [15]; however, their explicit construction seems to be more difficult.

We can easily check that, if $P\left(x_{1}, \ldots, x_{n}\right)$ is a delta polynomial for $(1,1, \ldots, 1)$ and $c$, then, for any vector $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{-1,1\}^{n}, P\left(\varepsilon_{1} x_{1}, \ldots, \varepsilon_{n} x_{n}\right)$ is a delta polynomial for $\varepsilon$ and $c$, which has exactly the same number of monomials as $P$. Thus we may restrict our attention to the construction of sparse delta polynomials for $(1,1, \ldots, 1)$.

Our construction can be obtained by using linear error-correcting codes over $G F(2)$ that have certain distance properties. We discuss this general approach at the end of the section. Now we present in more detail one such construction, which is based on the properties of the quadratic residue character that are proved using Weil's famous theorem, known as the Riemann hypothesis for curves over finite fields [18]. These properties have been used before to derive the pseudorandom properties of Paley graphs and quadratic tournaments [9] (see also [5], [2]) and have also been used in the analysis of certain randomized algorithms for various number-theoretic problems (see [4], [13]). Other constructions can be given based on some of the ideas of [1] and [12], together with the known constructions of expander-graphs or based on the results of [3]. For our purposes, the quadratic residue construction suffices, and we thus only describe this construction in detail and comment briefly at the end of the section on how to obtain additional similar constructions.

Let $q$ be an odd prime power and let $\chi$ be the quadratic residue character defined on the elements of the finite field $G F(q)$ by $\chi(y)=y^{(q-1) / 2}$. Equivalently, $\chi(y)$ is 1 if $y$ is a nonzero square, 0 if $y$ is 0 , and -1 , otherwise. Suppose that $q \geqq n$ and let $B=$ $\left\{b_{1}, \ldots, b_{n}\right\}$ be an arbitrary subset of cardinality $n$ of $G F(q)$. Consider the following polynomial in the $n$ variables $x_{1}, \ldots, x_{n}$ :

$$
P_{B}\left(x_{1}, \ldots, x_{n}\right)=\sum_{y \in G F(q) \backslash B} \prod_{i=1}^{n} \frac{1+\chi\left(y-b_{i}\right)+x_{i}\left(1-\chi\left(y-b_{i}\right)\right)}{2} .
$$

Observe that $P_{B}$ is a sum of exactly $q-n$ monomials, since, for each fixed $y$ in $G F(q) \backslash B$, the quantity $\left(1+\chi\left(y-b_{i}\right)+x_{i}\left(1-\chi\left(y-b_{i}\right)\right)\right) / 2$ is either 1 or $x_{i}$.

Theorem 1. For every odd prime power $q$ and for every subset $B$ of cardinality $n$ of $\operatorname{GF}(q)$, the polynomial $P_{B}$ defined above satisfies
(i) $P_{B}(1,1, \ldots, 1)=q-n$ and
(ii) For every $\left(x_{1}, \ldots, x_{n}\right) \in\{-1,1\}^{n}$ that is not $(1,1, \ldots, 1)$, $\left|P_{B}\left(x_{1}, \ldots, x_{n}\right)\right| \leqq(n-1) q^{1 / 2}$.
Therefore, $P_{B}$ is a $(q-n)$-sparse delta polynomial for $(1,1, \ldots, 1)$ and $c=(q-n)$ / $(n-1) q^{1 / 2}$.

Note that, when $q$ is a prime and $B$ is simply the set $\{1,2, \ldots, n\}$, the expression for the polynomial $P_{B}$ is relatively simple.

To prove Theorem 1, we need the following known estimate for character sums, due to Weil [18] (see also [14, Thm. 2C, p. 43]; the lemma stated below is a special case).

Lemma 1. Let $q$ be an odd prime power and let $F$ be the field $G F(q)$. Let $f(y)$ be a nonconstant polynomial over $F$ that decomposes into the product of $m$ distinct linear factors. Then, for the quadratic character $\chi$,

$$
\left|\sum_{y \in F} \chi(f(y))\right| \leqq(m-1) q^{1 / 2}
$$

Proof of Theorem 1. Since $P_{B}$ is a sum of $q-n$ monomials, it is $(q-n)$ sparse. Moreover, since the coefficient of every monomial is 1 , it follows that $P_{B}(1,1$, $\ldots, 1)=q-n$. Suppose now that $\left(x_{1}, \ldots, x_{n}\right) \neq(1,1, \ldots, 1)$ is a vector in $\{-1,1\}^{n}$. Put $I=\left\{i: 1 \leqq i \leqq n, x_{i}=-1\right\}, J=\left\{b_{i}: i \in I\right\}$. By substituting the values of the variables $x_{i}$ and by the fact that the quadratic character is multiplicative, we obtain

$$
\prod_{i=1}^{n} \frac{1+\chi\left(y-b_{i}\right)+x_{i}\left(1-\chi\left(y-b_{i}\right)\right)}{2}=\prod_{i \in I} \chi\left(y-b_{i}\right)=\chi\left(\prod_{i \in I}\left(y-b_{i}\right)\right) .
$$

Define $f(y)=\Pi_{i \in I}\left(y-b_{i}\right)$. Observe that, for the quadratic character $\chi, \chi(f(y))=0$ whenever $y$ is equal to one of the elements $b_{i}$ for $i \in I$. Therefore,

$$
\begin{aligned}
P_{B}\left(x_{1}, \ldots, x_{n}\right) & =\sum_{y \in G F(q) \backslash B} \prod_{i=1}^{n} \frac{1+\chi\left(y-b_{i}\right)+x_{i}\left(1-\chi\left(y-b_{i}\right)\right)}{2} \\
& =\sum_{y \in G F(q) \backslash B} \chi(f(y)) \\
& =\sum_{y \in G F(q) \backslash(B \backslash J)} \chi(f(y)) \\
& =\sum_{y \in G F(q)} \chi(f(y))-\sum_{y \in B \backslash J} \chi(f(y)) .
\end{aligned}
$$

Observe that, since $I$ is not empty and since the elements $b_{i}$ are distinct, we can apply Lemma 1 to $f(y)$ and obtain, by the triangle inequality,

$$
\left|P_{B}\left(x_{1}, \ldots, x_{n}\right)\right| \leqq\left|\sum_{y \in G F(q)} \chi(f(y))\right|+\left|\sum_{y \in B \backslash J} \chi(f(y))\right| \leqq(|I|-1) q^{1 / 2}+n-|I| .
$$

The quantity $(|I|-1) q^{1 / 2}+n-|I|$ is clearly an increasing function of $|I|$, and, since $|I| \leqq n$, this quantity is at most $(n-1) q^{1 / 2}$. This completes the proof.

Linear codes and delta polynomials. The above argument can be modified to obtain a similar construction of a delta polynomial from any linear error-correcting code over $G F(2)$ with length that is polynomial in the dimension and with the property that the Hamming weight of any nonzero codeword is sufficiently close to half the length. Here is a sketch of the argument. Let $A=\left(a_{i j}\right)_{1 \leqq i \leqq n, 1 \leqq j \leqq t}$ be the generating 0,1 -matrix of a linear error-correcting code of length $t$ and dimension $n$ and suppose that the Hamming weight of each nonzero codeword is between $(1-\varepsilon)(t / 2)$ and $(1+\varepsilon)(t / 2)$. Let $P_{A}=$ $P_{A}\left(x_{1}, \ldots, x_{n}\right)$ be the polynomial defined by

$$
P_{A}\left(x_{1}, \ldots, x_{n}\right)=\sum_{j=1}^{t} \prod_{i ; a_{i j}=1} x_{i}
$$

Clearly, $P_{A}(1, \ldots, 1)=t$, and it is not difficult to check that, for every $\left(x_{1}, \ldots, x_{n}\right) \in$ $\{-1,1\}^{n}$ that is not $(1, \ldots, 1)$,

$$
\left|P_{A}\left(x_{1}, \ldots, x_{n}\right)\right| \leqq \varepsilon t
$$

since $P_{A}\left(x_{1}, \ldots, x_{n}\right)$ is precisely the difference between the number of 0 's and the number of 1's in the codeword defined by the sum (in $G F(2)$ ) of all rows $i$ of $A$ such that $x_{i}=-1$.

The polynomial $P_{B}$ described in Theorem 1 is a special case of the above construction, which corresponds to a linear error-correcting code of dimension $n$ and length $q-n$, in which the Hamming weight of any nonzero codeword is between $(q-n) / 2-$ $(n-1) q^{1 / 2} / 2$ and $(q-n) / 2+(n-1) q^{1 / 2} / 2$. Three additional simple constructions of linear codes whose parameters are asymptotically comparable to this one (up to some polylogarithmic factors) are given in [3], and any of these can be used for constructing a sparse delta polynomial in the manner described above.
3. The constructions. In this section, we prove that the COMPARISON and ADDITION functions can be computed as sign functions of (explicit) sparse polynomials. From a (simple) result in [6], this implies that both functions can be computed by an explicit depth-2 polynomial-size circuit of MAJ elements. Both constructions apply the delta polynomials described in the previous section.

First, we note that the following is an equivalent description of the COMPARISON function: For $X, Y \in\{1,-1\}^{n}, C(X, Y)=-1$ if and only if either $X=Y$ or there exists an $i, 1 \leqq i \leqq n$ such that $x_{i}=-1$ and $y_{i}=1$ and also $x_{j}=y_{j}$ for all $j$, such that $i<$ $j \leqq n$. The following theorem gives the construction for COMPARISON.

Theorem 2. Let $m_{k}(X, Y)=P\left(x_{n} y_{n}, x_{n-1} y_{n-1}, \ldots, x_{k+1} y_{k+1}\right)$ and let $m_{n}(X, Y)=q-n$, where $P(\cdot)$ is the delta polynomial described in Theorem 1 with $q \geqq n^{4}$ an odd prime power. Define

$$
\hat{C}(X, Y)=m_{0}(X, Y)+\sum_{i=1}^{n}\left(y_{i}-x_{i}\right) m_{i}(X, Y) .
$$

Then $C(X, Y)=\operatorname{sgn}(-\hat{C}(X, Y))$.

Proof. We consider the two cases $(X \geqq Y$ or $X<Y)$ and prove that $C(X, Y)=$ $\operatorname{sgn}(-\hat{C}(X, Y))$ in both cases.

First, assume that $X$ is strictly greater than $Y$. Hence, there is an $i$ such that $x_{i}=-1$ and $y_{i}=1$ and also $x_{j}=y_{j}$ for all $j, i<j \leqq n$. Hence, $\left(y_{i}-x_{i}\right) m_{i} \geqq 2(q-n)$ and

$$
\hat{C}(X, Y) \geqq 2(q-n)-2 n(n-1) \sqrt{q}>0 .
$$

If $X=Y$, then clearly $\hat{C}(X, Y)=q-n>0$. Hence, if $X \geqq Y$, then $-1=C(X, Y)=$ $\operatorname{sgn}(-\hat{C}(X, Y))$.

Similarly, if $X<Y$, then $\hat{C}(X, Y) \leqq-2(q-n)+2 n(n-1) \sqrt{q}<0$. Hence, $C(X, Y)=\operatorname{sgn}(-\hat{C}(X, Y))$ in this case as well, completing the proof.

Next, we consider the ADDITION function. To compute the bits of the sum of the two $n$-bit numbers $X$ and $Y$ as signs of sparse polynomials, it suffices to construct a sparse polynomial for each of the carry bits. This is because the $i$ th bit in the result of the addition is $x_{i} y_{i} c_{i}$, where $c_{i}$ is the corresponding carry bit. If we can compute $c_{i}$ as a sign of a sparse polynomial, say $c_{i}=\operatorname{sgn}(p(X, Y))$, then we can also compute $x_{i} y_{i} c_{i}=$ $\operatorname{sgn}\left(x_{i} y_{i} p(X, Y)\right)$ as a sign function of a sparse polynomial. We will henceforth concentrate, without loss of generality, on proving that the carry to the last bit (i.e., $c_{n}$ ) can be computed as a sign of a sparse polynomial. We denote the carry function to the last bit as $\operatorname{CAR}(X, Y)$ and prove that it can be computed as a sign function of a sparse polynomial.

THEOREM 3. Let $l_{k}(X, Y)=P\left(-x_{n-1} y_{n-1},-x_{n-2} y_{n-2}, \ldots,-x_{k+1} y_{k+1}\right)$ and let $l_{n-1}(X, Y)=q-n$, where $P(\cdot)$ is the delta polynomial described in Theorem 1 with $q \geqq 4 n^{4}$ an odd prime power. Let $f_{1}\left(w_{1}, w_{2}\right)=\left(1-w_{1}-w_{2}+w_{1} w_{2}\right)$. Let

$$
\widehat{\mathrm{CAR}}(X, Y)=\sum_{i=1}^{n-1} f_{1}\left(x_{i}, y_{i}\right) l_{i}(X, Y)
$$

Then $\operatorname{CAR}(X, Y)=\operatorname{sgn}(2 q-\widehat{\mathrm{CAR}}(X, Y))$.
Proof. Note that $f_{1}(-1,-1)=4$ and $f_{1}(1,1)=f_{1}(1,-1)=f_{1}(-1,1)=0$.
First, assume that there is carry to bit $n$ in the addition of $X$ and $Y$, namely, that $\operatorname{CAR}(X, Y)=-1$. In such a case, we have carry generation and propagation. Namely, there is an $i<n$ such that $x_{i}=-1$ and $y_{i}=-1$ in which the carry is generated, and, in addition, $x_{j} \neq y_{j}$ for all $j, i<j<n$ (so that the carry will propagate). Note that the carry will also propagate in the case where $x_{j}=y_{j}=-1$. However, without loss of generality, we can consider the leftmost place $i$ in which the carry was generated. Since $f_{1}\left(x_{i}, y_{i}\right) l_{i} \geqq 4(q-n)$, then, by the properties of the delta polynomials,

$$
\widehat{\mathrm{CAR}}(X, Y) \geqq 4(q-n)-4(n-2)(n-1) \sqrt{q}>2 q .
$$

Hence, if there is carry, then $\mathrm{CAR}(X, Y)=\operatorname{sgn}(2 q-\widehat{\mathrm{CAR}}(X, Y))$.
Next, we consider the case in which there is no carry. The reason for not having a carry is that, for each index $i$, either there is no carry generation (and then $f_{1}\left(x_{i}, y_{i}\right)=$ 0 ) or there is a carry generation but there is no carry propagation. In the latter case, $\left|l_{i}(X, Y)\right| \leqq(n-1) \sqrt{q}$. Hence, for this case

$$
\widehat{\mathrm{CAR}}(X, Y) \leqq 4(n-1)^{2} \sqrt{q}<2 q
$$

Hence, if there is no carry, then $\operatorname{CAR}(X, Y)=\operatorname{sgn}(2 q-\widehat{\mathrm{CAR}}(X, Y))$, completing the proof.
4. Concluding remarks and extensions. A family of vectors $F$ in $\{-1,1\}^{n}$ is a linear subspace if, for every $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ in $F$, the vector $x * y=$ $\left(x_{1} y_{1}, \ldots, x_{n} y_{n}\right)$ is also in $F$. (This is the usual definition of a subspace together with our mapping that replaces 0 and 1 by 1 and -1 , respectively.) Similarly, $A$ is an affine subspace if it is the set of all vectors of the form $x * y$ for some fixed vector $x$ as $y$ ranges over all vectors of a linear subspace. Generalizing the notion of a delta polynomial, we can construct, for every affine subspace, a sparse polynomial whose value on the members of the subspace is much larger than one whose value on vectors is outside the subspace. (The delta polynomials correspond to the case that the subspace contains only one point.) This enables us, among other things, to explicitly express every function that is the characteristic function of a union of polynomially many affine subspaces as a sign of a sparse polynomial. To construct the generalized delta polynomials, we first observe that it suffices to construct those for linear subspaces. For every linear subspace of codimension $k$ in $\{-1,1\}^{n}$, there are $k$ monomials in $x_{1}, \ldots, x_{n}$ such that a vector $\left(x_{1}, \ldots, x_{n}\right)$ is in the subspace if and only if all these monomials evaluated in the coordinates of the above vector are 1 . We can thus simply substitute these monomials in the delta polynomial of §2 and obtain the desired generalized sparse polynomial. We omit the details.

The delta polynomials can be used to construct a sparse polynomial for the MAXIMUM function, which gets as input $n$ integers ( $n$ bits each) and outputs -1 if and only if the first integer is the maximum. The construction for MAXIMUM is a simple generalization of the one for the COMPARISON function.

By a nonconstructive argument, we can prove that there is a $(q-n)$-sparse polynomial $P\left(x_{1}, \ldots, x_{n}\right)$ satisfying somewhat stronger properties than those given by Theorem 1; namely,
(i) $P(1,1, \ldots, 1)=q-n$ and
(ii) For every $\left(x_{1}, \ldots, x_{n}\right) \in\{-1,1\}^{n}$, which is not $(1,1, \ldots, 1)$, $\left|P\left(x_{1}, \ldots, x_{n}\right)\right| \leqq O\left(n^{1 / 2} q^{1 / 2}\right)$.
It would be interesting to find an explicit construction of such polynomials. (This will supply, of course, smaller depth-2 MAJ-circuits for the functions considered in §3.)
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#### Abstract

Let $D$ be a set of positive integers. Let $m(n)$ be the number of $n$ edged rooted maps on the sphere all of whose vertex degrees (or, dually, face degrees) lie in $D$. Using Brown's technique, the generating function for $m(n)$ implicitly is obtained. It is used to prove that, when $\operatorname{gcd}(D)$ is even,


$$
m(n) \sim C(D) n^{-5 / 2} \gamma(D)^{n} .
$$

It also yields known formulas for various special $D$.
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1. Introduction. Let $D$ be a set of positive integers containing some element exceeding 2 , let $M(x, y)=\sum_{i} M_{i}(x) y^{i}$ be the generating function by edges and root face degree for rooted maps on the sphere such that each nonroot face degree lies in $D$, and let $m(n)$ be the number of $n$ edged rooted maps all of whose face degrees lie in $D$. Define the coefficient operator with respect to $y$ by

$$
\left[y^{k}\right]\left(\sum_{i \geqq 0} f_{i}(x) y^{i}\right)=f_{k}(x)
$$

and define $\left[x^{k}\right]$ similarly. We will prove the following theorem.
THEOREM 1. There exist unique power series $R_{1}(x)$ and $R_{2}(x)$ such that

$$
\begin{equation*}
R_{1}=\frac{x}{2} \sum_{i \in D}\left[y^{i-1}\right]\left(R^{-1 / 2}\right) \tag{1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{2}=\frac{x}{2} \sum_{i \in D}\left[y^{i}\right]\left(R^{-1 / 2}\right)+x-3 R_{1}^{2}, \tag{1.2}
\end{equation*}
$$

where $R=1-4 R_{1} y-4 R_{2} y^{2}$. We have

$$
m(n)=\frac{1}{n+1}\left[x^{n}\right]\left(M_{2}^{\prime}(x)\right)
$$

$$
\begin{equation*}
=\left[x^{n}\right]\left(\frac{\left(R_{2}(x)+R_{1}(x)^{2}\right)\left(R_{2}(x)+9 R_{1}(x)^{2}\right)}{(n+1) x^{2}}\right) . \tag{1.3}
\end{equation*}
$$

Although the sums in (1.1) and (1.2) appear quite formidable, they can be simplified in some interesting cases. Two particularly simple situations are those in which gcd ( $D$ ) is even and those related to arithmetic progressions and finite sets. We have the following corollaries.

[^1]Corollary 1.1. If, when viewed as a multiset, $D$ differs from the union of a finite number of arithmetic progressions by a finite multiset, then $M(x, y)$ is algebraic.

Corollary 1.2 (see Tutte [6]). The number of $2 d$ regular, nd edge, rooted maps on the sphere is

$$
\frac{2(n d)!}{n!(n d-n+2)!}\binom{2 d-1}{d}^{n}
$$

COROLLARY 1.3 (see Liu [4]). The number of n edge, rooted, bipartite ( or, dually, Eulerian) maps on the sphere is

$$
\frac{3}{2(n+1)(n+2)}\binom{2 n}{n} 2^{n} .
$$

Theorem 2. If $\operatorname{gcd}(D)=2 d$, then

$$
m(n) \sim \frac{2 d(\sigma \gamma)^{5 / 2}}{(\pi \lambda)^{1 / 2}} n^{-5 / 2} \gamma^{n}
$$

where $n$ is a multiple of $d, \sigma$ is the positive real root of

$$
2=\sum_{2 i \in D}(i-1)\binom{2 i}{i} \sigma^{i}, \quad \lambda=\sum_{2 i \in D} i(i-1)\binom{2 i}{i} \sigma^{i}, \quad \gamma=\frac{1}{2} \sum_{2 i \in D} i\binom{2 i}{i} \sigma^{i-1} .
$$

We will use a Tutte-type decomposition to obtain a quadratic equation for $M(x, y)$ when $D$ is finite. Such equations are usually solved by the quadratic method [3]. That approach does not seem to work here. We must look more closely at what Brown's result [2] says about the discriminant of the quadratic. Having established Theorem 1 for finite $D$, we then pass to the limit. When $\operatorname{gcd}(D)$ is even, $R_{1}=0$. This results in considerable simplication of the equations in Theorem 1, which easily leads to Corollaries 1.2 and 1.3. It also leads to equations that suggest that there may be an interesting bijection between various bipartite maps and pairs of some other objects. We have not been able to find the bijection. In $\S 4$ we use a result of Meir and Moon [5] to obtain Theorem 2 from Theorem 1.

At this time, we have no general asymptotic result when $\operatorname{gcd}(D)$ is odd. We suspect that a result of the form (1.6) will hold. This can be verified on a case-by-case basis with lengthy calculations. For example, with $D$ the set of odd positive integers, we have used Maple to prove that

$$
m(n) \sim C n^{-5 / 2} x_{0}^{-n}
$$

where

$$
x_{0}=0.105191 \cdots, \quad C=3 \tau^{1 / 2} / 4 \pi^{1 / 2}=0.71772 \cdots,
$$

and both $x_{0}$ and $\tau$ are algebraic of degree 6 .
2. Proof of Theorem 1. For all of this section, except the last paragraph, we assume that $D$ is a finite set with largest element $t$.

Note that (1.1) tells us that $R_{1}$ has no constant term. If we specify $R_{1}$ and $R_{2}$ through terms of degree $k$ in $x$ and substitute them in the right sides of (1.1) and (1.2), the left sides give us $R_{1}$ and $R_{2}$ through degree $k+1$. Thus the power series $R_{1}$ and $R_{2}$ are uniquely determined by (1.1) and (1.2) and have no constant terms.

Let $\mathbf{C}$ denote the complex numbers, let $\mathscr{R}[[x]]$ denote formal power series over the commutative ring $\mathscr{R}$, and let $\mathscr{R}[y]$ denote polynomials. Let

$$
\begin{equation*}
\theta_{k}(y)=\sum_{\substack{i \in D \\ i \geqq k}} y^{t-i} \tag{2.1}
\end{equation*}
$$

Note that $\theta_{k}(y) \equiv \theta_{0}(y)\left(\bmod y^{t-k+1}\right)$.
We use a standard construction [7] to obtain a functional equation for $M(x, y)$. Either a map consists of just one vertex, with generating function 1, or it has a root edge. The generating function for maps for which the removal of the root edge leaves two components is given by $x y^{2} M(x, y)^{2}$. There is one more case, namely, removing the root edge does not disconnect the map. Reversing these removals gives a recursive construction for the maps. If the root face has degree $j$ and if we wish to add a new root that reverses the last case, we can create a nonroot face of degree $k$ and a root face of degree $j+2-k$. This construction leads to

$$
M(x, y)=1+x y^{2} M(x, y)^{2}+x \sum_{j \geqq 0} M_{j}(x) \sum_{\substack{k \in D \\ k \leqq j+1}} y^{j+2-k}
$$

After some algebra,

$$
\begin{align*}
M(x, y)= & 1+x y^{2} M(x, y)^{2}+x y^{2-t} \theta_{0}(y) M(x, y) \\
& -x \sum_{j=0}^{t-2} \theta_{j+2}(y) y^{j+2-t} M_{j}(x) \tag{2.2}
\end{align*}
$$

It is important to note that the recursive nature of this construction guarantees that there is a unique power series solution to (2.2).

Regarding (2.2) as a quadratic in $M(x, y)$, we obtain

$$
\begin{equation*}
2 x y^{t} M(x, y)=y^{t-2}-x \theta_{0}(y) \pm B(x, y)^{1 / 2} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
B(x, y)=\left(x \theta_{0}(y)-y^{t-2}\right)^{2}-4 x y^{2 t-2}+4 x^{2} y^{t} \sum_{j=0}^{t-2} \theta_{j+2}(y) M_{j}(x) y^{j} \tag{2.4}
\end{equation*}
$$

We show that (2.3) is true algebraically modulo $y^{2 t-1}$ for any $M_{j}(x) \in \mathbf{C}[[x]]$, provided that $M_{0}(x)=1$ and the proper sign is chosen for the square root. (By "algebraically," we mean that no map information is needed.) To see this, first rearrange (2.3) as

$$
\pm B(x, y)^{1 / 2} \equiv x \theta_{0}(y)-y^{t-2}+2 x y^{t} M(x, y) \quad\left(\bmod y^{2 t-1}\right)
$$

and note that the right side contains a nonzero term in $y^{0}$. Thus this congruence holds if and only if

$$
\begin{aligned}
B(x, y) & \equiv\left(x \theta_{0}(y)-y^{t-2}+2 x y^{t} M(x, y)\right)^{2} \quad\left(\bmod y^{2 t-1}\right) \\
& \equiv\left(x \theta_{0}(y)-y^{t-2}\right)^{2}+4 x^{2} y^{t} \theta_{0}(y) M(x, y)-4 x y^{2 t-2} M_{0}(x) \quad\left(\bmod y^{2 t-1}\right)
\end{aligned}
$$

which is easily verified using (2.4).
From the previous paragraph, it follows that any choice for $M_{1}(x), \ldots$, $M_{t-2}(x) \in \mathbf{C}[[x]]$ that leads to a power series for $B(x, y)^{1 / 2}$ will be a solution to (2.3) and hence the unique solution.

Since $B(x, y) \in \mathbf{C}[[x]][y]$ has degree $2 t-2$ in $y$, Brown's theorem [2] guarantees that $B(x, y)=Q(x, y)^{2} R(x, y)$, for some $Q, R \in \mathbf{C}[[x]][y]$ with $R(x, 0)=1$. We will show that one solution can be found with

$$
\begin{equation*}
Q(x, y)=x+\sum_{i=1}^{t-2} Q_{i}(x) y^{i} \quad \text { and } \quad R(x, y)=1-4 R_{1}(x) y-4 R_{2}(x) y^{2} \tag{2.5}
\end{equation*}
$$

To begin, $Q^{2} R$ has the same degree as $B$ with respect to $y$, namely, $2 t-2$. Since (2.3) is true algebraically modulo $y^{2 t-1}$, it suffices to determine the $t$ unknown functions $R_{1}$, $R_{2}, Q_{1}, \ldots, Q_{t-2}$ by looking at the coefficients of $y, y^{2}$ up to $y^{t}$ in

$$
\begin{equation*}
2 x y^{t} M(x, y)=y^{t-2}-x \theta_{0}(y)+Q(x, y) R(x, y)^{1 / 2} \tag{2.6}
\end{equation*}
$$

and then showing that $M_{1}(x), \ldots, M_{t-2}(x)$ are, in fact, power series.
It follows from (2.6) that

$$
\begin{equation*}
Q(x, y) \equiv R(x, y)^{-1 / 2}\left(x \theta_{0}(y)-y^{t-2}+2 x y^{t}\right) \quad\left(\bmod y^{t+1}\right) \tag{2.7}
\end{equation*}
$$

Since we defined $Q$ to have degree $t-2$ in $y$, reduction modulo $y^{t-1}$ determines $Q$ in terms of $R_{1}$ and $R_{2}$, while the coefficients of $y^{t-1}$ and $y^{t}$ in (2.7) give two polynomial equations in the two unknowns $R_{1}$ and $R_{2}$. These equations are (1.1) and (1.2). We have shown that $Q_{i}(x) \in \mathbf{C}[[x]]$ and $R_{j} \in \mathbf{C}[[x]]$ can be found. Since $R_{1}(x)$ and $R_{2}(x)$ have no constant terms and $Q(x, y)$ has degree $t-2$ in $y$, it follows from (2.6) that $x M_{j}(x)$ has no constant term, and so $M_{j}(x)$ is a power series. This completes the proof that (2.5) and (2.7) determine the unique power series solution $M(x, y)$ to (2.3).

We now prove (1.3). Using $G^{\prime}$ to denote $\partial G / \partial x$, we have

$$
\begin{equation*}
\left(Q R^{1 / 2}\right)^{\prime}=\frac{1}{2} R^{-1 / 2}\left(2 Q^{\prime} R+Q R^{\prime}\right) \tag{2.8}
\end{equation*}
$$

and from (2.7)

$$
\begin{equation*}
\left(Q R^{1 / 2}\right)^{\prime} \equiv \theta_{0}(y)+2 y^{t} \quad\left(\bmod y^{t+1}\right) \tag{2.9}
\end{equation*}
$$

Thus

$$
\begin{equation*}
2 Q^{\prime} R+Q R^{\prime} \equiv 2 R^{1 / 2}\left(\theta_{0}(y)+2 y^{t}\right) \quad\left(\bmod y^{t+1}\right) \tag{2.10}
\end{equation*}
$$

Define the truncation operator with respect to $y$ by

$$
\mathscr{T}_{k}\left(\sum_{i \geqq 0} f_{i}(x) y^{i}\right)=\sum_{i=0}^{k} f_{i}(x) y^{i} .
$$

Since the left-hand side of (2.10) equation has degree $t$ in $y$,

$$
2 Q^{\prime} R+Q R^{\prime}=\mathscr{T}_{t}\left(2 R^{1 / 2}\left(\theta_{0}(y)+2 y^{t}\right)\right)
$$

Thus

$$
\begin{aligned}
x\left(Q R^{1 / 2}\right)^{\prime} R^{1 / 2} & =x \mathscr{T}_{t}\left(R^{1 / 2}\left(\theta_{0}(y)+2 y^{t}\right)\right) \\
& =\mathscr{T}_{t}\left(R^{1 / 2}\left(x \theta_{0}(y)-y^{t-2}+2 x y^{t}\right)\right)+\mathscr{T}_{t}\left(R^{1 / 2} y^{t-2}\right) \\
& =\mathscr{T}_{t}\left(R R^{-1 / 2}\left(x \theta_{0}(y)-y^{t-2}+2 x y^{t}\right)\right)+y^{t-2} \mathscr{T}_{2}\left(R^{1 / 2}\right) \\
& =R Q+y^{t-2} \mathscr{T}_{2}\left(R^{1 / 2}\right),
\end{aligned}
$$

by (2.7). Combining this with (2.3), we have

$$
\begin{aligned}
2 x\left(x M_{j}(x)\right)^{\prime} & =\left[y^{t+j}\right]\left(x\left(Q R^{1 / 2}\right)^{\prime}\right) \\
& =\left[y^{t+j}\right]\left(Q R^{1 / 2}\right)+\left[y^{t+j}\right]\left(R^{-1 / 2} y^{t-2} \mathscr{T}_{2}\left(R^{1 / 2}\right)\right) \\
& =2 x M_{j}(x)+\left[y^{j+2}\right]\left(R^{-1 / 2} \mathscr{T}_{2}\left(R^{1 / 2}\right)\right) .
\end{aligned}
$$

Rearranging the two ends of this equation gives us

$$
\begin{equation*}
M_{j}^{\prime}(x)=\frac{1}{2 x^{2}}\left[y^{j+2}\right]\left(R^{-1 / 2} \mathscr{T}_{2}\left(R^{1 / 2}\right)\right) . \tag{2.11}
\end{equation*}
$$

Set $m(0)=1$ and let $M(x)$ be the generating function for $m(n)$. By removing the root edge from a map counted by $M_{2}(x)$, it is easily seen that

$$
\begin{equation*}
M(x)=M_{2}(x) / x . \tag{2.12}
\end{equation*}
$$

This, combined with a bit of algebra on (2.11), gives us (1.3). The proof of Theorem 1 for finite $D$ is complete.

Let $D$ be arbitrary and define $D(t)$ to be those elements of $D$ that do not exceed $t$. We may apply Theorem 1 to $D(t)$. If we replace $t$ by $t^{\prime}>t$, then it is simple to check that the terms of degree less than $t / 2$ do not change in the formulas for $R_{1}$ and $R_{2}$. Thus we may simply let $t \rightarrow \infty$.
3. Simple applications of Theorem 1. The reader may carry out the calculations in Theorem 1 when $D$ is the positive integers, thereby rederiving the generating function for all maps: In this case, (1.1) and (1.2) become

$$
\begin{gathered}
R_{1}=\frac{x}{2}\left(1-4 R_{1}-4 R_{2}\right)^{-1 / 2} \\
R_{2}=\frac{x}{2}\left(\left(1-4 R_{1}-4 R_{2}\right)^{-1 / 2}-1\right)+x-3 R_{1}^{2}
\end{gathered}
$$

Eliminating $R_{2}$ leads to the quartic equation

$$
0=\left(12 R_{1}^{2}-2 R_{1}+x\right)\left(4 R_{1}^{2}-2 R_{1}-x\right)
$$

Since $R_{1}$ has no constant term and since the generating function for maps must have a positive real singularity, the correct solution is

$$
R_{1}=\frac{1-\sqrt{1-12 x}}{12}
$$

The equation for $M(x)$ follows easily from (1.3) and (2.12).
To prove Corollary 1.1, we observe that (1.1) and (1.2) can be summed for $i$ in an arithmetic progression by using multisection of the series $R^{-1 / 2}$ with respect to $y$ and then setting $y=1$. Thus the equations of $R_{1}$ and $R_{2}$ are algebraic. Now use (2.6) and the value of $Q$ from (2.7).

When gcd ( $D$ ) is even, $R_{1}=0$. We can see this either by noting that $M(x, y)$ cannot have any odd degree terms in $y$ or by noting that the assumption $R_{1}=0$ leads to a solution, and so must be the unique solution. Since $R_{1}=0$, we have

$$
\begin{equation*}
\left[y^{2 i}\right]\left(R^{-1 / 2}\right)=\left[y^{2 i}\right]\left(\left(1-4 R_{2} y^{2}\right)^{-1 / 2}\right)=\binom{2 i}{i} R_{2}^{i} \tag{3.1}
\end{equation*}
$$

Thus (1.1) becomes $0=0$, (1.2) becomes

$$
\begin{equation*}
R_{2}=\frac{x}{2} \sum_{2 i \in D}\binom{2 i}{i} R_{2}^{i}+x \tag{3.2}
\end{equation*}
$$

and (1.3) becomes

$$
\begin{equation*}
m(n)=\frac{1}{n+1}\left[x^{n}\right]\left(M_{2}^{\prime}(x)\right)=\frac{1}{n+1}\left[x^{n}\right]\left(x^{-2} R_{2}(x)^{2}\right) \tag{3.3}
\end{equation*}
$$

Since $\binom{2 i}{i}$ is even, it follows from (3.1) that $R_{2}(x)$ has nonnegative integer coefficients. This, combined with $M_{2}^{\prime}(x)=\left(R_{2}(x) / x\right)^{2}$ from (3.3), suggests that there is probably an interesting bijection between rooted maps with a distinguished edge and pairs of combinatorial objects when gcd $(D)$ is even.

When $D=\{2 d\}$, the sum in (3.2) has only one term, and Corollary 1.2 follows easily by Lagrange inversion.

To prove Corollary 1.3, note that (3.2) becomes

$$
R_{2}=\frac{x}{2}\left(\left(1-4 R_{2}\right)^{-1 / 2}-1\right)+x .
$$

After some algebra, we obtain

$$
\begin{equation*}
R_{2}(x)=\frac{4 x+1-\sqrt{1-8 x}}{8} \tag{3.4}
\end{equation*}
$$

where the minus sign was chosen on the square root because $R_{2}(0)=0$. Thus

$$
\frac{R_{2}(x)^{2}}{x^{2}}=\frac{8 x^{2}+1}{32 x^{2}}+\left(\frac{(1-8 x)^{3 / 2}}{32 x}\right)^{\prime} .
$$

By (2.12) and (3.3),

$$
M(x)=M_{2}(x) / x=\frac{1}{4}-\frac{1}{32 x^{2}}+\frac{(1-8 x)^{3 / 2}}{32 x^{2}}+\frac{3}{8 x} .
$$

Corollary 1.3 follows easily.
4. Proof of Theorem 2. Suppose that $2 d=\operatorname{gcd}(D)$. It follows from (3.2) that $R_{2}(x)=x+x w\left(x^{d}\right)$, where the power series $w(z)$ is determined by

$$
\begin{equation*}
w=F(z, w)=\frac{1}{2} \sum_{2 i d \in D}\binom{2 i d}{i d} z^{i}(w+1)^{i d} . \tag{4.1}
\end{equation*}
$$

Let ( $\rho, \tau$ ) be a positive real solution, if any, of the simultaneous equations (4.1) and $1=F_{w}(z, w)$. With some algebra, $\rho(\tau+1)^{d}$ is the positive real root of

$$
\begin{equation*}
2=\sum_{2 i d \in D}(i d-1)\binom{2 i d}{i d}\left(\rho(\tau+1)^{d}\right)^{i} \tag{4.2}
\end{equation*}
$$

and $\tau>0$ is then determined by (4.1).
We wish to apply Meir and Moon's theorem [5, Thm. 1] and thereby obtain asymptotics by using their correction to [1, Thm. 5]. If $D$ is finite, $F(z, w)$ is analytic for all $z$ and $w$ and the conditions for [5, Thm. 1] are satisfied. Suppose that $D$ is infinite. Then $F(z, w)$ is analytic for $4\left|z(w+1)^{d}\right|<1$, since $\binom{2 n}{n} \sim 4^{n} /(\pi n)^{1 / 2}$ and (4.2) has a solution with $4 \rho(\tau+1)<1$, since $(i d-1)\binom{2 i d}{i d}$ is unbounded. Again [5, Thm. 1] applies.

Combining this with [1, (7.1)], we find that

$$
\left[z^{n}\right](w+1) \sim\left((\tau+1) / 2 \pi F_{w w}(\rho, \tau) d\right)^{1 / 2} n^{-3 / 2} \rho^{-n}
$$

and $w$ behaves like $\tau+1+C(1-z / \rho)^{1 / 2}$ near $z=\rho$. Thus

$$
\begin{equation*}
\left[z^{n}\right]\left((w+1)^{2}\right) \sim 2(\tau+1)\left((\tau+1) / 2 \pi F_{w w}(\rho, \tau) d\right)^{1 / 2} n^{-3 / 2} \rho^{-n} \tag{4.3}
\end{equation*}
$$

In terms of the notation in Theorem 2, we find with some algebra that $\rho=\gamma^{-d}$, $\tau+1=\sigma \gamma$, and $F_{w w}(\rho, \tau)=\lambda / 2(\sigma \gamma)^{2}$. Theorem 2 now follows easily from (3.3), $R_{2} / x=w+1$, and (4.3).
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# THE GRAPH PARTITIONING POLYTOPE ON SERIES-PARALLEL AND 4-WHEEL FREE GRAPHS* 
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#### Abstract

The graph partitioning polytope $P(G)$ is the convex hull of the incidence vectors of all partitions of a graph $G$. The authors show that $P(G)$ is completely defined by cycle inequalities if $G$ is series-parallel and by cycle, 3 -wheel, and repeated 2 -sums of 3 -wheel and cycle inequalities if $G$ is a 4 -wheel free graph.
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1. Introduction. Given a connected graph $G=(V, E)$, define $\pi=\left(V_{i}, i=1\right.$, $\ldots, r$ ) to be a partition if

$$
\begin{gathered}
\left|V_{i}\right| \geq 1, \quad i \in\{1, \ldots, r\} \\
\left|V_{i} \cap V_{j}\right|=0 \quad \text { for } i \neq j \in\{1, \ldots, r\}, \quad \text { and } \\
\cup_{i} V_{i}=V
\end{gathered}
$$

Define the edge set $E(\pi)$, where

$$
E(\pi)=\left\{(u, v) \in E \mid\{u, v\} \notin V_{i} \quad \text { for } i \in\{1, \ldots, r\}\right\} .
$$

$E(\pi)$ is the set of edges with endpoints in two different subsets in the partition $\pi$. We also refer to $E(\pi)$ as the set of edges cut by the partition $\pi$. Given a partition $\pi$, define the incidence vector $x(\pi)$, where

$$
x_{e}(\pi)= \begin{cases}1 & \text { for } e \in E(\pi) \\ 0 & \text { otherwise }\end{cases}
$$

Let $\Pi$ be the family of all partitions of the graph $G$. Consider edge weights $c_{e} \in R$ for all edges $e$ in $E$. Define the weight of a partition $c(\pi)$, where $c(\pi)=\sum_{e \in E(\pi)} c_{e}$. The unrestricted graph partitioning problem (UGPP) is to find the minimum weight member of $\Pi$. Grötschel and Wakabayashi [8] studied this problem for the case when $G$ is a complete graph. They refer to this case as the clique partitioning problem. They show that the problem is NP-hard.

Define the graph partitioning polytope $P(G)$, where

$$
P(G)=\operatorname{conv}\{x(\pi) \mid \pi \in \Pi\} .
$$

Grötschel and Wakabayashi [8] gave several families of facet-defining inequalities for $P(G)$ for the case when $G$ is a complete graph. However, a complete inequality description of $P(G)$ is unlikely to be found in general.
$G$ is said to be a simple graph if it does not contain any parallel edges. The following result can be proved using standard techniques (see, for instance, [4]). It is stated here without proof.

Proposition 1.1. If $G$ is a simple graph, the graph partitioning polytope $P(G)$ is full-dimensional.

[^2]A graph with parallel edges is referred to as a multigraph. Let $\bar{G}=(V, \bar{E})$ be a multigraph with parallel edges $e_{1}$ and $e_{2}$. Define $G=(V, E)$, where $E=\bar{E}-\left\{e_{2}\right\}$. There is a very close relationship between the polyhedra $P(\bar{G})$ and $P(G)$. Assume that a complete inequality description of $P(G)$ is known and is given by

$$
P(G)=\left\{a^{i} x \leq a_{i}^{0}, x \in R_{+}^{E}, a^{i} \in R^{E}, a_{i}^{0} \in R, i \in I\right\}
$$

Here $I$ indexes the set of inequalities defining $P(G)$. For each $i$ in $I$, define the vector $\bar{a}^{i} \in R^{\bar{E}}$, where

$$
\bar{a}^{i}(e)= \begin{cases}a^{i}(e) & \text { for } e \in E \\ 0 & \text { for } e=e_{2}\end{cases}
$$

Proposition 1.2. If $\bar{G}$ and $G$ are as described above, a complete inequality description of $P(\bar{G})$ is given by

$$
\left\{\bar{a}^{i} x \leq a_{0}^{i}, x\left(e_{2}\right)=x\left(e_{1}\right), x \in R_{+}^{\bar{E}}, \bar{a}^{i} \in R^{\bar{E}}, a_{0}^{i} \in R, i \in I\right\} .
$$

Proof. Let $\bar{x}$ be any extreme point of the polyhedron

$$
P_{1}(\bar{G})=\left\{\bar{a}^{i} x \leq a_{0}^{i}, x\left(e_{2}\right)=x\left(e_{1}\right), x \in R_{+}^{\bar{E}}, \bar{a}^{i} \in R^{\bar{E}}, a_{0}^{i} \in R, i \in I\right\} .
$$

The proof follows from the observation that the projection of $P_{1}(\bar{G})$ on $R^{E}$ is $P(G)$, and this projection is indeed a bijection between the two polytopes.

Thus, when studying the polyhedron $P(G)$, we can restrict attention to simple graphs $G$. From Proposition 1.1, the associated polyhedron $P(G)$ is full-dimensional. For the remainder of the paper, all graphs considered are simple graphs.

We should also point out that, when studying $P(G)$, we restrict attention to 2 connected graphs. To the contrary, assume that $G=(V, E)$ is not 2-connected as shown in Fig. 1.1. Assume that $G_{i}=\left(V_{i}, E_{i}\right), i=1,2$ and $V_{1} \cap V_{2}=\{\bar{v}\}$. Assume that a complete inequality description of the polytopes $P\left(G_{i}\right), i=1,2$ is as given below:

$$
\begin{aligned}
& P\left(G_{1}\right)=\left\{a^{1 i} x^{1} \leq a_{0}^{i} \mid a^{1 i} \in R^{E_{1}}, x^{1} \in R_{+}^{E_{1}}, i \in I_{1}\right\}, \\
& P\left(G_{2}\right)=\left\{a^{2 i} x^{2} \leq a_{0}^{i} \mid a^{2 i} \in R^{E_{2}}, x^{2} \in R_{+}^{E_{2}}, i \in I_{2}\right\}
\end{aligned}
$$

For each inequality in $I_{1}$, define $\bar{a}^{1 i}$, where

$$
\bar{a}_{e}^{1 i}= \begin{cases}a_{e}^{1 i} & \text { for } e \in E_{1} \\ 0 & \text { for } e \in E_{2}\end{cases}
$$

For each inequality in $I_{2}$, define $\bar{a}^{2 i}$, where

$$
\bar{a}_{e}^{2 i}= \begin{cases}a_{e}^{2 i} & \text { for } e \in E_{2} \\ 0 & \text { for } e \in E_{1}\end{cases}
$$



Fig. 1.1.
$G$ is said to be the 1-sum of $G_{1}$ and $G_{2}\left(G=G_{1}+G_{2}\right)$. It is easy to verify the following result.

PROPOSITION 1.3. If $G_{1}+G_{1}$ and $P\left(G_{1}\right)$ and $P\left(G_{2}\right)$ are as described above, then

$$
P(G)=\left\{x \in R_{+}^{E} \mid \bar{a}^{1 i} x \leq a_{0}^{i} \text { for } i \in I_{1} ; \bar{a}^{2 i} x \leq a_{0}^{i} \text { for } i \in I_{2}\right\} .
$$

For the remainder of the paper, we thus assume that all graphs $G$ are 2-connected.
We assume familiarity with basic definitions in graph theory (see, for example, Bondy and Murty [3]). Consider two graphs $G_{i}=\left(V_{i}, E_{i}\right), i=1,2$ with edges $e_{i}=$ $\left(u_{i}, v_{i}\right) \in E_{i}$ for $i=1,2$. The $\overline{2}$-sum $G=G_{1} \mp_{2} G_{2}$ is obtained by identifying the edges $e_{1}$ and $e_{2}$. The new node obtained on identifying $u_{1}\left(v_{1}\right)$ and $u_{2}\left(v_{2}\right)$ is called $u(v)$, and the new edge $\bar{e}=(u, v)$. All edges previously incident to $u_{1}$ or $u_{2}\left(v_{1}\right.$ or $\left.v_{2}\right)$ are now incident to $u(v)$.Thus, $G=(V, E)$, where $V=V_{1} \cup V_{2} \cup\{u, v\}-\left\{u_{1}, v_{1}, u_{2}, v_{2}\right\}$, $E=E_{1} \cup E_{2} \cup\{\bar{e}\}-\left\{e_{1}, e_{2}\right\}$. Define $G=G_{1}+{ }_{2} G_{2}$ to be a 2-sum if $G$ is formed as above, except that the edge $\bar{e}$ is deleted, i.e., $E=E_{1} \cup E_{2}-\left\{e_{1}, e_{2}\right\}$. The two operations are shown in Fig. 1.2.

A 2-tree can be defined recursively as follows. A triangle is a 2 -tree. The $\overline{2}$-sum of a triangle and a 2-tree is a 2-tree. A graph is called series-parallel if it can be obtained from a forest by repeatedly adding an edge in parallel to an existing one or by replacing an edge by a path. From the above definitions, we obtain the following result ( see Wald and Colburn [10]).

Proposition 1.4. Each simple, connected series-parallel graph is the subgraph of a 2-tree.

A graph is called a 4-wheel free graph if it does not contain as a minor the graph $W_{4}$ shown in Fig. 1.3.

In this paper, we give a complete inequality description of $P(G)$ for the case when $G$ is a series-parallel or 4-wheel free graph. The first result is given in $\S 2$, and the second result in § 3 .

Let $G=(V, E)$ be a connected graph. Consider a cycle $C=\left(V_{c}, E_{c}\right)$ in $G$. No partition $\pi$ can cut exactly one edge from a cycle. For any edge $e^{*} \in E_{c}$, define the cycle inequality

$$
\begin{equation*}
\sum_{e \in E_{c}-\left\{e^{*}\right\}} x_{e}-x_{e^{*}} \geq 0 . \tag{1.1}
\end{equation*}
$$
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The cycle inequality is valid for $P(G)$. Grötschel and Wakabayashi [8] used these inequalities for triangles when formulating the clique partitioning problem. Chopra and Rao [4] showed the following result.

Theorem 1.1. The cycle inequality (1.1) is facet-defining for $P(G)$ if and only if $\left|E_{C}\right| \geq 3$ and $C$ is a chordless cycle.

Note that, for each cycle $C$, there are $\left|E_{c}\right|$ cycle inequalities. However, we write only one to represent all of them. Define the polyhedron $\operatorname{LP}(G)$, where

$$
\begin{align*}
L P(G)= & \left\{x \in R^{E} \mid x \text { satisfies }(1.1) \text { for all cycles } C ;\right. \\
& \left.0 \leq x_{e} \leq 1 \text { for all } e \in E\right\} . \tag{1.2}
\end{align*}
$$

Chopra and Rao [4] showed the following result.
THEOREM 1.2. It holds that $P(G)=\operatorname{conv}\{x \in L P(G) \mid x$ integer $\}$.
2. $\boldsymbol{P}(\boldsymbol{G})$ on series-parallel graphs. In general, $P(G) \subseteq L P(G) ; P(G) \neq L P(G)$. The main result in this section is the following.

Theorem 2.1. If $G$ is a connected series-parallel graph $P(G)=L P(G)$.
First, we give a general result on polytopes of graphs obtained by taking $\overline{2}$-sums of graphs whose polytopes are known. Given graphs $G_{i}=\left(V_{i}, E_{i}\right)$ with $e_{i} \in E_{i}, i=1,2$, identify the edges $e_{1}$ and $e_{2}$ into the edge $\bar{e}$ to get $G=G_{1} \mp_{2} G_{2}$, where $G=(V, E)$ and $E=E_{1} \cup E_{2} \cup\{\bar{e}\}-\left\{e_{1}, e_{2}\right\}$. Assume that complete inequality descriptions of $P\left(G_{1}\right)$ and $P\left(G_{2}\right)$ are known. For each inequality

$$
\begin{equation*}
a^{1} x \leq a_{0}^{1} \tag{2.1}
\end{equation*}
$$

defining $P\left(G_{1}\right)$, construct the inequality

$$
\begin{equation*}
a x \leq a_{0}, \tag{2.2}
\end{equation*}
$$

where $a_{0}=a_{0}^{1}$ and

$$
a_{e}= \begin{cases}a_{e}^{1} & \text { for } e \in E_{1}-\left\{e_{1}\right\} \\ a_{e_{1}}^{1} & \text { for } e=\bar{e} \\ 0 & \text { otherwise }\end{cases}
$$

In a similar fashion, for each inequality

$$
\begin{equation*}
a^{2} x \leq a_{0}^{2} \tag{2.3}
\end{equation*}
$$

defining $P\left(G_{2}\right)$, construct the inequality

$$
\begin{equation*}
a x \leq a_{0}, \tag{2.4}
\end{equation*}
$$

where $a_{0}=a_{0}^{2}$, and

$$
a_{e}= \begin{cases}a_{e}^{2} & \text { for } e \in E_{2}-\left\{e_{2}\right\} \\ a_{e_{2}}^{2} & \text { for } e=\bar{e} \\ 0 & \text { otherwise }\end{cases}
$$

Both inequalities (2.2) and (2.4) are valid for $P(G)$. Let $\bar{P}(G)$ be the polytope defined by all inequalities of the form (2.2) or (2.4).

Proposition 2.1. If $G=G_{1} \mp_{2} G_{2}$ and $\bar{P}(G)$ is as defined above, then $P(G)=\bar{P}(G)$.

Proof. Inequalities (2.2) and (2.4) include all the chordless cycle inequalities arising from $G$. From Theorem 1.2, it follows that the integer points of $\bar{P}(G)$ are precisely the vertices of $P(G)$. Assume that $\bar{P}(G)$ has a fractional vertex $\bar{x}$. Define $\bar{x}_{i}, i=1,2$, where

$$
\bar{x}_{i}(e)= \begin{cases}\bar{x}_{e} & \text { for } e \in E_{i}-\left\{e_{i}\right\} \\ \bar{x}_{\bar{e}} & \text { for } e=e_{i}\end{cases}
$$

We show that $\bar{x}_{i}$ is a vertex of $P\left(G_{i}\right), i=1,2$. Assume that $\bar{x}_{1}$ and $\bar{x}_{2}$ are not vertices. Then we have

$$
\begin{equation*}
\bar{x}_{1}=\sum \alpha_{i} y^{i} ; \quad \bar{x}_{2}=\sum \beta_{i} z^{i} \tag{2.5}
\end{equation*}
$$

where $\alpha_{i}, \beta_{i} \geq 0, \sum \alpha_{i}=\sum \beta_{i}=1$, and $y^{i}$ and $z^{i}$ are vertices of $P\left(G_{1}\right)$ and $P\left(G_{2}\right)$, respectively. Define

$$
\begin{array}{ll}
S_{1}=\left\{i \mid y^{i}\left(e_{1}\right)=1\right\} ; & S_{2}=\left\{i \mid z^{i}\left(e_{2}\right)=1\right\}, \\
\bar{S}_{1}=\left\{i \mid y^{i}\left(e_{1}\right)=0\right\} ; & \bar{S}_{2}=\left\{i \mid z^{i}\left(e_{2}\right)=0\right\} .
\end{array}
$$

Vectors in $S_{i}$ are incidence vectors of partitions that cut $e_{i}$, while vectors in $\bar{S}_{i}$ are incidence vectors of partitions that do not cut $e_{i}, i=1,2$. Since $\bar{x}_{1}\left(e_{1}\right)=\bar{x}_{2}\left(e_{2}\right)=\bar{x}(\bar{e})$, we have

$$
\begin{equation*}
\sum_{i \in S_{1}} \alpha_{i}=\sum_{i \in S_{2}} \beta_{i}=\bar{x}(\bar{e}) . \tag{2.6}
\end{equation*}
$$

Order the indices in $S_{1}$ as $\{i(1), i(2), \ldots, i(k)\}$ for $k=\left|S_{1}\right|$, and those in $\bar{S}_{1}$ as $\{i(k+1), \ldots, i(\bar{k})\}$ for $\left|\bar{S}_{1}\right|=\bar{k}-k$. Order the indices in $S_{2}$ as $\{l(1), \ldots, l(m)\}$, and those in $\bar{S}_{2}$ as $\{l(m+1), \ldots, l(\bar{m})\}$ for $\left|S_{2}\right|=m$ and $\left|\bar{S}_{2}\right|=\bar{m}-m$.

Given $y^{i(r)}$ for $r \leq k$ and $z^{l(s)}$ for $s \leq m$, define $x^{r, s}$, where

$$
x_{e}^{r, s}= \begin{cases}y_{e}^{i(r)} & \text { for } e \in E_{1}-\left\{e_{1}\right\} \\ z_{e}^{l(s)} & \text { for } e \in E_{2}-\left\{e_{2}\right\} \\ 1 & \text { for } e=\bar{e}\end{cases}
$$

For $k+1 \leq r \leq \bar{k}$ and $m+1 \leq s \leq \bar{m}$, define $x^{r, s}$, where

$$
x_{e}^{r, s}= \begin{cases}y_{e}^{i(r)} & \text { for } e \in E_{1}-\left\{e_{1}\right\}, \\ z_{e}^{l(s)} & \text { for } e \in E_{2}-\left\{e_{2}\right\}, \\ 0 & \text { for } e=\bar{e}\end{cases}
$$

For the next definition, assume that $\alpha_{i(0)}=\beta_{l(0)}=0$. Let $\delta(r, s)=\sum_{t=0}^{r} \alpha_{i(t)}-$ $\sum_{t=0}^{s} \beta_{l(t)}$ for $r \in\{0,1, \ldots, \bar{k}\}, s \in\{0,1, \ldots, \bar{m}\}$. Define $\gamma(r, s)$ for $r \in\{1, \ldots, \bar{k}\}$, $s \in\{1, \ldots, \bar{m}\}$, where

$$
\gamma(r, s)= \begin{cases}\beta_{i(s)} & \text { if } \delta(r-1, s-1) \leq 0, \delta(r, s-1) \geq 0, \delta(r, s) \geq 0 \\ \delta(r, s-1) & \text { if } \delta(r-1, s-1) \leq 0, \delta(r, s-1) \geq 0, \delta(r, s) \leq 0 \\ \alpha_{i(r)} & \text { if } \delta(r-1, s-1) \geq 0, \delta(r-1, s) \leq 0, \delta(r, s) \leq 0 \\ -\delta(r-1, s) & \text { if } \delta(r-1, s-1) \geq 0, \delta(r-1, s) \leq 0, \delta(r, s) \geq 0 \\ 0 & \text { otherwise }\end{cases}
$$

Note that $\delta(k, m)=0$ using (2.6) and the definition of $\delta(r, s)$. Thus, $\sum_{s=1}^{m} \sum_{r=1}^{k} \gamma(r$, $s)=\bar{x}(\bar{e})$ and $\sum_{s=m+1}^{\bar{m}} \sum_{r=k+1}^{\bar{k}} \gamma(r, s)=1-\bar{x}(\bar{e})$. Note that each vector $x^{r, s}$ defined above is an element of $\bar{P}(G), \gamma(r, s) \geq 0$, and $\Sigma_{s} \Sigma_{r} \gamma(r, s)=1$. From (2.6) and the orderings we have chosen, it follows that $\gamma(r, s)=0$ for $r \leq k, s \geq m+1$ or $r \geq k+1$, $s \leq m$. Define $\tilde{x}$, where

$$
\tilde{x}=\sum_{s=1}^{m} \sum_{r=1}^{k} \gamma(r, s) x^{r, s}+\sum_{s=m+1}^{\bar{m}} \sum_{r=k+1}^{\bar{k}} \gamma(r, s) x^{r, s} .
$$

From (2.5) and the construction of $\bar{x}, x^{r, s}$, and $\gamma$, we have $\tilde{x}(e)=\bar{x}_{i}(e)$ for $e \in E_{i}, i=$ 1, 2. Thus, $\tilde{x}=\bar{x}$. This contradicts our assumption that $\bar{x}$ is a vertex of $\bar{P}(G)$. Thus, either $\bar{x}_{1}$ is a fractional vertex of $P\left(G_{1}\right)$ or $\bar{x}_{2}$ is a fractional vertex of $P\left(G_{2}\right)$, a contradiction to the definition of $P\left(G_{i}\right), i=1,2$. The result thus follows.

Proposition 2.2. If $G$ is a 2-tree, $P(G)=L P(G)$.
Proof. For a triangle, we can verify that $P(G)=L P(G)$. The result follows from the definition of a 2-tree and the repeated application of Proposition 2.1.

From Proposition 1.4, each simple, connected series-parallel graph $G=(V, E)$ is the subgraph of a 2-tree $\bar{G}=(V, \bar{E})$. Thus, $L P(G)$ is the projection of $L P(\bar{G})$ onto the set $\left\{x \mid x_{e}=0 \forall e \in \bar{E}-E\right\}$. We analyze this projection using techniques discussed in Balas and Pulleyblank [1]. Define

$$
Z=\left\{(y, x) \in R^{p+q} \mid A y+H x \leq b, y \geq 0, x \in Q\right\}
$$

and its projection

$$
X=\left\{x \in R^{q} \mid \exists y \in R^{p} \text { s.t. }(y, x) \in Z\right\} .
$$

Here $Q \subseteq R^{q}$. Let $W$ be the cone $W=\left\{t \in R^{m} \mid t A \geq 0, t \geq 0\right\}$ and extr ( $W$ ) the set of extreme rays of $W$. Then the projection $X$ can be obtained as follows:

$$
\begin{equation*}
X=\left\{x \in R^{q} \mid(t H) x \leq t b \forall t \in W ; x \in Q\right\} . \tag{2.7}
\end{equation*}
$$

In (2.7) we can restrict attention to the extreme rays $t \in \operatorname{extr}(W)$.
We can rewrite the cycle inequalities in the following form:

$$
\begin{equation*}
-\sum_{e \in E_{c}-\left\{e^{*}\right\}} x_{e}+x_{e^{*}} \leq 0 . \tag{2.8}
\end{equation*}
$$

Besides nonnegativity, the other defining inequalities for $L P(\bar{G})$ are

$$
\begin{equation*}
x_{e} \leq 1 \quad \forall e \in \bar{E} . \tag{2.9}
\end{equation*}
$$

In our case, $Z=L P(\bar{G})$, with $A$, the submatrix of inequalities (2.8) and (2.9) corresponding to the edges $\bar{E}-E$, and $H$, the submatrix corresponding to the edges in $E$.

Proposition 2.3. Consider any connected graph $G=(V, E)$ that is a subgraph of $\bar{G}=(\bar{V}, \bar{E})$, where $\bar{E}-E=\{\bar{e}\}$. Let $\operatorname{proj}(L P(\bar{G}))$ be the projection of $L P(\bar{G})(L P(\bar{G})$ is as defined in (1.2)) onto $R^{E}$. Then

$$
L P(G)=\operatorname{proj}(L P(\bar{G}))
$$

Proof. In this case, the matrix $A$ is the column vector corresponding to the edge $\bar{e}$. The entry in this vector is 0,1 , or -1 for the rows corresponding to inequalities (2.8), and 0 or 1 for the rows corresponding to inequalities (2.9). The only row of type (2.9) with an entry of 1 in this column corresponds to $x(\bar{e}) \leq 1$.

Let $m$ be the total number of inequalities. Define the cone $W$, where

$$
W=\left\{t \in R^{m} \mid t A \geq 0, t \geq 0\right\} .
$$

Let $S_{i}, i \in\{-1,0,1\}$ be the set of rows of $A$ with entry $i$ in the column corresponding to $\bar{e}$. The extreme rays $t$ of $W$ are of the following form:

$$
\begin{align*}
t_{l} & = \begin{cases}1 & \text { for } l=j \in S_{0} \cup S_{1}, \\
0 & \text { otherwise } ;\end{cases}  \tag{2.10}\\
t_{l} & = \begin{cases}1 & \text { for } l=j_{1} \in S_{-1}, \\
1 & \text { for } l=j_{2} \in S_{1}, \\
0 & \text { otherwise }\end{cases} \tag{2.11}
\end{align*}
$$

Extreme rays of type (2.10) are unit vectors and do not alter the inequality on projection. Thus, the cycle inequality (2.8) is defining for $\operatorname{proj}(L P(\bar{G}))$ if $\bar{e} \notin E_{C}$. Similarly, the upperbound inequalities (2.9) are defining for $\operatorname{proj}(L P(\bar{G}))$ for $e \in E$.

Extreme rays of type (2.11) add two inequalities, one of which has a coefficient of +1 in $\bar{e}$, and the other has a coefficient of -1 in $\bar{e}$. If one of the inequalities is $x(\bar{e}) \leq 1$ and the other a cycle inequality (2.8), the resulting inequality is a sum of $x_{e^{*}} \leq 1$ and $-x_{e} \leq 0$ for $e \in E_{C}-\left\{e^{*}, \bar{e}\right\}$ and is thus not facet-defining for $\operatorname{proj}(L P(\bar{G}))$. If both inequalities are cycle inequalities given by cycles $C(1)=\left(V_{C(1)}, E_{C(1)}\right)$ and $C(2)=$ ( $V_{C(2)}, E_{C(2)}$ ), where $\bar{e} \in E_{C(1)} \cap E_{C(2)}$, they have the following form:

$$
\begin{gather*}
-\sum_{e \in E_{c(1)}-\{\bar{e}\}} x_{e}+x_{\bar{e}} \leq 0,  \tag{2.12}\\
-\sum_{e \in E_{c(2)}-\left\{e^{*}\right\}} x_{e}+x_{e^{*}} \leq 0 \quad \text { for } e^{*} \neq \bar{e} . \tag{2.13}
\end{gather*}
$$

If $e^{*} \in E_{C(1)}$, the resulting inequality is the sum of the inequalities $-x_{e} \leq 0$ for $e \in$ $E_{C(1)} \cup E_{C(2)}-\left\{\bar{e}, e^{*}\right\}$ and can thus be dropped from the defining set. Thus, $e^{*} \notin$ $E_{C(1)}$. First, consider the case where $\left\{E_{C(1)} \cap E_{C(2)}\right\}-\{\bar{e}\}=E I$ and $|E I| \geq 1$. The inequality defining proj ( $L P(\bar{G})$ ) is obtained by adding (2.12) and (2.13) and eliminating the column corresponding to $\bar{e}$. The resulting inequality can be written as a sum of the inequality

$$
-\sum_{E_{C(1)} \cup E_{C(2)}-\left\{\bar{e}, e^{*}\right\}} x_{e}+x_{e^{*}} \leq 0
$$

and the inequalities $-x_{e} \leq 0$ for $e \in E I$, each of which is valid for $L P(G)$. Thus, this inequality can be dropped from the defining set as $E_{C(1)} \cup E_{C(2)}-\{\bar{e}\}$ contains a cycle going through $e^{*}$.
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Now consider the case where $|E I|=0$. Define $E_{\tilde{C}}=E_{C(1)} \cup E_{C(2)}-\{\bar{e}\}$. The resulting inequality on projection is given by

$$
\begin{equation*}
-\sum_{e \in E_{\dot{C}}-\left\{e^{*}\right\}} x_{e}+x_{e^{*}} \leq 0 . \tag{2.14}
\end{equation*}
$$

In this case, inequality (2.14) is a cycle inequality in $G$.
We have shown that proj $(L P(\bar{G}))$ is defined by inequalities of the form (2.8) if $\bar{e} \notin E_{C}$, (2.9), and (2.14), which are either defining inequalities for $L P(G)$ or can be written as a sum of such defining inequalities. Thus

$$
\operatorname{proj}(L P(\bar{G})) \subseteq L P(G)
$$

Since each inequality defining $L P(G)$ is either defining for $L P(\bar{G})$ or is obtained on projection, it follows that $L P(G) \subseteq \operatorname{proj}(L P(\bar{G}))$. The result thus follows.

Proof of Theorem 2.1. Since the case where parallel edges are present can be handled by Proposition 1.2, we consider $G=(V, E)$ to be a simple connected series-parallel graph. By Proposition 1.3, $G$ is the subgraph of a 2-tree $\bar{G}=(\bar{V}, \bar{E})$. Repeated applications of Proposition 2.3 on the edges in $\bar{E}-E$ implies that $L P(G)=\operatorname{proj}(L P(\bar{G}))$. Proposition 2.2 implies that $P(\bar{G})=L P(\bar{G})$. Also note that $P(G)=\operatorname{proj}(P(\bar{G}))$. Thus, we have $P(G)=L P(G)$.

Remark 2.1. Theorem 2.1 is in some sense the best possible. Let $G$ be the complete graph on four nodes. We give a fractional vertex of $L P(G)$. Every graph that is not seriesparallel contains the complete graph on four nodes as a minor (see [10]). Furthermore, if $\bar{G}$ contains $G$ as a minor, a vertex $x$ of $L P(G)$ can be lifted to a vertex $\bar{x}$ of $L P(\bar{G})$ such that the restriction of $\bar{x}$ to $G$ is $x$. It thus follows that, if $\bar{G}$ is not series-parallel, $L P(\bar{G})$ contains a fractional vertex. $G$ is as shown in Fig. 2.1. A fractional vertex of $L P(G)$ is given by

$$
x_{12}=x_{32}=x_{42}=\frac{1}{2} ; \quad x_{13}=x_{14}=x_{34}=1 .
$$

Note that the example in Fig. 2.1 is a 4 -wheel free graph. This case is treated in $\S 3$.
Remark 2.2. UGPP can be solved in polynomial time on series-parallel graphs using the results of Bern, Lawler, and Wong [2]. Using the results of Grötschel, Lovasz, and Schrijver [7], Theorem 2.1 provides a polyhedral proof of this statement since cycle inequalities can be identified in polynomial time (see Deza, Grötschel, and Laurent [5]).
3. $P(G)$ on 4 -wheel free graphs. In this section, we give a complete inequality description of $P(G)$ for the case when $G$ is a simple 4 -wheel free graph. The instance with parallel edges can be resolved using Proposition 1.2 and the instance that is not 2connected using Proposition 1.3. For the remainder of the section, we restrict our attention to 2 -connected simple graphs $G$. The polytope $P(G)$ is thus full-dimensional by Prop-
osition 1.1. From results of Seymour [9], it follows that a 2 -connected simple, 4-wheel free graph $G=(V, E)$ can be obtained by a sequence of 2-sums or $\overline{2}$-sums of 2-connected simple, series-parallel graphs and copies of $K_{4}$, the complete graph on four nodes. Replacing each 2 -sum in the above sequence by a $\overline{2}$-sum gives a graph $\bar{G}=(V, \bar{E})$. Clearly, $\bar{G}$ is also a 4-wheel free graph, and $G$ is a subgraph of $\bar{G}$.

We first give a complete inequality description of $P(\bar{G})$. Let $K_{4}=(V, E)$ be a complete graph on four nodes, where $V=\{1,2,3,4\}$ and $E=\{12,13,14,23,24,34\}$. For each node $i \in V$, define the 3-wheel inequality

$$
\begin{equation*}
\sum_{j \neq l \in V-\{i\}} x_{j l}-\sum_{j \in V-\{i\}} x_{i j} \leq 1 . \tag{3.1}
\end{equation*}
$$

Chopra and Rao [4] showed these inequalities to be facet-defining for $P\left(K_{4}\right)$. The following result is given by Deza, Grötschel, and Laurent [6].

PROPOSITION 3.1. The polyhedron $P\left(K_{4}\right)$ is completely defined by (a) $0 \leq x_{e} \leq 1$ for $e \in E$, (b) cycle inequalities (1.1), and (c) 3-wheel inequalities (3.1).

This allows us to show the following result.
Proposition 3.2. Let $\bar{G}=(V, \bar{E})$ be any graph obtained by repeated $\overline{2}$-sums of series-parallel graphs and copies of $K_{4} . P(\bar{G})$ is completely defined by (a) $0 \leq x_{e} \leq 1$ for $e \in E$, (b) cycle inequalities (1.1), and (c) 3-wheel inequalities (3.1).

Proof. The result follows by applying Proposition 2.1, Theorem 2.1, and Proposition 3.1.

Next, we consider the operation of composing facets using 2-sums. Given $G_{i}=$ ( $V_{i}, E_{i}$ ) with $e_{i} \in E_{i}, i=1$, 2, let $G=G_{1}+G_{2}$ be the 2-sum obtained by identifying the edges $e_{1}=\left(u_{1}, v_{1}\right)$ and $e_{2}=\left(u_{2}, v_{2}\right)$ and deleting the resulting edge. Note that all graphs considered are simple and 2 -connected. Consider inequalities

$$
\begin{align*}
& a^{1} x \leq a_{0}^{1},  \tag{3.2}\\
& a^{2} x \leq a_{0}^{2}, \tag{3.3}
\end{align*}
$$

which are facet-defining for $P\left(G_{1}\right)$ and $P\left(G_{2}\right)$, respectively. Assume that neither (3.2) nor (3.3) is a bound inequality $-x_{e} \leq 0$ or $x_{e} \leq 1$. Furthermore, assume that $a^{1}\left(e_{1}\right)=$ $-a^{2}\left(e_{2}\right) \neq 0$. Without loss of generality, assume that $a^{1}\left(e_{1}\right)>0$. Define the inequality

$$
\begin{equation*}
a x \leq a_{0} \tag{3.4}
\end{equation*}
$$

where $a_{0}=a_{0}^{1}+a_{0}^{2}$ and

$$
a_{e}= \begin{cases}a_{e}^{1} & \text { for } e \in E_{1}-\left\{e_{1}\right\}, \\ a_{e}^{2} & \text { for } e \in E_{2}-\left\{e_{2}\right\} .\end{cases}
$$

Proposition 3.3. Inequality (3.4) is facet-defining for $P(G)$.
Proof. Let $\pi$ be any partition of $V$ and let $\pi_{1}$ and $\pi_{2}$ be restrictions of $\pi$ to $V_{1}$ and $V_{2}$, respectively. Either both edges $e_{1}$ and $e_{2}$ are cut by $\pi_{1}$ and $\pi_{2}$, respectively, or neither of the two edges are cut. Since $x\left(\pi_{1}\right)$ and $x\left(\pi_{2}\right)$ satisfy (3.2) and (3.3), respectively, and $a^{1}\left(e_{1}\right)=-a^{2}\left(e_{2}\right)$, it follows that $x(\pi)$ satisfies 3.4. Thus, inequality (3.4) is valid for $P(G)$.

Let $x^{1}$ and $x^{2}$ be equality solutions for (3.2) and (3.3), respectively, with $x^{1}\left(e_{1}\right)=$ $x^{2}\left(e_{2}\right)$. Define the vector $x$, where

$$
x_{e}=\left\{\begin{array}{l}
x_{e}^{1} \text { for } e \in E_{1}-\left\{e_{1}\right\}, \\
x_{e}^{2} \quad \text { for } e \in E_{2}-\left\{e_{2}\right\} .
\end{array}\right.
$$

$x \in P(G)$ is an equality solution to (3.4). Given the set of equality solutions to (3.2) and (3.3), construct all possible equality solutions to (3.4), as described above. If inequalities (3.2) and (3.3) are facet-defining, this gives a sufficient number of affinely independent equality solutions to (3.4) to show that it is facet-defining for $P(G)$.

On forming a 2 -sum of two $K_{4}$ 's, the 3-wheel inequalities can be composed with other 3-wheel inequalities. As an example, consider $G$, the 2 -sum of two $K_{4}$ 's, shown in Fig. 3.1. Define $S=\{1,2,4,8,10\}$ and $T=\{3,5,6,7,9\}$. The inequality

$$
\begin{equation*}
\sum_{i \in S} x\left(e_{i}\right)-\sum_{i \in T} x\left(e_{i}\right) \leq 2 \tag{3.5}
\end{equation*}
$$

is facet-defining for $P(G)$ using Proposition 3.3 since it is a 2 -sum composition of two 3-wheel inequalities. Similarly, the inequality

$$
\begin{equation*}
x\left(e_{4}\right)+x\left(e_{8}\right)+x\left(e_{10}\right)-x\left(e_{5}\right)-x\left(e_{6}\right)-x\left(e_{7}\right)-x\left(e_{9}\right) \leq 1 \tag{3.6}
\end{equation*}
$$

is obtained as a composition of a 3-wheel and a cycle inequality.
We can use these compositions to define a class WI of inequalities. The class WI is defined recursively as follows. 3-wheel inequalities are in WI; the 2-sum of two inequalities in WI or an inequality in WI, and a cycle inequality is also in WI.

The main result of this section is stated as Theorem 3.1.
Theorem 3.1. If $G=(V, E)$ is a simple, connected 4 -wheel free graph, $P(G)$ is completely defined by (a) $0 \leq x_{e} \leq 1$ for $e \in E$, (b) cycle inequalities (1.1), and (c) inequalities in the class WI.

Before proving Theorem 3.1, we need a few other results. Note once again that all graphs considered are simple. The polytope $P(G)$ is thus full-dimensional in each case. Consider the following condition:
(C1) Given the inequality $a x \leq a_{0}$ and an edge $\bar{e}$ with $a_{\bar{e}}<0$, there exists a partition $\pi=\left(V_{1}, V_{2}\right)$ such that $\bar{e} \in E(\pi), a_{e} \geq 0$ for $e \in E(\pi)-\{\bar{e}\}$ and $a_{e}>0$ for at least one edge in $E(\pi)-\{\bar{e}\}$.

Consider the 2-sum operation described earlier with inequalities (3.2)-(3.4).
Proposition 3.4. If both inequalities (3.2) and (3.3) satisfy ( C 1 ), so does inequality (3.4).

Proof. Consider any edge $e \in E_{1}-\left\{e_{1}\right\}$ with $a_{e}^{1}<0$. By assumption, there exists a partition $\left(V_{1}^{1}, V_{1}^{2}\right)$ of $V_{1}$ that satisfies ( C 1 ) for inequality (3.2) and $e$. If $\left\{u^{1}, v^{1}\right\} \subseteq$ $V_{1}^{1}$, then $\left(V_{1}^{1} \cup V_{2} \cup\{u, v\}-\left\{u_{1}, v_{1}, u_{2}, v_{2}\right\}, V_{1}^{2}\right)$ is a partition that satisfies $(\mathrm{C} 1)$ for (3.4) and $e$. If $\left\{u^{1}, v^{1}\right\} \subseteq V_{1}^{2}$, then $\left(V_{1}^{1}, V_{1}^{2} \cup V_{2} \cup\{u, v\}-\left\{u_{1}, v_{1}, u_{2}, v_{2}\right\}\right)$ is a partition that satisfies ( C 1 ) for (3.4) and $e$. If $u_{1} \in V_{1}^{1}$ and $u_{2} \in V_{1}^{2}$, consider the partition ( $V_{2}^{1}, V_{2}^{2}$ ) that satisfies ( C 1 ) for (3.3) and edge $e_{2}$ (earlier, we assumed, without loss of generality, that $\left.a^{2}\left(e_{2}\right)<0\right)$. Assume that $u_{2} \in V_{2}^{1}$ and $v_{2} \in V_{2}^{2}$. The partition
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$\left(V_{1}^{1} \cup V_{2}^{1} \cup\{u\}-\left\{u_{1}, u_{2}\right\}, V_{2}^{1} \cup V_{2}^{2} \cup\{v\}-\left\{v_{1}, v_{2}\right\}\right)$ satisfies (C1) for (3.4) and $e$. Since $e$ is an arbitrarily chosen edge, the result follows.

Note that both cycle inequalities and 3-wheel inequalities satisfy condition (C1). From Proposition 3.4 and the definition of the class of inequalities WI, we have the following result.

Proposition 3.5. All inequalities in the class WI satisfy condition (C1).
Let $a x \leq a_{0}$ be any inequality from the class WI for $P(G)$, where $G=(V, E)$. Assume that $a_{\bar{e}}=-1$. Consider the inequality

$$
\begin{equation*}
\bar{a} x \leq \bar{a}_{0}, \tag{3.7}
\end{equation*}
$$

where $\bar{a}_{e}=a_{e}$ for $e \in E-\{\bar{e}\}$ and $\bar{a}_{0}=a_{0}+1$. Inequality (3.7) is valid for $P(\bar{G})$, where $\bar{G}=(V, E-\{\bar{e}\})$.

Proposition 3.6. Inequality (3.7) cannot be facet-defining for $P(\bar{G})$.
Proof. From Proposition 3.5, there exists a partition $\pi=\left(V_{1}, V_{2}\right)$ of $V$ that satisfies condition ( C 1 ) for $a x \leq a_{0}$ and edge $\bar{e}$. Let $\bar{E}(\pi)$ be the edges cut by $\pi$ in the graph $\bar{G}$. Define the edge set $E^{+}=\left\{e \in \bar{E}_{\pi} \mid a_{e}>0\right\}$. Note that $\left|E^{+}\right| \geq 1, E^{+} \subseteq \bar{E}(\pi)$, and $a_{e} \geq$ 0 for all $e \in \bar{E}(\pi)$. Consider any partition $\bar{\pi}$ whose incidence vector $x(\bar{\pi})$ satisfies (3.7) with equality. Let $\bar{E}(\bar{\pi})$ be the edges of $\bar{G}$ cut by $\bar{\pi}$. We show that $E^{+} \subseteq \bar{E}(\bar{\pi})$. To the contrary, assume that $\tilde{e} \in E^{+}-\bar{E}(\bar{\pi})$. Consider the partition $\tilde{\pi}$ obtained as the common refinement of $\pi$ and $\bar{\pi}$. Let $\bar{E}(\tilde{\pi})$ be the edges in $\bar{G}$ cut by $\tilde{\pi}$. Clearly, $\bar{E}(\tilde{\pi})=\bar{E}(\pi) \cup$ $\bar{E}(\bar{\pi})$. Let $\tilde{x}$ be the incidence vector of $\bar{E}(\tilde{\pi})$. Since $\tilde{e} \in \bar{E}(\tilde{\pi}), \tilde{x}(\tilde{e})=1$. Also, $\bar{a}(\tilde{e})>0$ since $\tilde{e} \in E^{+}$. Thus,

$$
\sum_{e \in \bar{E}} \bar{a}_{e} \tilde{x}_{e}>\sum_{e \in \bar{E}} \bar{a}_{e} \bar{x}_{e}=\bar{a}_{0}
$$

contradicting the validity of (3.7). Thus, each equality solution to (3.7) must be a partition that cuts all edges in $E^{+}$; i.e., every equality solution to (3.7) also satisfies the equation

$$
\sum_{e \in E^{+}} x_{e}=\left|E^{+}\right|
$$

Thus, inequality (3.7) cannot be facet-defining for $P(\bar{G})$.
Let $G=(V, E)$ be a 2-sum of $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=\left(V_{2}, E_{2}\right)$, where $e_{1}=\left(u_{1}, v_{1}\right)$ and $e_{2}=\left(u_{2}, v_{2}\right)$ are identified with resulting nodes $u$ and $v$. Consider a valid inequality for $P(G)$

$$
\begin{equation*}
a x \leq a_{0} \tag{3.8}
\end{equation*}
$$

such that each partition satisfying (3.8) with equality has both nodes $u$ and $v$ in the same subset. Furthermore, assume that there are edges $\bar{e}_{1} \in E_{1}-\left\{e_{1}\right\}$ and $\bar{e}_{2} \in E_{2}-\left\{e_{2}\right\}$ such that $a\left(\bar{e}_{1}\right) \neq 0$ and $a\left(\bar{e}_{2}\right) \neq 0$.

Proposition 3.7. Inequality (3.8) cannot be facet-defining for $P(G)$.
Proof. Let $a^{i}$ be the restriction of $a$ onto $E_{i}-\left\{e_{i}\right\}, i=1,2$. Define

$$
a_{0}^{i}=\max \left\{a^{i} x(\pi) \mid \pi \text { is a partition of } V_{i}\right\}, \quad i=1,2 .
$$

Since inequality (3.8) is valid for $P(G)$ and each partition satisfying (3.8) with equality has both nodes $u$ and $v$ in the same subset, at least one of $a_{0}^{1}$ and $a_{0}^{2}$ is defined by a partition that has $u_{1}$ and $v_{1}$ or $u_{2}$ and $v_{2}$ in the same subset. Without loss of generality, assume this to be $a_{0}^{1}$. Define the inequality

$$
\begin{equation*}
b x \leq a_{0}^{1}, \tag{3.9}
\end{equation*}
$$

where

$$
b_{e}= \begin{cases}a_{e} & \text { for } e \in E_{1}-\left\{e_{1}\right\} \\ 0 & \text { otherwise }\end{cases}
$$

Inequality (3.9) is valid for $P(G)$, and each equality solution to (3.8) also satisfies (3.9) with equality. Thus, inequality (3.8) is not facet-defining, since $P(G)$ is full-dimensional. The result thus follows.

Consider a simple graph $G=(V, E)$, where $G$ is either $K_{4}$ or series-parallel. Consider two inequalities $a^{i} x \leq a_{0}^{i}, i=1,2$ that are facet-defining for $P(G)$. Furthermore, assume that there are two edges $e_{1}, e_{2} \in E$ such that $a^{i}\left(e_{j}\right) \neq 0, i, j=1,2, a^{1}\left(e_{1}\right)=$ $-a^{2}\left(e_{1}\right)=1$.

PROPOSITION 3.8. There exists an edge $e \in E$, such that no partition $\pi$ satisfying $a^{i} x(\pi)=a_{0}^{i}, i=1,2$ cuts $e$.

Proof. The only instances that can arise on a $K_{4}$ are if one is a 3-wheel inequality and the other a 3 -wheel or cycle inequality. For a series-parallel graph, both inequalities are cycle inequalities. Each case is resolved in Fig. 3.2. The coefficient on an edge is written next to the edge, and the edge $e$ is marked. Note that $a_{e}^{i} \neq 0$ for at least one of $i=1,2$.

Consider an inequality $a x \leq a_{0}$ that is facet-defining for $P(G)$, where $G=(V, E)$. Define $\bar{E}=\left\{e \in E \mid a_{e} \neq 0\right\}$. Let $\bar{G}=(\bar{V}, \bar{E})$ be the graph induced by edges in $\bar{E} . \bar{G}$ is called the support graph of the inequality $a x \leq a_{0}$.

Consider the inequalities

$$
\begin{align*}
& a^{1} x \leq a_{0}^{1},  \tag{3.10}\\
& a^{2} x \leq a_{0}^{2}, \tag{3.11}
\end{align*}
$$

which are facet-defining for $P(G)$, where $G$ is a 4 -wheel free graph. Assume that inequality (3.10) belongs to the class WI and that (3.11) either belongs to WI or is a cycle inequality. Note that the support graphs of both (3.10) and (3.11) are 2-connected.

Assume that $e_{1}$ and $e_{2}$ are two edges such that $a^{i}\left(e_{j}\right) \neq 0, i, j=1,2$, and $a^{1}\left(e_{1}\right)=$ $-a^{2}\left(e_{1}\right)=1$. Since $G$ is a 4-wheel free graph, we can write $G$ as a 2 -sum (or $\overline{2}$-sum) of graphs $G_{i}=\left(V_{i}, E_{i}\right), i=1, \ldots, r$, i.e., $G=G_{1}+_{2} \cdots+_{2} G_{r}$. Each of the graphs $G_{i}$ is either a $K_{4}$ or series-parallel. Each of the facets (3.10) and (3.11) is a 2 -sum of 3 -wheel and cycle inequalities defined on some of the $G_{i}, i=1, \ldots, r$; i.e., there exists $S_{j} \subseteq$ $\{1, \cdots r\}, j=1,2$ and inequalities

$$
\begin{equation*}
a^{i j} x \leq a_{0}^{i j}, \quad i=1,2, \quad j \in S_{i} \tag{3.12}
\end{equation*}
$$

such that (3.10) is a 2 -sum of the inequalities for $i=1$ and (3.11) is a 2 -sum of the inequalities for $i=2$. Each of the inequalities in (3.12) is either a 3 -wheel or cycle inequality that is facet-defining for $P\left(G_{i}\right)$.

Assume that $e_{1}$ (described earlier) is an edge of $G_{k}$, i.e., $e_{1} \in E_{k}$. Clearly, $k \in S_{1} \cap$ $S_{2}$. Since $e_{1} \in E$, it is not deleted as the result of a 2 -sum. Thus, $e \notin E_{j}$ for $j \neq k$. Inequality (3.12) gives the corresponding inequalities

$$
a^{i k} x \leq a_{0}^{i k}, \quad i=1,2
$$

Note that $a^{1 k}\left(e_{1}\right)=-a^{2 k}\left(e_{1}\right)=1$.
Proposition 3.9. There exists an edge $e_{3} \in E_{k}-\left\{e_{1}\right\}$ such that $a^{i k}\left(e_{3}\right) \neq 0, i=$ 1, 2.

Proof. The support graphs (3.10) and (3.11) are obtained as 2-sums of the support graphs $G_{i j}=\left(V_{i j}, E_{i j}\right), j \in S_{i}, i=1,2$ of inequalities in (3.12). Each of these support
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graphs is etther a $K_{4}$ or a cycle. Assume that $E_{1 k} \cap E_{2 k}=\left\{e_{1}\right\}$. Since 2-sums are the only operations allowed and $e_{1} \notin E_{j}$ for $j \neq k$, this implies that $e_{1}$ is the only edge shared by the support graphs of (3.10) and (3.11). This contradicts our assumption that they share $e_{2}$ as well. Thus, there exists an edge $e_{3} \in\left\{E_{1 k} \cap E_{2 k}\right\}-\left\{e_{1}\right\}$.

Given inequalities (3.10) and (3.11) described earlier, define the inequality

$$
\begin{equation*}
a x \leq a_{0} \tag{3.13}
\end{equation*}
$$

where $a_{0}=a_{0}^{1}+a_{0}^{2}$ and $a_{e}=a_{e}^{1}+a_{e}^{2}$ for $e \in E-\left\{e_{1}\right\}$. If $a_{e}=0$ for all $e \in \bar{E}$, inequality (3.13) is not facet-defining for $P(G)$. Thus, we can assume that there exists some edge $\bar{e} \in E-\left\{e_{1}\right\}$ with $a(\bar{e}) \neq 0$. Define the graph $\bar{G}=(V, \bar{E})$, where $\bar{E}=E-\left\{e_{1}\right\}$. Inequality (3.13) is clearly valid for $P(\bar{G})$.

Proposition 3.10. Inequality (3.13) is not facet-defining for $P(\bar{G})$.
Proof. The proof is by induction on the graph $\bar{G}$. If $\bar{G}$ is a $K_{4}$ or series-parallel, then Proposition 3.10 follows from Proposition 3.8. Thus $\bar{G}$ is obtained as a sequence of 2sums (or $\overline{2}$-sums) of graphs $G_{i}, i=1, \ldots, r$, discussed earlier. Each graph $G_{i}$ in this sequence is either a $K_{4}$ or series-parallel. Thus, inequalities (3.10) and (3.11) are obtained as 2 -sums of inequalities in (3.12). From Proposition 3.9, we know that there exists an index $k$ such that $\left\{e_{1}, e_{3}\right\} \subseteq E_{k}, a^{i k}\left(e_{1}\right), a^{i k}\left(e_{3}\right) \neq 0, a^{i k}\left(e_{1}\right)=-a^{2 k}\left(e_{1}\right)=1, i=1,2$. The graph $G_{k}=\left(V_{k}, E_{k}\right)$ is either a $K_{4}$ or series-parallel. From Proposition 3.8, there exists an edge $e_{4} \in E_{k}$ such that no partition $\pi_{k}$ of $V_{k}$ satisfying $a^{i k} x\left(\pi_{k}\right)=a_{0}^{i k}, i=1,2$ cuts $e_{4}$. Assume that $e_{4}=(u, v)$. Each partition $\pi$ of $V$ satisfying both (3.10) and (3.11) with equality is an extension of a partition $\pi_{k}$ of $V_{k}$ that satisfies $a^{i k} x\left(\pi_{k}\right)=a_{0}^{i k}, i=1$, 2. Thus, each partition $\pi$ of $V$ satisfying both (3.10) and (3.11) with equality has $u$ and $v$ in the same subset. Note that, if a partition $\pi$ satisfies (3.13) with equality, it satisfies both (3.10) and (3.11) with equality. If the edge $e_{4}$ is an edge in $\bar{E}$, then inequality (3.13) cannot be facet-defining, since there is no equality solution that cuts $e_{4}$; i.e., every equality solution satisfies $x\left(e_{4}\right)=0$.

Now consider the case where $e_{4}$ is deleted during one of the 2-sum operations when forming $G$. Thus, $G$ can be written as a 2 -sum of $\tilde{G}_{1}=\left(\tilde{V}_{1}, \tilde{E}_{1}\right)$ and $\tilde{G}_{2}=\left(\tilde{V}_{2}, \tilde{E}_{2}\right)$, where $e_{4}$ is the identified edge. As mentioned earlier, there exists an edge $\bar{e} \in \bar{E}$ with $a(\bar{e}) \neq 0$. Without loss of generality, assume that $\bar{e} \in \tilde{E}_{1}-\left\{e_{4}\right\} . \tilde{G}_{2}$ itself is a sequence of 2-sums (or $\overline{2}$-sums) of $K_{4}$ 's and series-parallel graphs. Let $\tilde{S}_{2} \subseteq\{1, \ldots, r\}$ be the index set of the graphs used to form $\tilde{G}_{2}$. One of the components in $\tilde{S}_{2}$ must contain the edge $e_{4}$. Without loss of generality, assume that $2 \in \tilde{S}_{2}$ and $e_{4} \in E_{2}\left(G_{2}=\left(V_{2}, E_{2}\right)\right.$ is as defined earlier). The edge $e_{1}$ belongs to $\tilde{E}_{1}$ or $E_{2}$, since $e_{1}$ and $e_{4}$ belong to the same $K_{4}$ or series-parallel component. Define $\tilde{G}=(\tilde{V}, \tilde{E})=\tilde{G}_{1}+_{2} G_{2}$ and $\hat{G}=\left(\tilde{V}, \tilde{E}-\left\{e_{1}\right\}\right)$, where $e_{4}$ is the edge identified in the 2 -sum. Let

$$
\begin{equation*}
\tilde{a}^{i} x \leq \tilde{a}_{0}^{i}, \quad i=1,2 \tag{3.14}
\end{equation*}
$$

be the inequalities obtained as 2 -sums of the inequalities in (3.12) indexed by $\{1, \ldots, r\}-\tilde{S}_{2}$. Each of inequalities (3.14) is facet-defining for $P\left(\tilde{G}_{1}\right)$. The inequalities

$$
\begin{equation*}
a^{i 2} x \leq a_{0}^{i 2}, \quad i=1,2 \tag{3.15}
\end{equation*}
$$

are the inequalities in (3.12) that are facet-defining for $P\left(G_{2}\right)$. Note that at least one of $a^{12}\left(e_{4}\right) \neq 0$ or $a^{22}\left(e_{4}\right) \neq 0$. Consider the inequalities

$$
\begin{equation*}
\hat{a}^{i} x \leq \hat{a}_{0}^{i}, \quad i=1,2 \tag{3.16}
\end{equation*}
$$

obtained as 2 -sums of (3.14) and (3.15) on identifying edge $e_{4}$. By Proposition 3.3, each inequality in (3.16) is facet-defining for $P(\tilde{G})$. Define

$$
\begin{equation*}
\hat{a} x \leq \hat{a}_{0}, \tag{3.17}
\end{equation*}
$$

where $\hat{a}(e)=\hat{a}^{1}(e)+\hat{a}^{2}(e)$ for all $e \in \tilde{E}-\left\{e_{1}\right\}$ and $\hat{a}_{0}=\hat{a}_{0}^{1}+\hat{a}_{0}^{2}$. Note that $\hat{a}(e)=$ $a(e)$ for all $e \in \bar{E} \cap \tilde{E}$. Furthermore, each partition satisfying (3.13) with equality is the extension of a partition satisfying (3.17) with equality. Thus, if inequality (3.17) is not facet-defining for $P(\hat{G})$, then (3.13) cannot be facet-defining for $P(\bar{G})$. If $\hat{a}(e) \neq 0$ for some edge $e \in E_{2}-\left\{e_{4}\right\}$, then inequality (3.17) is not facet-defining for $P(\hat{G})$ by Proposition 3.7 (since $\hat{a}(\bar{e}) \neq 0$ and $\bar{e} \in \tilde{E}_{1}-\left\{e_{4}\right\}$ ). Thus, inequality (3.13) is not facetdefining for $P(\bar{G})$ in this case.

Now consider the case where $\hat{a}(e)=0$ for all edges $e \in E_{2}-\left\{e_{4}\right\}$, i.e., $\hat{a}^{1}(e)+$ $\hat{a}^{2}(e)=0$ for all $e \in E_{2}-\left\{e_{4}\right\}$. Define

$$
E_{2}^{i}=\left\{e \in E_{2} \mid a^{i 2}(e) \neq 0\right\}, \quad i=1,2 .
$$

Since $G_{2}$ is either a $K_{4}$ or a series-parallel graph, $E_{2}^{i}$ is the subgraph of a cycle or a 3wheel. The only cycle inequalities for which $\hat{a}_{e}^{1}+\hat{a}_{e}^{2}=0$ for all $e \in E_{2}-\left\{e_{4}\right\}$ is a triangle containing $e_{4}, e_{5}$, and $e_{6}$, where $a^{12}\left(e_{4}\right)=a^{22}\left(e_{4}\right)=-1, a^{12}\left(e_{5}\right)=1, a^{22}\left(e_{5}\right)=-1$, $a^{12}\left(e_{6}\right)=-1, a^{22}\left(e_{6}\right)=1$. If the two inequalities are 3-wheel inequalities, once again there must be a triangle as described above. Thus, there exist edges $e_{5}$ and $e_{6}$ such that $\left\{e_{4}, e_{5}, e_{6}\right\}$ define a triangle in $G_{2}$ with

$$
\hat{a}_{e}^{1}=-\hat{a}_{e}^{2}= \begin{cases}1 & \text { for } e=e_{5} \\ -1 & \text { for } e=e_{6} \\ 0 & \text { for } e \in E_{2}-\left\{e_{4}, e_{5}, e_{6}\right\}\end{cases}
$$

Since each solution that satisfies (3.17) with equality has both $u$ and $v$ in the same subset, it satisfies $x\left(e_{5}\right)=x\left(e_{6}\right)$. Thus, inequality (3.17) is not facet-defining for $P(\tilde{G})$, since $P(\tilde{G})$ is full-dimensional. This implies that inequality (3.13) is not facet-defining for $P(G)$. The result thus follows.

Proof of Theorem 3.1. Let $G=(V, E)$ be a 4-wheel free graph of minimum size that violates Theorem 3.1. $G$ cannot be series-parallel or a $K_{4}$ by Theorem 2.1 and Proposition 3.1, respectively. Thus $G$ must be the 2 -sum ( or $\overline{2}$-sum) of two 4 -wheel free graphs $G_{i}=\left(V_{i}, E_{i}\right), i=1,2$. First, consider the case where $G=G_{1} \mp_{2} G_{2}$. Theorem 3.1 holds for $G_{1}$ and $G_{2}$ by the induction hypothesis. Thus, by Proposition 3.2, Theorem 3.1 also holds for $G$.

Now consider the case where $G=G_{1}+_{2} G_{2}$. Assume that the edges identified and deleted in the 2 -sum are $e_{i} \in E_{i}, i=1,2$. Let $\bar{G}=(V, \bar{E})$ be the $\overline{2}$-sum of $G_{1}$ and $G_{2}$ obtained on identifying $e_{1}$ and $e_{2}$ into the edge $\bar{e}$. Thus, $\bar{E}=E \cup\{\bar{e}\}$. By assumption, the polytopes $P\left(G_{1}\right)$ and $P\left(G_{2}\right)$ are completely defined, as in Theorem 3.1. From Proposition 2.1, it follows that $P(\bar{G})$ is completely defined by inequalities of type (a), (b), and (c) in the statement of Theorem 3.1.

The polytope $P(G)$ is the projection of $P(\bar{G})$ onto the set $R^{E}$. Thus we must only show that the projection of inequalities of type (a), (b), or (c) (that completely define $P(\bar{G})$ ) gives inequalities in one of the three classes. We use the same techniques as in the proof of Proposition 2.3.

The matrix $A$ is the column corresponding to the edge $\bar{e}$. The column has an entry of 0 or 1 for all inequalities of the form $x_{e} \leq 1$ and 0,1 or -1 for all inequalities of the form (b) or (c). Let $m$ be the total number of inequalities defining $P(\bar{G})$. Define the cone $W$, where

$$
W=\left\{t \in R^{m} \mid t A \geq 0, t \geq 0\right\} .
$$

As in the proof of Proposition 2.3, the extreme rays $t$ of $W$ are of the form (2.10) or (2.11).

Extreme rays of the type (2.10) are unit vectors and do not alter the inequality on projection. Extreme rays of type (2.11) add two inequalities, one of which has a coefficient of +1 in $\bar{e}$, and the other has a coefficient of -1 in $\bar{e}$. If one of the inequalities is $x(\bar{e}) \leq 1$ and the other an inequality from WI, then the composed inequality cannot be facet-defining by Proposition 3.6. If both inequalities are cycle inequalities whose support graphs share another edge besides $\bar{e}$, the composed inequality is not facet-defining as in the proof of Proposition 2.3. If one is an inequality from WI and the other is either a cycle inequality or an inequality from WI and the two support graphs share another edge besides $\bar{e}$, the composed inequality is not facet-defining by Proposition 3.10. If the two support graphs only share the edge $\bar{e}$, the composed inequality is once again from the class WI.

This shows that the projection of $P(\bar{G})$ onto the set $\{x \mid x(\bar{e})=0\}$ is completely defined by inequalities of type (a), (b), or (c). This contradicts our assumption that $G$ is a 4 -wheel free graph that violates Theorem 3.1. The result thus follows.

Remark 3.1. Theorem 3.1 shows that, if $G$ is a 4 -wheel free graph, all inequalities defining $P(G)$ have coefficients of 0,1 , or -1 if the inequality has been scaled by the smallest integer to ensure that all coefficients and the right side are integer.

Acknowledgments. I thank the referees for a careful reading of the paper and several valuable suggestions that have resulted in a significantly improved version. In particular, the proof of Proposition 3.10 was incorrectly stated in the original version, as pointed out by an anonymous referee.
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# ON THE INTERPLAY BETWEEN INTERVAL DIMENSION AND DIMENSION* 

S. FELSNER $\dagger$, M. HABIB $\ddagger$, AND R. H. MÖHRING $\dagger$


#### Abstract

This paper investigates a transformation $P \rightarrow Q$ between partial orders $P, Q$ that transforms the interval dimension of $P$ to the dimension of $Q$, i.e., $\operatorname{idim}(P)=\operatorname{dim}(Q)$. Such a construction has been shown before in the context of Ferrer's dimension by Cogis [Discrete Math., 38 (1982), pp. 47-52]. The construction in this paper can be shown to be equivalent to his, but it has the advantage of (1) being purely order-theoretic, (2) providing a geometric interpretation of interval dimension similar to that of Ore [Amer. Math. Soc. Colloq. Publ., Vol. 38, 1962] for dimension, and (3) revealing several somewhat surprising connections to other ordertheoretic results. For instance, the transformation $P \rightarrow Q$ can be seen as almost an inverse of the well-known split operation; it provides a theoretical background for the influence of edge subdivision on dimension (e.g., the results of Spinrad [Order, 5 (1989), pp. 143-147]) and interval dimension, and it turns out to be invariant with respect to changes of $P$ that do not alter its comparability graph, thus also providing a simple new proof for the comparability invariance of interval dimension.
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AMS subject classifications. $06 \mathrm{~A} 10,68 \mathrm{E} 10,68 \mathrm{C} 25$

1. Introduction. An extension $Q$ of a partial order $P$ is an order on the same elements that contains all the ordered pairs of $P$; i.e., $x<y$ in $P$ implies $x<y$ in $Q$. A family $\left\{Q_{1}, \ldots, Q_{k}\right\}$ of extensions of $P$ is said to realize $P$ or to be a realizer of $P$ if and only if $P=Q_{1} \cap \cdots \cap Q_{k}$; i.e., $x<y$ in $P$ if and only if $x<y$ in $Q_{i}$ for each $i, 1 \leq i \leq k$. If we restrict the $Q_{i}$ to belong to a special class of orders and seek for a minimum size realizer, we obtain a concept of dimension with respect to the special class.

A linear extension of $P$ is an extension that is a chain. Dushnik and Miller [5] defined the dimension of a partial order $P$, denoted $\operatorname{dim}(P)$, as the smallest integer $k$ for which there exist $k$ linear extensions realizing $P$. Let the realizer $\left\{L_{1}, \ldots, L_{k}\right\}$ of an order $P$ with $|P|=n$ be made by the linear extensions $L_{i}=\left(x_{i_{1}}<x_{i_{2}}<\cdots<x_{i_{n}}\right)$. With every $x \in P$, we then associate the vector $\left(x^{1}, \ldots, x^{k}\right) \in \mathbf{R}^{k}$, where $x^{i}$ gives the position (coordinate) of $x$ in $L_{i}$. This mapping of the points of $P$ to points of $\mathbf{R}^{k}$ embeds $P$ into the componentwise ordering of $\mathbf{R}^{k}$. Ore [15] defined $\operatorname{dim}(P)$ as the minimum $k$ such that $P$ embeds into $\mathbf{R}^{k}$ in this way. The projections of such an embedding on each coordinate yield a realizer of $P$. The extensions of this realizer need not be linear extensions of $P$, but it is straightforward to transform them into linear extensions. Therefore, Ore dimension and Dushnik-Miller dimension are equivalent concepts.

A partial order $P$ is an interval order if it can be represented by assigning to each element $x \in P$ an open interval $I_{x}=\left(a_{x}, b_{x}\right)$ of the real line, such that $x<y$ in $P$ if and only if $b_{x} \leq a_{y}$. Such a collection of intervals is called an interval representation of $P$. Fishburn [7] characterized interval orders as those orders that do not contain a fourpoint subset forming two disjoint 2 -chains, i.e., that contain no $2+2$. Interval dimension,

[^3]denoted $\operatorname{idim}(P)$, is defined by using interval extensions instead of linear extensions. Since linear orders are interval orders, we obtain the trivial inequality
\[

$$
\begin{equation*}
\operatorname{idim}(P) \leq \operatorname{dim}(P) \tag{1}
\end{equation*}
$$

\]

It is well known that interval orders of large dimension exist (see [16], [1], [9]). Hence, the gap between $\operatorname{idim}(P)$ and $\operatorname{dim}(P)$ may be arbitrarily large.

Let $\mathscr{I}=\left\{I_{1}, \ldots, I_{k}\right\}$ be an interval realizer of $P$ and fix an open interval representation of each interval order $I_{j}$. Let $\left(a_{x}^{j}, b_{x}^{j}\right.$ ) be the interval corresponding to $x \in P$ in the representation of $I_{j}$. We now define a box embedding of $P$ to $\mathbf{R}^{k}$. With $x \in P$, we associate the box $\Pi_{j}\left(a_{x}^{j}, b_{x}^{j}\right) \subseteq \mathbf{R}^{k}$. Each of these boxes is uniquely determined by its upper extreme corner $u_{x}=\left(b_{x}^{1}, \ldots, b_{x}^{k}\right)$ and its lower extreme corner $l_{x}=$ $\left(a_{x}^{1}, \ldots, a_{x}^{k}\right)$. Obviously, $x<y$ in $P$ if and only if $u_{x} \leq l_{y}$ componentwise. The projections of a box embedding onto each coordinate yield an interval realizer, so the concepts of box embeddings and interval realizers are equivalent. For interval dimension, the box embeddings thus play the role of the above-mentioned point embeddings into $\mathbf{R}^{k}$ introduced by Ore for dimension.

A box embedding depends not only on the realizer $\mathscr{I}$ of $P$, but also on the representations of the $I_{j}$. Now we define the partial $\operatorname{order} \mathscr{B}(\mathscr{I})$ of extreme corners associated with a box embedding or, equivalently, with an interval realizer $\mathscr{I}$ of $P$. The vertices of $\mathscr{B}(\mathscr{I})$ are the, at most $2 n$ different, lower (respectively, upper) extreme corners of elements of $P$. The order relation of $\mathscr{B}(\mathscr{I})$ is given by the componentwise order in $\mathbf{R}^{k}$.

By definition, we have an embedding of $\mathscr{B}(\mathscr{I})$ in $\mathbf{R}^{k}$, so $\operatorname{dim} \mathscr{B}(\mathscr{I}) \leq k=\operatorname{idim}(P)$. The starting point of our investigations is the following question concerning the interplay between dimension and interval dimension:

$$
\text { Is } \operatorname{dim} \mathscr{B}(\mathscr{I})=\operatorname{idim}(P) ?
$$

In § 2 we define a transformation $P \rightarrow B(P)$ such that $\operatorname{idim}(P)=\operatorname{dim} B(P)$. We provide two interpretations of this transformation, a combinatorial one and a geometrical one. In the combinatorial interpretation, the elements of $B(P)$ are subsets of $P$. In the geometrical interpretation, $B(P)$ is the poset $\mathscr{B}\left(\mathscr{I}^{*}\right)$ of extreme corners of $\mathscr{I}^{*}$. Here $\mathscr{I}^{*}$ is a box embedding obtained from an arbitrary box embedding $\mathscr{I}$ by a normalizing procedure. From the proofs, we obtain an affirmative answer to the above question.

Section 3 investigates several consequences to and relations with other order-theoretic results. First, we study the transformation $P \rightarrow B(P)$ on special partial orders of height 1. In particular, we show that the standard example $S_{n}$ of a $n$-dimensional order is an (almost) fixed point of the transformation $P \rightarrow B(P)$. Therefore, $\operatorname{dim}\left(S_{n}\right)=\operatorname{idim}\left(S_{n}\right)$.

Second, we investigate the relationship with the split operation. This has a surprising consequence for the iterated transformation $P \rightarrow B(P) \rightarrow B^{2}(P) \rightarrow \cdots B^{k}(P) \rightarrow \cdots$. For every $n$, there are partial orders $P$ such that $0 \leq \operatorname{dim}(P)-\operatorname{dim} B^{k}(P) \leq 2$ for all $k \leq n$, but $\operatorname{dim}(P)-\operatorname{dim} B^{n+1}(P) \geq m$, where $m$ is arbitrary.

Third, we relate the interval dimension of subdivisions of $P$ to the dimension of $P$, thus providing a theoretical framework for the examples of Spinrad [17].

Finally, we show the comparability invariance of the transformation $P \rightarrow B(P)$, which, as a consequence, gives another proof that the interval dimension is a comparability invariant. Some remarks concerning the recognition-complexity of special classes of orders and graphs close the paper.
2. The main result. In the last section, we define the partial order $\mathscr{B}(\mathscr{I})$ of extreme corners associated with a box embedding of $P$ in $\mathbf{R}^{k}$. With the next lemmas, we show that $\mathscr{B}(\mathscr{I})$ inherits some structure that is independent of the realizer $\mathscr{I}$ leading to the box embedding.

Lemma 1. Let $\mathscr{B}(\mathscr{I})$ be the partial order of extreme corners of a box representation of $P$.
(a) If the lower extreme corners of $x$ and $y$ are comparable in $\mathscr{B}(\mathscr{I})$, e.g., $l_{x} \leq l_{y}$, then the predecessor sets of $x$ and $y$ in $P$ are ordered by inclusion, i.e., $\operatorname{Pred}_{P}(x) \subseteq$ $\operatorname{Pred}_{P}(y)$.
(b) If the upper extreme corners of $x$ and $y$ are comparable in $\mathscr{B}(\mathscr{I})$, e.g., $u_{x} \leq u_{y}$, then the successor sets of $x$ and $y$ in $P$ are ordered by (reversed) inclusion, i.e., $\operatorname{Succ}_{P}(x) \supseteq \operatorname{Succ}_{P}(y)$.
(c) If the lower extreme corner of $x$ and the upper extreme corner of $y$ are related by $l_{x} \leq u_{y}$, then $\operatorname{Pred}_{P}(z) \supseteq \operatorname{Pred}_{P}(x)$ for all $z \in \operatorname{Succ}_{P}(y)$ or, equivalently, $\operatorname{Pred}_{P}(x) \subseteq \cap_{z \in \operatorname{Succ}_{P(y)}} \operatorname{Pred}_{P}(z)$.
(d) If $u_{x} \leq l_{y}$, then $\cap_{z \in \operatorname{Succ}_{P}(x)} \operatorname{Pred}_{P}(z) \subseteq \operatorname{Pred}_{P}(y)$.

Proof. (a) From $l_{x} \leq l_{y}$, we obtain $a_{x}^{j} \leq a_{y}^{j}$ for all $j$. Therefore, in each $I_{j}, x$ has less predecessors than $y$; i.e., $\operatorname{Pred}_{j}(x) \subseteq \operatorname{Pred}_{j}(y)$. The claim now follows from $\operatorname{Pred}_{P}(x)=\cap_{j} \operatorname{Pred}_{j}(x)$ since the $I_{j}$ realize $P$.
(b) The proof of this part is symmetric to part (a).
(c) From $l_{x} \leq u_{y}$, we have $a_{x}^{j} \leq b_{y}^{j}$. If $z \in \operatorname{Succ}(y)$, then necessarily $a_{z}^{j} \geq$ $b_{y}^{j} \geq a_{x}^{j}$. Hence, $\operatorname{Pred}_{j}(z) \supseteq \operatorname{Pred}_{j}(x)$ for all $j$. The claim follows.
(d) From $u_{x} \leq l_{y}$, we immediately obtain $x \leq y$, i.e., $y \in \operatorname{Succ}(x)$; therefore, $\operatorname{Pred}(y) \supseteq \cap_{z \in \operatorname{Succ}(x)} \operatorname{Pred}(z)$.

All statements except the conclusion part of (b) use only the sets $\operatorname{Pred}_{P}(x)$ and $\cap_{z \in \operatorname{Succ}_{P}(x)} \operatorname{Pred}_{P}(z)$. This irregularity is resolved with the next lemma.

LEmMA 2. $\cap_{z \in \operatorname{Succ}(x)} \operatorname{Pred}(z) \supseteq \cap_{z \in \operatorname{Succ}(y)} \operatorname{Pred}(z)$ if and only if $\operatorname{Succ}(x) \subseteq$ $\operatorname{Succ}(y)$.

Proof. The "if" direction is trivial. We now prove the "only if" direction. Let $z \in$ $\operatorname{Succ}(x)$ and note that $y \in \cap_{z \in \operatorname{Succ}(y)} \operatorname{Pred}(z)$. From the assumed inclusion, we obtain $y \in \operatorname{Pred}(z)$; hence $z \in \operatorname{Succ}(y)$.

Definition 1. With each vertex $x$ of a partial order $P$, we associate the lower set $L(x)=\operatorname{Pred}_{P}(x)$ and the upper set $U(x)=\bigcap_{z \in \operatorname{Succ}_{P}(x)} \operatorname{Pred}_{P}(z)$. The case where $x \in$ $\operatorname{Max}(P)$ is settled by the convention $U(x)=P$.

Define $B(P)=\{L(x), U(x): x \in P\}$ ordered by setinclusion.
Note that this construction is, in fact, equivalent with Cogis's construction in the context of Ferrers dimension [2]. Cogis also uses $L(x)$ but replaces $U(x)$ by the equivalent set $\{z \in P: \operatorname{Succ}(x) \subseteq \operatorname{Succ}(z)\}$. He also proves Theorem 2 , but in different way and without the geometrical interpretation upon which our approach is based.

The preceding lemmas prove that $l_{x} \rightarrow L(x)$ and $u_{x} \rightarrow U(x)$ together form an order-preserving mapping from $B(\mathscr{I})$ to $B(P)$; hence

$$
\begin{equation*}
\operatorname{idim}(P) \geq \operatorname{dim} \mathscr{B}(\mathscr{I}) \geq \operatorname{dim} B(P) . \tag{2}
\end{equation*}
$$

To get more structure into interval realizers, we now introduce a procedure that transforms an interval extension $I=\left\{\left(a_{x}, b_{x}\right): x \in P\right\}$ of $P$ into its $P$-normalization $I^{*}=\left\{\left(a_{x}^{*}, b_{x}^{*}\right): x \in P\right\}$.

In the first step of the $P$-normalization, we update left endpoints as follows:

$$
\begin{gathered}
a_{x}^{*}=\max \left\{b_{z}: z \in \operatorname{Pred}(x)\right\} \quad \text { if } x \text { is not minimal, } \\
a_{x}^{*}=\min \left\{a_{z}: z \in \operatorname{Min}(P)\right\} \quad \text { if } x \text { is minimal. }
\end{gathered}
$$

In the second step, we update right endpoints as follows:

$$
\begin{gathered}
b_{x}^{*}=\min \left\{a_{z}^{*}: z \in \operatorname{Succ}(x)\right\} \quad \text { if } x \text { is not maximal, } \\
b_{x}^{*}=\max \left\{b_{z}: z \in \operatorname{Max}(P)\right\} \quad \text { if } x \text { is maximal. }
\end{gathered}
$$

Note that the interval order $I^{*}$ need not be isomorphic to $I$. In general, $I^{*}$ is a suborder of $I$ and a minimal interval extension of $P$ if all the $a_{x}, b_{x}$ were different.

If $P$ is realized by $\mathscr{I}=\left\{I_{1}, \ldots, I_{k}\right\}$, then $\mathscr{I}^{*}=\left\{I_{1}^{*}, \ldots, I_{k}^{*}\right\}$ realize $P$ as well. We call the box embedding corresponding to $\mathscr{I}^{*}$ the normalized box embedding of $\mathscr{I}$. For an example, see Fig. 1.

After normalizing, we have a realizer $\mathscr{I}^{*}=\left\{I_{1}^{*}, \ldots, I_{k}^{*}\right\}$ of $P$, interval representations $\left(a_{x}^{j *}, b_{x}^{j *}\right)$ and an associated partial order of extreme corners $\mathscr{B}\left(\mathscr{I}^{*}\right)=$ $\left\{l_{x}^{*}, u_{x}^{*}: x \in P\right\}$. The next theorem shows that the geometrically defined $\mathscr{B}\left(\mathscr{I}^{*}\right)$ and the combinatorially defined $B(P)$ are isomorphic.

Theorem 1. If $\mathscr{I}^{*}$ is a normalized realizer of $P$, then $\mathscr{B}\left(\mathscr{I}^{*}\right)=B(P)$.
Proof. First, observe that both partial orders have a least element generated by $x \in$ $\operatorname{Min}(P)$ as $l_{x}^{*}$ and $L(x)$, respectively, and a greatest element generated by $x \in \operatorname{Max}(P)$ as $u_{x}^{*}$ and $U(x)$, respectively.

Moreover, $l_{x}^{*} \rightarrow L(x)$ and $u_{x}^{*} \rightarrow U(x)$ defines an order-preserving mapping by the remarks preceeding (2). To show the converse, we distinguish the following four cases:
$U(x) \subseteq L(y)$. We know that $x \in U(x)$, so $x \in \operatorname{Pred}(y)$. Since $I_{j}^{*}$ is an interval extension of $P$, we obtain $b_{x}^{j *} \leq a_{y}^{j *}$ for all $j$. Hence $u_{x}^{*} \leq l_{y}^{*}$;
$L(x) \subseteq L(y)$. Remember that $a_{x}^{j *}=\max \left\{b_{z}^{j}: z \in \operatorname{Pred}(x)\right\}$ and $a_{y}^{j *}=$ $\max \left\{b_{z}^{j}: z \in \operatorname{Pred}(y)\right\}$. By assumption, $\operatorname{Pred}(x) \subseteq \operatorname{Pred}(y)$, so $a_{x}^{j *} \leq a_{y}^{j *}$ and $l_{x}^{*} \leq l_{y}^{*}$;
$U(x) \subseteq U(y)$. By Lemma 2, this is equivalent to $\operatorname{Succ}(x) \supseteq \operatorname{Succ}(y)$. Now $u_{x}^{*} \leq u_{y}^{*}$ follows symmetrically with the second case;
$L(x) \subseteq U(y)$. Since $I_{j}^{*}$ is normalized, there are $z_{0} \in \operatorname{Pred}(x)$ and $z_{1} \in \operatorname{Succ}(y)$ with $a_{x}^{j *}=b_{z_{0}}^{j}$ and $b_{y}^{j *}=a_{z_{1}}^{j *}$. The hypothesis provides $z_{0} \leq z_{1}$; hence $a_{x}^{j *}=b_{z_{0}}^{j} \leq b_{z_{0}}^{j *} \leq$ $a_{z_{1}}^{j *}=b_{y}^{j *}$. The validity of this inequality for all $j$ again gives $l_{x}^{*} \leq u_{y}^{*}$.

We are now ready to prove our main theorem about interval dimension and dimension.

Theorem 2. It holds that $\operatorname{dim} B(P)=\operatorname{idim}(P)$.
Proof. As inequality (2), we already have obtained $\operatorname{dim} B(P) \leq \operatorname{idim}(P)$. For the converse, we need two arguments. We first show that a linear extension $L$ of $B(P)$ induces an interval extension $I_{L}$ of $P$. Second, we prove that, if $L_{1}, \ldots, L_{k}$ is a realizer of $B(P)$, then the induced interval extensions $I_{L_{1}}, \ldots, I_{L_{k}}$ form an interval realizer of $P$.

Let $L=M_{1}, M_{2}, \ldots, M_{r}$ be a linear extension of $B(P)$. For each $x \in P$, there are $i, j \in\{1, \ldots, r\}$ such that $M_{i}=L(x)$ and $M_{j}=U(x)$. From $L(x) \subseteq U(x)$ and $x \notin L(x), x \in U(x)$ we obtain that $i<j$. We can now associate with $x$ a unique interval $\left(a_{x}, b_{x}\right)$, which is defined to be $(i, j)$. We now show that the interval order $I_{L}$ induced


Fig. 1. $P$, an interval realizer of $P$, and its normalization.
by the interval representation $\left\{\left(a_{x}, b_{x}\right): x \in P\right\}$ is an extension of $P$. If $x<y$ in $P$, then $U(x) \subseteq L(y)$, and thus, with $M_{i}=U(x)$ and $M_{j}=L(y), b_{x}=i \leq j=a_{y}$, which implies $x<y$ in $I_{L}$.

Let $\left\{L_{1}, \ldots, L_{k}\right\}$ be a realizer for $B(P)$ and let $I_{j}=I_{L_{j}}$, for $1 \leq j \leq k$. The family $\left\{I_{1}, \ldots, I_{k}\right\}$ of interval extensions of $P$ is an interval realizer if and only if all incomparabilities $x \| y$ of $P$ are realized. If $x \| y$ in $P$, then $U(x) \notin L(y)$, since $x \in U(x)$ but $x \notin L(y)$. Therefore, $L(y)$ precedes $U(x)$ in some $L_{j}$, which gives $a_{y}^{j}<b_{x}^{j}$. The symmetric argument yields an $i$ with $a_{x}^{i}<b_{y}^{i}$. Both inequalities together give $x \| y$ in $\cap_{j} I_{j}$.

This theorem together with inequality (2) shows that $\operatorname{dim} \mathscr{B}(\mathscr{I})$ is independent of the interval realizer $\mathscr{I}$.
3. Consequences. In the previous section, we introduced the operation $P \rightarrow B(P)$ mapping partial orders to partial orders. We now investigate several connections to other order-theoretical topics and results. Note that $B(P)$ always has a greatest and a least element. We adopt the convention of calling orders with this property bounded and denote by $Q \rightarrow \widehat{Q}$ the bounding of a partial order $Q$; i.e., $\widehat{Q}$ is the order resulting from $Q$ by adjoining a new greatest and a new least element.

We first look at the effect of the operator $B$ applied to special classes of orders.
3.1. Transformation rules for special posets. Let $S_{n}$ denote the standard poset of dimension $n$, i.e., the set of all one-element and $(n-1)$-subsets of an $n$-element set ordered by setinclusion. Then

$$
\begin{equation*}
B\left(S_{n}\right)=\widehat{S}_{n} \tag{3}
\end{equation*}
$$

Let $C_{r}$ denote the $r$-cycle. The $r$-cycle is the three-dimensional poset on $2 r$ elements $\left\{x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{r}, y_{r}\right\}$ with comparabilities

$$
\begin{gather*}
x_{1}<y_{1}, y_{1}>x_{2}, x_{2}<y_{2}, \ldots, x_{r}<y_{r}, y_{r}>x_{1}, \\
B\left(C_{r}\right)=\widehat{C}_{r} . \tag{4}
\end{gather*}
$$

Let the Hasse diagram of $T$ be a tree. The truncation of $T$, denoted by $\operatorname{tr}(T)$, is the induced tree on the nonleaf vertices of $T$. Then

$$
\begin{equation*}
B(T)=\operatorname{tr} \widehat{(T)} \tag{5}
\end{equation*}
$$

In particular, (3) shows that the standard example $S_{n}$ of an $n$-dimensional order is (up to closures) a fixed point of the operation $P \rightarrow B(P)$, thus showing again that, for every $n \geq 3$, there are orders $P$ with $\operatorname{dim}(P)=\operatorname{idim}(P)=n$.
3.2. $B$ as an inverse of the split operation. We now turn to the natural question of whether, for every bounded partial order $Q$, there is some $P$ with $Q=B(P)$. The next theorem answers this question affirmatively. Moreover, it turns out that the operation $P \rightarrow B(P)$ is an almost left inverse of the split operation $S$, which has applications in different branches of poset theory (see, e.g., [21], [8], [6]). The split $S[P]$ of a partial order $P$ is the order of height 1 with minimal elements $\left\{x^{\prime}: x \in P\right\}$ maximal elements $\left\{x^{\prime \prime}: x \in P\right\}$ and ordered pairs $x^{\prime}<y^{\prime \prime}$ if and only if $x \leq y$ in $P$.

Theorem 3. It holds that $B(S[P])=\widehat{P}$.
Proof. For $x \in P$, let $\operatorname{Pred}[x]=\operatorname{Pred}(x) \cup\{x\}$. Obviously, $P$ is isomorphic to the setsystem $\{\operatorname{Pred}[x]: x \in P\}$ ordered by inclusion. We show that the elements of $B(S[P])$ are just the "primed" sets Pred $[x]$, i.e., $(\operatorname{Pred}[x])$ ' $=\left\{x^{\prime}: x \in \operatorname{Pred}[x]\right\}$, together with the greatest element $\left\{x^{\prime}, x^{\prime \prime}: x \in P\right\}$ and the least element $\varnothing$. We have $L\left(x^{\prime}\right)=\varnothing$ and

$$
U\left(x^{\prime}\right)=\bigcap_{z^{\prime \prime} \in \operatorname{Succ}\left(x^{\prime}\right)} \operatorname{Pred}\left(z^{\prime \prime}\right)=\bigcap_{z \in \operatorname{Suc}[x]}(\operatorname{Pred}[z])^{\prime}
$$

Since $x \in \operatorname{Succ}[x], U\left(x^{\prime}\right) \subseteq(\operatorname{Pred}[x])^{\prime}$. On the other hand, $\operatorname{Pred}[x] \subset \operatorname{Pred}[z]$ for $z \in \operatorname{Succ}(x)$. Together, this gives $U\left(x^{\prime}\right)=(\operatorname{Pred}[x])^{\prime}$. Similarly, we obtain $L\left(x^{\prime \prime}\right)=$ $\operatorname{Pred}\left(x^{\prime \prime}\right)=(\operatorname{Pred}[x])^{\prime}$. Finally, $U\left(x^{\prime \prime}\right)=\left\{x^{\prime}, x^{\prime \prime}: x \in P\right\}$ by definition since $\operatorname{Succ}\left(x^{\prime \prime}\right)=\varnothing$.
It is easy to verify that

$$
\begin{equation*}
B(\widehat{P})=\widehat{B(P)} \tag{6}
\end{equation*}
$$

So we may generalize the theorem to

$$
\begin{equation*}
\left.B^{n}\left(S^{n}[P]\right)=\dot{\hat{\dot{P}}}\right\}_{n \text { boundings }} \tag{7}
\end{equation*}
$$

Investigations on the effect of iterated splitting to the dimension [19] lead to the inequality

$$
\begin{equation*}
\operatorname{dim} P \leq \operatorname{dim} S^{n}[P] \leq 2+\operatorname{dim} P \quad \text { for all } n \tag{8}
\end{equation*}
$$

As a consequence of (7) and (8), we obtain that, for every $n$, there are partial orders $P$ such that

$$
\operatorname{dim} P-\operatorname{dim} B^{k}(P) \leq 2 \quad \text { for all } k \leq n
$$

(Just take $P=S^{n}[Q]$ for some order $Q$.) If we choose $Q$, however, to be an $m$-dimensional interval order, we obtain a large difference in dimension with the next iteration, i.e.,

$$
\begin{equation*}
\operatorname{dim} P-\operatorname{dim} B^{n+1}(P) \geq m-1 \tag{9}
\end{equation*}
$$

3.3. The interval dimension of subdivisions. With the next theorem, we relate the interval dimension of subdivisions of $P$ to the dimension of $P$. Spinrad [17] showed that the dimension of a subdivision of a partial order can be an arbitrary multiple of its dimension, thus answering Trotter's problem 4 in [22]. With our result, we establish a theoretical framework for his examples.

In this context, partial orders and their diagrams are regarded as directed graphs whose edges $(x, y)$ correspond to ordered pairs and cover pairs $x \prec y$ of $P$, respectively. An edge ( $x, y$ ) is subdivided by placing a new vertex $z$ in the "middle" of the edge; i.e., $(x, y)$ is replaced by $(x, z)$ and $(z, y)$. In the case of partial orders, we must then ensure transitivity; i.e., all edges $(a, z)$ with $a \in \operatorname{Pred}[x]$ and $(z, b)$ with $b \in \operatorname{Succ}[y]$ are also added.

The complete diagram subdivision $D S(P)$ is the subdivision of all edges of the diagram of $P$. The complete subdivision $C S(P)$ is the transitive closure of the subdivision of all the edges of $P$. Let $E$ be any set of edges of $P$; we denote the order obtained by subdividing the edges of $E$ with $\operatorname{Sub}(P, E)$. Since $P$ is an induced suborder of each subdivision $\operatorname{Sub}(P, E)$ and since $\operatorname{Sub}(P, E)$ is an induced suborder of $C S(P)$, we obtain

$$
\begin{equation*}
\operatorname{dim}(P) \leq \operatorname{dim} \operatorname{Sub}(P, E) \leq \operatorname{dim} C S(P) \tag{10}
\end{equation*}
$$

With the next theorem, we give an upper bound for $\operatorname{idim} \operatorname{Sub}(P, E)$.
Theorem 4. We have that $\operatorname{idim} \operatorname{Sub}(P, E) \leq \operatorname{idim} D S(P)=\operatorname{idim} C S(P)=$ $\operatorname{dim}(P)$.

Proof. Take any embedding of $P$ into $\mathbf{R}^{k}$ with $k=\operatorname{dim}(P)$ and grow the points to obtain an embedding by "miniboxes." An interval embedding of a subdivision $\operatorname{Sub}(P, E)$ is then obtained by adding the box with lower extreme corner $u_{x}$ and upper extreme corner $l_{y}$ for the point $z$ subdividing the edge $(x, y) \in E$. See Fig. 2. This gives $\operatorname{idim} \operatorname{Sub}(P, E) \leq \operatorname{dim}(P)$, independent of the choice of $E$.


Fig. 2. $P$, a minibox embedding of $P$, and the box embedding of $D S(P)$.

To prove that $\operatorname{idim} D S(P)=\operatorname{idim} C S(P)=\operatorname{dim}(P)$, we show that $P$ can be embedded in $B(D S(P))$. This gives $\operatorname{dim}(P) \leq \operatorname{dim} B(D S(P))$. From Theorem 2, we know that $\operatorname{idim} D S(P)=\operatorname{dim} B(D S(P))$. Together, we obtain $\operatorname{dim}(P) \leq \operatorname{idim} D S(P)$.

To show that $P$ can be embedded in $B(D S(P)$ ), we apply the normalizing procedure to the box embedding $\mathscr{I}$ of $D S(P)$ constructed in the first paragraph of the proof. Because of the construction of the box embedding of $D S(P)$, the only changes that occur in normalization are shifts of the left endpoints of intervals corresponding to elements in $\operatorname{Min}(P)$ and the right endpoints of elements in $\operatorname{Max}(P)$. We then embed $P$ into the lower extreme corners of the miniboxes of the normalized representation $\mathscr{I}^{*}$. This gives $\operatorname{dim}(P)=k=\operatorname{idim}\left(\mathscr{I}^{*}\right)=\operatorname{idim}(D S(P))$.

Note that we obtained, in fact, a slightly stronger result: If a set $E$ of edges of $P$ contains the edges of the diagram, then $B(\operatorname{Sub}(P, E))=V S(P)$, where $V S(P)$ denotes the vertical split of $P$, i.e., the order obtained from $P$ by substituting each vertex by a 2chain. In [20], a distinct proof for $\operatorname{dim}(P)=\operatorname{idim} V S(P)$ is given.
3.4. Comparability invariance. For the definition and basic facts on comparability invariance, see [10]. Let $\operatorname{Comp}(P)$ be the comparability graph of $P$. We show that $\operatorname{Comp}(B(P))$ is a comparability invariant of $P$ in the sense that, if $\operatorname{Comp}(P)=$ $\operatorname{Comp}(Q)$, then $\operatorname{Comp}(B(P))=\operatorname{Comp}(B(Q))$. Together with Theorem 2 and the known fact that dimension is a comparability invariant, this gives an alternative proof of the comparability invariance of interval dimension in the finite case. The comparability invariance of interval dimension was first shown in [11].

A subset of elements $A$ of $P$ is called autonomous if the relation of elements in $A$ to an element outside $A$ is independent of the element of $A$. More formally, if, for any $x \notin A$, whenever $x<a, x>a$, or $x \| a$ holds for some $a \in A$, then it holds for all $a \in A$. If $A$ is an autonomous subset of $P$, then $\operatorname{Pred}(A)$ denotes the predecessors outside $A$ of any and hence every element of $A$.

Theorem 5. Comp $(B(P))$ is a comparability invariant of $P$.
Proof. Let $A$ be an autonomous subset of $P$. It is enough to show (see, e.g., [11]) that $\operatorname{Comp}(B(P))=\operatorname{Comp}\left(B\left(P_{A^{d}}^{A}\right)\right)$, where $P_{A^{d}}^{A}$ denotes the order resulting from substituting $A$ by its dual $A^{d}$ into $P$.

Note first that $B(A)=\{L(a), U(a): a \in A\}$ is a closed suborder of $B(P)$. Let $B \widetilde{(A)}$ be $B(A)$ without its greatest element $1_{B(A)}$ and its least element $0_{B(A)}$. Our claim is that $B(A)$ is autonomous in $B(P)$. To see this, observe first that, for each $a \in A$, we can decompose $\operatorname{Pred}(a)$ into $\operatorname{Pred}(a)=\operatorname{Pred}(A) \cup \operatorname{Pred}_{A}(a)$; hence, the same is valid for all elements of $B \widetilde{(A)}$. On the other hand, the elements of $B(P) \backslash B(A)$ either contain all of $A$, or their intersection with $A$ is empty. Now, if $M \in B(P) \backslash B(A)$ contains all of
$A$, then it also contains $\operatorname{Pred}(A)$, and $M$ is above all sets in $B(\widetilde{A})$. If $M \subseteq \operatorname{Pred}(A)$, then $M$ is below all sets in $B \widetilde{(A)}$. In all the other cases, $M$ is unrelated to all of $B \widetilde{(A)}$. This gives the claim.

To settle the theorem, we need the fact that $B\left(A^{d}\right)$ and $B(A)^{d}$ are isomorphic orders. To see this, consider a normalized box embedding of $A$ in $\mathbf{R}^{k}$. Its extreme corners are an embedding of $B(A)$ into $\mathbf{R}^{k}$. Flip the embedding, i.e., reverse the relations; this gives an embedding of $A^{d}$, and the extreme corners form an embedding of $B(A)^{d}$.

As we have seen, autonomous sets in $P$ induce autonomous sets in $B(P)$. The converse, however, is far from being true. Take as $P$ a prime interval order; then $B(P)$ is a chain. Hence $P$ has none, but $B(P)$ has $\binom{|B(P)|}{2}-1$ nontrivial autonomous sets.
3.5. Remarks on related results and computational complexity. The transformation $P \rightarrow B(P)$ obviously can be carried out in polynomial time. The degree of the polynomial of this reduction is not important if we want to decide if $P$ has interval dimension $\geq 3$, since the poset dimension and interval dimension problems have been shown to be NPcomplete for $k \geq 3$ by Yannakakis [23]. It is, however, a crucial point if we want to decide if $\operatorname{idim}(P) \leq 2$.

Dagan, Golumbic, and Pinter [4] addressed questions about the comparability invariance of interval dimension and (fast) recognition of interval dimension at most 2. As remarked before, the first problem has been settled affirmatively first in [11]. The recognition problem has been solved independently by several authors. Habib and Möhring [12] used the subposet of $B(P)$ defined by $B^{\prime}(P)=\{L(x): x \in P\}$, together with an algorithm for transitive orientation with side constraints, to derive an $O\left(n \cdot n^{a}\right)$ algorithm where $O\left(n^{a}\right)$ is the best-known time for matrix multiplication. Currently $a$ is approximately 2.37 .

Cheah [3] proposed an algorithm in complexity $O\left(n^{3}\right)$. The same complexity is claimed by Langley [13]. Langley calls the poset $B(P)$ of the present paper the "prede-cessor-successor order" of $P$ and shows without the aid of the geometric construction that finding an interval realizer of $P$ is equivalent to finding a linear realizer of $B(P)$.

Spinrad [18] showed that recognition of two-dimensional orders only requires $O\left(n^{2}\right)$ operations. Therefore, the bottleneck with the $P \rightarrow B(P)$ approach for the recognition of interval dimension 2 is the computation of the order $B(P)$. With a careful implementation, $B(P)$ can be computed in $O\left(n^{a}\right)$, where again $O\left(n^{a}\right)$ is the best-known time for matrix multiplication.

Ma and Spinrad [14] found an approach that allows us to avoid matrix multiplication and leads to a complexity bound of $O\left(n^{2}\right)$. Since this is the best-known result, we outline the ideas behind their algorithm.

First, they construct the open split $S(P)$ of the partial order $P$, for which they want to decide if $\operatorname{idim}(P) \leq 2$. The elements of the open split $S(P)$ are the same as of the split $S[P]$ defined above; the ordered pairs of $S(P)$ are, however, given by the irreflexive relation defining $P$, i.e., $x^{\prime}<y^{\prime \prime}$ in $S(P)$ if and only if $x<y$ in $P$. They prove that the co-chain covering number of $S(P)$ equals the interval dimension of $P$. A theorem of Yannakakis [23] shows that the cochain covering number of $S(P)$ and the interval dimension of $S(P)$ coincide. Hence, $\operatorname{idim}(P)=\operatorname{idim}(S(P))$, and we can reduce attention to the recognition of interval dimension 2 for bipartite orders, i.e., to orders of height 1.

The transformation of the interval dimension 2 problem for bipartite orders to the dimension 2 problem is done in two steps. In the first step, it is checked as to whether the bipartite order $Q$ has a chordal bipartite comparability graph. A chordal bipartite graph is a bipartite graph without any induced cycle $C_{n}, n \geq 6$. If $\operatorname{Comp}(Q)$ is not chordal bipartite, then $Q$ must contain a crown, and therefore $\operatorname{idim}(Q) \geq 3$. Otherwise, the
second step is started. In this step, $Q$ is transformed into an order $P_{Q}$, which can be obtained by contracting autonomous chains in $\operatorname{Stack}(Q)$ and hence has the same dimension as $\operatorname{Stack}(Q)$. The stack operation was introduced by Trotter [21]. He proved that for bipartite posets $\operatorname{dim} \operatorname{Stack}(Q)=\operatorname{idim}(Q)$. As the construction of $B(Q)$, the construction of $P_{Q}$ and $\operatorname{Stack}(Q)$ requires information about the containment relation of neighborhoods in $Q$. For chordal bipartite graphs, this information can be computed in $O\left(n^{2}\right)$ using a technique called doubly lexical ordering. Since after passing the first step we know that $Q$ is chordal bipartite, we can construct $P_{Q}$ and apply Spinrad's dimension 2 algorithm, all in $O\left(n^{2}\right)$.
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#### Abstract

Let $S$ be a set of vertices in a graph $G=(V, E)$. The authors state that a vertex $u$ in $S$ has a private neighbor (relative to $S$ ) if either $u$ is not adjacent to any vertex in $S$ or $u$ is adjacent to a vertex $w$ that is not adjacent to any other vertex in $S$. Based on the notion of private neighbors, a set of eight graph theoretic parameters can be defined whose inequality relationships can be described by a three-dimensional cube. Most of these parameters have already been studied independently. This paper unifies this study and helps to form a cohesive theory of private neighbors in graphs. Theoretical and algorithmic properties of this private neighbor cube are investigated, and many open questions are raised.
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1. Introduction. Let $G=(V, E)$ be a graph and let $v$ be a vertex in $V$. The open neighborhood of $v$ is the set of vertices $N(v)=\{u \mid u$ is adjacent to $v\}$. The closed neighborhood of $v$ is the set of vertices $N[v]=N(v) \cup\{v\}$. Let $S$ be a subset of the vertices in $V$. The open neighborhood of $S$ is the union $N(S)=\cup N(v)$ over all $v \in S$, and the closed neighborhood of $S, N[S]=\cup N[v]$ over all $v \in S$.

Let $S$ be a set of vertices. We call a function $p: S \rightarrow V$ a private neighbor function on $S$ if, for all $s \in S, p(s) \in N[s]-N(S-\{s\})$. We say that $p(s)$ is the private neighbor of $s$. It follows from this definition that $p$ must be $1-1$. By placing various restrictions on $p$, we obtain several properties for vertex sets. Note that, for any $s \in S$, exactly one of the following three conditions holds for any private neighbor function $p$ : (i) $p(s)=s$, (ii) $p(s) \in V-S$, or (iii) $p(s) \neq s$ and $p(s) \in S$. Let us define the following three predicates by forming the negation of these conditions:

$$
\begin{aligned}
& Q(s) \equiv p(s) \neq s, \\
& R(s) \equiv p(s) \in S \\
& P(s) \equiv p(s)=s \quad \text { or } \quad p(s) \in V-S .
\end{aligned}
$$

Given a private neighbor function $p$ on $S$, let us say that $p$ has the following:

| type 000 | if for every $s \in S$, | $Q(s)$ and $R(s)$ and $P(s)$, |
| :---: | :---: | :---: |
| " 001 | " | $Q(s)$ and $R(s)$, |
| " 010 | " | $Q(s)$ and $P(s)$, |
| " 011 | " | $Q(s)$, |
| " 100 | " | $R(s)$ and $P(s)$, |
| " 101 | " | $R(s)$, |
| 110 | " | $P(s)$, and |
| " 111 | " | no restriction holds. |

Finally, we say that a set $S$ is a type $t$ set if there exists a private neighbor function on $S$ of type $t$. Note that, if $S$ is a type $t=b_{1} b_{2} b_{3}$ set, then $S$ is also a type $t^{\prime}$ set, where $t^{\prime}=b_{1} b_{2} b_{3} \vee 001, b_{1} b_{2} b_{3} \vee 010$, or $b_{1} b_{2} b_{3} \vee 100$. For example, any type 010 set also

[^4]has types 110,011 , and 111 . We can restate this new terminology in more familiar graph theoretic terms, as follows.

Type 000. Each vertex in $S$ must have a private neighbor; however, it cannot be itself, it cannot be outside of $S$, and it cannot be inside of $S$. Clearly, the empty set, $\varnothing$, is the only such set a graph $G$ can have.

Type 001. Each vertex in $S$ must have a private neighbor inside $S$ other than itself. We see that the subgraph $\langle S\rangle$ induced by such a set consists of disjoint copies of the complete graph $K_{2}$ on two vertices. The set of edges in such an induced subgraph has been called an induced matching by Cameron [1] and a strong matching by Golumbic and Laskar [8]. (The latter appear to have discovered this notion independently.) We call such a set of vertices a strong matching set.

Type 010. Each vertex in $S$ must have a private neighbor outside of the set $S$. We call such a set an open irredundant set; it satisfies the condition that, for every vertex $u \in S, N(u)-N[S-u] \neq \varnothing$. These sets have been studied by Farley and Schacham [5].

Type 011 . Each vertex in $S$ must have a private neighbor other than itself, either inside $S$ or outside $S$. We call such a set an open-open irredundant set; it satisfies the condition that, for every vertex $u \in S, N(u)-N(S-u) \neq \varnothing$. These sets have been studied by Farley and Schacham [5] and Farley and Proskurowski [4].

Type 100. Each vertex in $S$ must have itself as a private neighbor. It is easy to see that such a set is an independent set (that is, no two vertices in $S$ are adjacent). Conversely, an independent set is a type 100 set.

Type 101. Each vertex in $S$ must have either itself or a vertex inside $S$ as a private neighbor. Such a set has been called a 1-dependent set by Fink and Jacobson [6]. In such a set $S$, the maximum degree of any vertex in $\langle S\rangle$ is less than or equal to 1, i.e., the subgraph induced by $S$ consists of disjoint copies of $K_{1}$ 's and $K_{2}$ 's.

Type 110. Each vertex in $S$ must have either itself or a vertex outside of $S$ as a private neighbor. Such a set is called an irredundant set; it satisfies the condition that, for every vertex $u \in S, N[u]-N[S-u] \neq \varnothing$. Irredundant sets were first defined by Cockayne, Hedetniemi, and Miller in 1978 [3]. For a survey of results on irredundant sets in graphs, see Hedetniemi, Laskar, and Pfaff [12].

Type 111. A set $S$ has a private neighbor function, but no further restriction is imposed. We call these closed-open irredundant sets; they satisfy the condition that, for every vertex $u \in S, N[u]-N(S-u) \neq \varnothing$. These sets were mentioned by Farley and Schacham [5].

In this paper, we are interested in studying, for each $t$, the maximum cardinality of a set of vertices having type $t$. These parameters are shown in Fig. 1.

| Type | Maximum cardinality | Parameter |
| :---: | :---: | :--- |
| 000 | $\mathbf{0}$ | 0 |
| 001 | $\beta^{*}(G)$ | Strong matching number |
| 010 | $\operatorname{OIR}(G)$ | Open irredundance number |
| 011 | $\operatorname{OOIR}(G)$ | Open-open irredundance number |
| 100 | $\beta_{0}(G)$ | (Vertex) independence number |
| 101 | $\beta^{1}(G)$ | 1-dependence number |
| 110 | $\operatorname{IR}(G)$ | Irredundance number |
| 111 | $\operatorname{COIR}(G)$ | Closed-open irredundance number |

FIG. 1. The parameters of the private neighbor cube.

The definitions of the eight parameters in Fig. 1 immediately give rise to 12 inequalities, as illustrated by the eight corners of the cube shown in Fig. 2, where the magnitudes of the parameters decrease in moving from right-to-left, back-to-front, and top-to-bottom. To place these parameters in a better perspective, we add the following well-known inequality chain:

$$
\text { ir } \leq \gamma \leq \mathrm{i} \leq \beta_{0} \leq \Gamma \leq \mathrm{IR} .
$$

(This was first observed by Cockayne, Hedetniemi, and Miller [3].) For completeness, we define these parameters. A set $S$ of vertices in a graph $G=(V, E)$ is dominating if $N[S]=V$. The minimum and maximum cardinalities of a minimal dominating set in a graph $G$ are denoted $\gamma(G)$ and $\Gamma(G)$, respectively; the minimum and maximum cardinalities of a maximal independent set in a graph $G$ are denoted $i(G)$ and $\beta_{0}(G)$, respectively; and the minimum and maximum cardinalities of a maximal irredundant set in a graph $G$ are denoted $\operatorname{ir}(G)$ and $\operatorname{IR}(G)$, respectively.

It is well known that, for arbitrary graphs $G, \beta_{0}(G) \leq \Gamma(G) \leq \operatorname{IR}(G)$. However, for bipartite graphs, Cockayne et al. have shown that $\beta_{0}(G)=\Gamma(G)=\operatorname{IR}(G)$ [2]. Similar results have been obtained for a variety of other interesting classes of graphs (cf. [3], [13], [14]). Golumbic and Laskar [8] showed that, for any bipartite graph $G, \beta^{*}(G)=$ $\operatorname{OOIR}(G)$ and $\beta^{1}(G)=\operatorname{COIR}(G)$. Using results in [11], we can show that, for any tree $\mathrm{T}=(V, E), \operatorname{IR}(T)+\operatorname{OIR}(T)=|V|$.

The goal of this paper is to establish the NP-completeness for the decision problems corresponding to the seven nontrivial parameters in Fig. 1. The problems for strong matching number and vertex independence, however, are already known to be NPcomplete [1], [7]. Theorems 1-5 cover the remaining five parameters.
2. NP-completeness results. The oldest of these parameters, whose complexity is unknown, is perhaps the irredundance number, whose NP-completeness has remained open since its definition in 1978. Theorem 1 answers this question.

Let $G=(V, E)$ be an arbitrary graph. The trestled graph of index $k, T_{k}(G)$, is the graph obtained from $G$ by adding $k$ copies of $K_{2}$ to each edge $u v$ of $G$ and joining $u$ and $v$ to the endvertices of each $K_{2}$, respectively (cf. Fig. 3).


Fig. 2. The private neighbor cube.


Fig. 3. $A$ trestled graph of index $k=1$.

Lemma 1. Let $G=(V, E)$ be any graph and let $T_{2}(G)=\left(V^{\prime}, E^{\prime}\right)$ be the corresponding trestled graph of index 2. For any irredundant set $S^{\prime}$ in $T_{2}(G)$, there exists an independent set $S^{*}$ in $T_{2}(G)$ with $\left|S^{\prime}\right|=\left|S^{*}\right|$.

Proof. Let $S^{\prime}$ be an irredundant set in $T_{2}(G)$. Initially, let $S^{*}=S^{\prime}$. Assume first that $S^{*} \cap V$ is not an independent set of vertices (cf. Fig. 4); i.e., there exist two adjacent vertices $u$ and $v$ in $S^{*} \cap V$. Let $P(u, v)=\left\{u^{\prime}, u^{\prime \prime}, v^{\prime}, v^{\prime \prime}\right\}$ in Fig. 4.

If $u, v$ are in $S^{*}$, then $P(u, v) \cap S^{*}=\varnothing$ because $S^{*}$ is irredundant. Therefore, $S^{*}=S^{*}-\{u, v\} \cup\left\{u^{\prime}, u^{\prime \prime}\right\}$ is an irredundant set having at least one less adjacent pair of vertices in $V$. Clearly, we can repeat this process for every pair of adjacent vertices $u$ and $v$ in $S^{*} \cap V$ until $S^{*} \cap V$ is an independent set.

Now consider $S^{*} \cap\left(V^{\prime}-V\right)$. If this is not an independent set of vertices, then we can assume without loss of generality that there exists an adjacent pair $u^{\prime}, v^{\prime}$ in $S^{*}$ (cf. Fig. 5). In this case, $u, v, u^{\prime \prime}$, and $v^{\prime \prime}$ are not in $S^{*}$ because $S^{*}$ is an irredundant set. Therefore, the set $S^{*}=S^{*}-\left\{v^{\prime}\right\} \cup\left\{u^{\prime \prime}\right\}$ is irredundant and has exactly one less adjacent pair of vertices. Again, we can repeat this substitution process until $S^{*} \cap\left(V^{\prime}-V\right)$ is an independent set.

Finally, consider the set $S^{*}$. If $S^{*}$ is not an independent set, then, by the previous substitutions, there must exist a vertex $u$ in $V$ and a corresponding adjacent vertex $u^{\prime}$ in $V^{\prime}-V$ that are both in $S^{*}$ (cf. Fig. 6).

Consider the set of all vertices of the form $u^{\prime}$ or $u^{\prime \prime}$ in $S^{*} \cap\left(V^{\prime}-V\right)$ that are adjacent to $u$. For each such $u^{\prime}$ or $u^{\prime \prime}$, the corresponding $v^{\prime}$ or $v^{\prime \prime}$ is not in $S^{*}$ because by the previous substitutions, $S^{*} \cap\left(V^{\prime}-V\right)$ is independent. Therefore, we can interchange all such $u^{\prime}$ and $u^{\prime \prime}$ vertices in $S^{*} \cap\left(V^{\prime}-V\right)$ with corresponding vertices $v^{\prime}$ and $v^{\prime \prime}$ (leaving the vertex $u$ in $S^{*}$ ). We can see that the resulting set $S^{*}$ is irredundant and has fewer


Fig. 4. $S^{*} \cap V$ is not an independent set.


Fig. 5. $S^{*} \cap\left(V^{\prime}-V\right)$ is not an independent set.
adjacent pairs than before. Note that the set $V(u)$ for all such $v^{\prime}$ and $v^{\prime \prime}$ vertices that we added to $S^{*}$ is an independent set. Note further that no corresponding vertex $v$ is in $S^{*}$ (by the previous substitutions, $S^{*} \cap V$ is now an independent set). Therefore, vertex $u$ is now independent in $S^{*}$. By repeating this substitution process of interchanging $u^{\prime}$ and $u^{\prime \prime}$ vertices for corresponding $v^{\prime}$ and $v^{\prime \prime}$ vertices, we can ultimately produce a set $S^{*}$ that is independent and satisfies $\left|S^{*}\right|=\left|S^{\prime}\right|$.

Lemma 2. A graph $G=(V, E)$ with $|E|=m$ edges has an independent set of size $\geq k$ if and only if the trestled graph of index $2, T_{2}(G)$, has an irredundant set of size $\geq k+2 m$.

Proof. Let $S$ be an independent set of size $\geq k$ in $G$. Consider an arbitrary edge $u v$ in $E$. If $u$ and $v$ are not in $S$, then $S \cup\left\{u^{\prime}, u^{\prime \prime}\right\}$ is an independent set. If $u$ is in $S$ and $v$ is not in $S$ then $S \cup\left\{v^{\prime}, v^{\prime \prime}\right\}$ is an independent set. Thus, for each edge $u v$ in $E$, we can add two additional vertices to $S$ to produce another independent set. As a result, $T_{2}(G)$ has an independent set of size $\geq k+2 m$ and hence an irredundant set of size $\geq k+2 m$ (since every independent set is irredundant).

Conversely, let $S$ be an irredundant set of size $\geq k+2 m$ in $T_{2}(G)$. By Lemma 1, $T_{2}(G)$ has an independent set, say $S^{*}$, of size $\geq k+2 m$. Obviously, no independent set in $T_{2}(G)$ can contain more than two vertices in $P(u, v)$ for any edge $u v$


Fig. 6. $S^{*}$ is not an independent set.
in $E$. Thus $\left|S^{*} \cap\left(V^{\prime}-V\right)\right| \leq 2 m$, and $\left|S^{*} \cap V\right| \geq k$, since $k+2 m \leq\left|S^{*}\right|=$ $\left|S^{*} \cap\left(V^{\prime}-V\right)\right|+\left|S^{*} \cap V\right|$.

We now formulate the following decision problem concerning $\operatorname{IR}(G)$ : IRREDUNDANT SET
INSTANCE: A graph $G=(V, E)$ and a positive integer $k$.
QUESTION: Does $G$ have an irredundant set of size $\geq k$ ?
Theorem 1. The decision problem IRREDUNDANT SET is NP-complete.
Proof. Clearly IRREDUNDANT SET is in NP. Its NP-completeness follows from Lemma 2 and the fact that INDEPENDENT SET is NP-complete [7].

Without proof, we mention that the decision problems corresponding to $\beta_{0}(G)$, $\Gamma(G)$, and $\operatorname{IR}(G)$ are all NP-complete for graphs having maximum vertex degree 5 , trestled graphs of index $k$ for any $k \geq 1$, planar graphs, and triangle-free graphs.

Given a graph $G=(V, E)$, we define the graph $G^{+}=\left(V \cup V^{\prime}, E \cup E^{\prime}\right)$, called the corona $G \circ K_{1}$ (cf. Harary [11, p. 167]), to be the graph obtained from $G$ by adding an adjacent endvertex to each vertex in $G$; i.e., for each vertex $u$ in $V$, we add a new vertex $u^{\prime}$ and the edge $u u^{\prime}$. It is easy to show the following lemma.

Lemma 3. For any graph $G=(V, E)$ with $|V|=n, \beta_{0}(G)+n=\beta^{1}\left(G^{+}\right)$.
From Lemma 3 and the NP-completeness of INDEPENDENT SET, we obtain the following theorem.

Theorem 2. The decision problem for $\beta^{1}$ is NP-complete.
We can also show that the decision problem for $\beta^{1}$ is NP-complete for both planar graphs and triangle-free graphs. In [1] Cameron showed that the decision problem corresponding to the parameter $\beta^{*}(G)$ is NP-complete, even for bipartite graphs. Without proof, we mention that this problem is NP-complete for triangle-free graphs and planar graphs, as well.

To solve the NP-completeness of the decision problem corresponding to the parameter $\operatorname{COIR}(G)$, all we need is the following lemma, which again uses the corona construction, and whose proof we omit.

Lemma 4. For any graph $G, \beta^{1}\left(G^{+}\right)=\operatorname{COIR}\left(G^{+}\right)$.
From Lemma 4 and Theorem 2, we now have the following theorem.
Theorem 3. The decision problem for COIR is NP-complete.
Like previous parameters, COIR remains NP-complete for planar graphs and for triangle-free graphs. The NP-completeness questions are now answered for the decision problems associated with five of the parameters at the corners of the private neighbor cube: $\beta_{0}(G), \beta^{1}(G), \beta^{*}(G), \operatorname{IR}(G)$, and $\operatorname{COIR}(G)$. The remaining NP-completeness questions for the parameters $\operatorname{OIR}(G)$ and $\operatorname{OOIR}(G)$ can be answered using matrix techniques.

THEOREM 4. The decision problem for OOIR is NP-complete.
$\operatorname{Proof}$ (sketch). Let $G$ be a graph having closed neighborhood matrix $N(G)$. Now construct the graph $H$ whose adjacency matrix is the following $2 n \times 2 n$ matrix:

$$
\left[\begin{array}{c|c}
0 & N(G) \\
\hline N(G) & 0
\end{array}\right]
$$

We can verify that $2(\operatorname{IR}(G))=\operatorname{OOIR}(H)$.
Our construction shows that the decision problem for OOIR is NP-complete for bipartite graphs. It is also NP-complete for graphs having vertex degree at most 6.

Theorem 5. The decision problem for OIR is NP-complete.
Proof (sketch). Given a graph $G$ having $n$ vertices, form a matrix $M$ of size $2 n$ similar to the one in the previous proof. However, this time, place 1's in the northwest
and southeast quadrants. Let $H$ be the graph having closed neighborhood matrix $M$. We can show that, if $\operatorname{IR}(G)>2$, then $\operatorname{IR}(G)=\operatorname{OIR}(H)$.
3. Open problems. There are many open problems concerning the existence of polynomial time algorithms for computing the values of the parameters on the private neighbor cube for restricted classes of input graphs. The computation of the independence number $\beta_{0}(G)$ for various classes of graphs has been fairly well studied (cf. [15]). However, this is the only parameter for which this is the case. The value of $\beta_{0}(G)$ can be computed in linear time for trees (cf. [8]), in polynomial time for bipartite graphs (cf. [7]), and in polynomial time for families of graphs with bounded treewidth (cf. [15]), to name just a few results of this type for vertex independence.

The value of $\operatorname{IR}(G)$ can be computed in linear time for trees and polynomial time for bipartite graphs, because $\beta_{0}(G)=\operatorname{IR}(G)$ for bipartite graphs. However, we know of no other class of graphs for which $\operatorname{IR}(G)$ may be computed efficiently.

A linear time algorithm for computing $\operatorname{OIR}(T)$ for any tree $T$ has been constructed by Farley and Proskurowski [4]. However, due to a result of $\operatorname{Hedetniemi}, \operatorname{OIR}(T)=$ $\beta^{1}(T)$ for any tree $T$, and $\operatorname{OIR}(T)$ can also be computed by any linear time matching algorithm for trees (cf. [9]). We know of no other $\operatorname{OIR}(G)$ algorithm for any other class of graphs.

Golumbic and Laskar [8] have shown that $\beta^{*}(G)=\operatorname{OOIR}(G)$ for bipartite graphs and circular arc graphs. In that paper, they also showed that this (combined) value can be computed in polynomial time for circular arc graphs. We know of no other algorithms for computing the values of $\beta^{*}(G)$ or $\operatorname{OOIR}(G)$ for any other classes of graphs.

Finally, Golumbic and Laskar [8] have shown that $\beta^{1}(G)=\operatorname{COIR}(G)$ for bipartite graphs. The only algorithmic result that we know for either of these two parameters is a linear time algorithm for computing this value for arbitrary trees by Hedetniemi.
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# BELL INEQUALITIES, GROTHENDIECK'S CONSTANT, AND ROOT TWO* 
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#### Abstract

B. S. Tsirelson showed that comparisons between probabilities in "classical" physics and probabilities in quantum mechanics yield discrepancy measures $K_{n}$ for finite $n \times n$ real matrices that approach Grothendieck's constant $K_{G}$ as $n$ gets large. It is known that $K_{2}=K_{3}=\sqrt{2}$ and that $K_{G} \geqq \pi / 2=1.57 \cdots$, but examples of $n \times n$ matrices for specified $n$ that demonstrate $K_{n}>\sqrt{2}$ have eluded researchers. A series of elementary examples are provided, which yield lower bounds on $K_{k(k-1)}$ that approach $3 / 2$ as $k$ gets large. A uniform change along the main diagonal of our basic example shows that $K_{20} \geqq 10 / 7=1.42 \cdots$.
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1. Introduction. Grothendieck's constant $K_{G}$, which figures prominently in the theory of linear operators on Banach spaces [11], can be defined as the smallest number such that, for all integers $n \geqq 2$, all $n \times n$ real matrices $\left[a_{i j}\right]$, and all $s_{1}, \ldots, s_{n}, t_{1}, \ldots$, $t_{n}$ in $\mathbb{R}$ for which

$$
\left|\sum_{i, j} a_{i j} s_{i} t_{j}\right| \leqq \max _{i}\left|s_{i}\right| \max _{j}\left|t_{j}\right|
$$

it is true that

$$
\left|\sum_{i, j} a_{i j}\left\langle x_{i}, y_{j}\right\rangle\right| \leqq K_{G} \max _{i}\left\|x_{i}\right\| \max _{j}\left\|y_{j}\right\|
$$

whenever $x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}$ are vectors in a real Hilbert space. As usual, $\langle x, y\rangle$ is the inner product of $x$ and $y$, and $\|x\|=\langle x, x\rangle^{1 / 2}$. The exact value of $K_{G}$ is unknown. A lower bound of $\pi / 2=1.5707 \cdots$ was established by Grothendieck [6]. We note later that $K_{G}>\pi / 2$. The best upper bound known, due to Krivine [10], is $\pi[2 \log (1+\sqrt{2})]^{-1}=1.7822 \cdots$.

Our purpose here is to consider Grothendieck-like constants for finite analogues of Grothendieck inequalities that arise from Tsirelson's [1], [13] penetrating comparison between the Bell inequalities [2], [4], [9] for probabilities in "classical" locally deterministic theory with hidden parameters and probabilities that arise in quantum theory [9], [14]. We summarize Tsirelson's connection of this comparison to Grothendieck's constant [13] and then describe our approach and results.

Fix integers $m, n \geqq 2$. For real random variables $X_{1}, \ldots, X_{m}, Y_{1}, \ldots, Y_{n}$ on a probability space, we define an $m \times n$ matrix [ $c_{i j}$ ] by $c_{i j}=\mathrm{E}\left(X_{i} Y_{j}\right)$. Let $C(m, n)$ be the set of all such $\left[c_{i j}\right]$ for which

$$
\operatorname{Pr}\left(\left|X_{i}\right| \leqq 1\right)=\operatorname{Pr}\left(\left|Y_{j}\right| \leqq 1\right)=1 \quad \text { for all } i \text { and } j
$$

and let $Q(m, n)$ be the set of all $\left[c_{i j}\right]$ for which

$$
\mathrm{E}\left(X_{i}^{2}\right) \leqq 1 \quad \text { and } \quad \mathrm{E}\left(Y_{j}^{2}\right) \leqq 1 \quad \text { for all } i \text { and } j
$$

[^5]Each of $C(m, n)$ and $Q(m, n)$ is a centrally symmetric convex set in the space of all $m \times n$ real matrices. The extreme points of $C(m, n)$ are rank 1 matrices [ $c_{i j}$ ] $=\left[a_{i} b_{j}\right.$ ] with all $a_{i}, b_{j} \in\{1,-1\}$. Examples for $C(2,2)$ are

$$
\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right], \quad\left[\begin{array}{rr}
1 & 1 \\
-1 & -1
\end{array}\right], \quad\left[\begin{array}{ll}
1 & -1 \\
1 & -1
\end{array}\right], \quad \text { and }\left[\begin{array}{rr}
-1 & 1 \\
1 & -1
\end{array}\right]
$$

An important nonextreme point in $C(2,2)$, obtained by the equally-weighted convex combination of these four extreme points, is

$$
\frac{1}{2}\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]=\frac{1}{2} B_{0}, \quad \text { where } B_{0}=\left[\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right]
$$

The extreme points of $Q(m, n)$ are more complex, and we refer to $\S 3$ of [13] for discussion. An important member of $Q(2,2)$ is $B_{0} / \sqrt{2}$. The corresponding Bell's inequality and its quantum analogue [1], [13] for $B_{0}$ are, respectively,

$$
\begin{gathered}
c_{11}+c_{12}+c_{21}-c_{22} \leqq 2 \quad \text { for }\left[c_{i j}\right] \in C(2,2) \\
q_{11}+q_{12}+q_{21}-q_{22} \leqq 2 \sqrt{2} \quad \text { for }\left[q_{i j}\right] \in Q(2,2) .
\end{gathered}
$$

These identify supporting hyperplanes of $C(2,2)$ and $Q(2,2)$, and the ratio of their right sides, i.e., $\sqrt{2}$, measures the discrepancy between $C(2,2)$ and $Q(2,2)$ in the direction $B_{0}$. By finding $K_{n}>\sqrt{2}$ for larger $n$, we are implicitly finding inequalities similar to Bell's that show a more striking contrast between quantum and classical correlation matrices.

Tsirelson refers to members of $Q(m, n)$ as quantum realizable correlation matrices; members of $C(m, n)$ are "classical" correlation matrices. In all cases, $C(m, n)$ is properly included in $Q(m, n)$, and $K(m, n)$, defined as the smallest number for which

$$
Q(m, n) \subseteq K(m, n) C(m, n)
$$

reflects the deficiency of the "classical" approach in the quantum setting. It is known that $K(2,2)=K(m, 2)=K(2, n)=\sqrt{2}$, as illustrated by $B_{0} / \sqrt{2}$ and $B_{0} / 2$; that $K(m, 3)=K(3, n)=\sqrt{2}$ for all $m, n \geqq 2$, which Kemperman [8] observes as a consequence of a result of $\operatorname{Garg}$ [5]; that $K(m, n)$ is nondecreasing in $m$ and $n$; and that

$$
\lim _{m, n \rightarrow \infty} K(m, n)=K_{G},
$$

which completes the connection to Grothendieck's constant. Henceforth, let $K_{n}=$ $K(n, n)$.

Tsirelson [13] is careful to note that $K_{n}$ differs from $K_{G}(n)$, as defined by Krivine [10], even though $K_{G}(2)=\sqrt{2}$. Krivine's $K_{G}(n)$ is the smallest constant in place of $K_{G}$ in the opening paragraph when all $x_{i}$ and $y_{j}$ are restricted to an $n$-dimensional real Hilbert space. Connections between $K_{G}(n)$ and the $K(m, n)$ are explained in [13], and we do not pursue them here.

We focus instead on $K(m, n)$ and $K_{n}$. Largely as a matter of computational convenience, we adopt a dual approach to that outlined above, which characterizes $K(m, n)$ as the smallest number such that, for all $m \times n$ real matrices $B=\left[b_{i j}\right]$ and all unit vectors $\eta_{1}, \ldots, \eta_{n}$ in a real Hilbert space,

$$
\sum_{i=1}^{m}\left\|\sum_{j=1}^{n} b_{i j} \eta_{j}\right\| \leqq K(m, n) \max _{\delta_{i}, \varepsilon_{j} \in\{1,-1\}} \sum_{i=1}^{m} \sum_{j=1}^{n} \delta_{i} \varepsilon_{j} b_{i j}
$$

Since no generality is lost by taking the $\eta_{j}$ in $\mathbb{R}^{m+n}$, assume this henceforth. As noted above,

$$
\begin{gathered}
K_{2}=K_{3}=\sqrt{2} \quad \text { and } K_{n} \rightarrow K_{G} ; \\
1.5707 \cdots \leqq K_{G} \leqq 1.7822 \cdots .
\end{gathered}
$$

Tsirelson and Kemperman have raised the problem of identifying specific $B$ matrices of small dimensions, which imply that

$$
K(m, n)>\sqrt{2}=1.41421 \cdots
$$

Since $K_{n}$ increases beyond 1.57 , this might seem easy, but it has been surprisingly difficult. Generic examples that force $K_{n}>\sqrt{2}$ can be described, but it has not been known how large $n$ must be for this to occur. Extensive calculation and Monte Carlo search for small $m \times n$ matrices by several people failed to uncover a single example for which

$$
\max _{\eta_{1}, \ldots, \eta_{n}} \sum_{i}\left\|\sum_{j} b_{i j} \eta_{j}\right\| / \max _{\delta, c} \sum_{i, j} \delta_{i} \varepsilon_{j} b_{i j}>\sqrt{2}
$$

The first successful example of modest size was discovered by Reeds and N. J. A. Sloane in April 1990. They used a $120 \times 120 B$ matrix formed from inner products of half the 240 eight-dimensional minimal vectors in the lattice $E_{8}$ [3] to obtain $K_{120} \geqq 45 / 31=$ $1.4516 \cdots$. We subsequently discovered that similar results are obtained when $B$ is formed from inner products of vectors in related root systems [7, pp. 42, 64, 65].

In particular, we consider $B$ generated by inner products of vectors in $D_{l}$, namely, $(0, \ldots, 0,1,0, \ldots, 0,1,0, \ldots, 0)$ and $(0, \ldots, 0,1,0, \ldots, 0,-1,0, \ldots, 0)$. Let $F_{k}=\left\{f_{1}, f_{2}, \ldots, f_{k(k-1)}\right\}$ for $k \geqq 2$ be the set of all $k$-dimensional vectors with two nonzero components, either 1 and 1 , or 1 and -1 in that order, and define the $k(k-1) \times$ $k(k-1) B$ matrix $\left[f_{i j}^{0}\right]$ by $f_{i j}^{0}=\left\langle f_{i}, f_{j}\right\rangle$. We can view $F_{k}$ as the union of $\binom{k}{2}$ copies of $B_{0}$ embedded in

$$
\left[\begin{array}{lll}
0 & \cdots & 0 \\
0 & \cdots & 0
\end{array}\right]_{k}
$$

With $m=n=k(k-1)$, we also let

$$
\begin{aligned}
& N^{(k)}=\max _{\eta_{1}, \ldots, \eta_{n}} \sum_{i=1}^{n}\left\|\sum_{j=1}^{n} f_{i j}^{0} \eta_{j}\right\|, \\
& D^{(k)}=\max _{\delta_{i,}, \varepsilon_{j} \in\{1,-1\}} \sum_{i=1}^{n} \sum_{j=1}^{n} \delta_{i} \varepsilon_{j} f_{i j}^{0} .
\end{aligned}
$$

The following result is proved in the next section.
THEOREM 1. $N^{(k)} / D^{(k)}=(3 k-3) /(2 k-1)$ for $k \geqq 2$.
It follows immediately from our dual characterization of $K_{n}$ that

$$
K_{k(k-1)} \geqq(3 k-3) /(2 k-1) \quad \text { for } k \geqq 2 .
$$

The smallest $k$ for which this lower bound ratio exceeds $\sqrt{2}$ is $k=10$, where $27 / 19=$ $1.421 \cdots$, so $K_{90}>\sqrt{2}$. Moreover, we now have an explicit finite example of a lower bound on $K_{n}$ that becomes arbitrarily close to 1.5 .

In addition, we have discovered that modification of the main diagonal of $\left[f_{i j}^{0}\right]$ gives a smaller $B$ matrix whose $N / D$ ratio exceeds $\sqrt{2}$. As defined above, $f_{i i}^{0}=2$. By replacing $f_{i i}^{0}$ with $f_{i i}^{\prime}=\frac{2}{3}$ for all $i$ at $k=5$, the correspondingly modified $N^{(5)} / D^{(5)}$
increases from $12 / 9$ to $10 / 7=1.428 \cdots$ and shows that $K_{20}>\sqrt{2}$. The analysis for this case is included in §3. Reeds [12] subsequently used the diagonal modification idea to prove that $K_{G}>1.67$.

As things stand, $n=20$ is the smallest $n$ for which it is known that $K_{n}>\sqrt{ } 2$. The specific $B$ matrix of the preceding paragraph that accomplishes this is shown in Fig. 1 based on $f_{1}=11000, f_{2}=10100, f_{3}=01100, \ldots, f_{10}=00011, f_{11}=1-1000, \ldots$, and $f_{20}=0001-1$.
2. Proof of Theorem 1. We begin with two general lemmas for $B$ matrices determined by inner products and then use these to evaluate $D^{(k)}$. This is followed by our analysis for $N^{(k)}$.

Lemma 1. Suppose that $v_{i} \in \mathbb{R}^{M}$ are nonzero vectors for $i=1, \ldots, m$. Let $\left[b_{i j}\right]$ be the $m \times m$ matrix with $b_{i j}=\left\langle v_{i}, v_{j}\right\rangle$ and define $D$ by

$$
D=\max _{\delta_{i}, \varepsilon_{j} \in\{1,-1\}} \sum_{i=1}^{m} \sum_{j=1}^{m} \delta_{i} \varepsilon_{j} b_{i j} .
$$

Let

$$
D^{*}=\max _{\varepsilon_{j}} \sum_{a=1}^{M}\left(\sum_{j=1}^{m} \varepsilon_{j} v_{j a}\right)^{2} .
$$

Then $D^{*}=D$.
Proof. Clearly, $D^{*} \leqq D$. The reverse inequality follows from the Cauchy-Schwarz inequality after $b_{i j}$ in $D$ is replaced by $\left\langle v_{i}, v_{j}\right\rangle$, and the terms in $k$ and in $j$ are grouped separately.

Lemma 2. A maximizing $\left(\varepsilon_{1}, \ldots, \varepsilon_{m}\right)$ for $D$ under the hypotheses of Lemma 1 satisfies

$$
\varepsilon_{i}=\operatorname{sgn}\left\langle v_{i}, \alpha\right\rangle \quad \text { for some } \alpha \in \mathbb{R}^{M}, i=1, \ldots, m
$$

| $2 / 3$ | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: | ---: |
| 1 | $2 / 3$ | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 0 | 1 | 1 | -1 | 0 | 0 | 1 | 1 | 0 |
| 1 | 1 | $2 / 3$ | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 | 0 | 1 | 0 | -1 | 0 | -1 | 0 | 1 |
| 1 | 1 | 1 | $2 / 3$ | 0 | 0 | 1 | 0 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | -1 | 0 | -1 | -1 |
| 1 | 1 | 0 | 0 | $2 / 3$ | 1 | 1 | 1 | 1 | 0 | -1 | -1 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 0 |
| 1 | 0 | 1 | 0 | 1 | $2 / 3$ | 1 | 1 | 0 | 1 | -1 | 0 | -1 | 0 | 1 | 0 | 1 | -1 | 0 | 1 |
| 1 | 0 | 0 | 1 | 1 | 1 | $2 / 3$ | 0 | 1 | 1 | -1 | 0 | 0 | -1 | 1 | 1 | 0 | 0 | -1 | -1 |
| 0 | 1 | 1 | 0 | 1 | 1 | 0 | $2 / 3$ | 1 | 1 | 0 | -1 | -1 | 0 | -1 | -1 | 0 | 0 | 1 | 1 |
| 0 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | $2 / 3$ | 1 | 0 | -1 | 0 | -1 | -1 | 0 | -1 | 1 | 0 | -1 |
| 0 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | $2 / 3$ | 0 | 0 | -1 | -1 | 0 | -1 | -1 | -1 | -1 | 0 |
| 0 | 1 | 1 | 1 | -1 | -1 | -1 | 0 | 0 | 0 | $2 / 3$ | 1 | 1 | 1 | -1 | -1 | -1 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | -1 | 0 | 0 | -1 | -1 | 0 | 1 | $2 / 3$ | 1 | 1 | 1 | 0 | 0 | -1 | -1 | 0 |
| 1 | 1 | 0 | 1 | 0 | -1 | 0 | -1 | 0 | -1 | 1 | 1 | $2 / 3$ | 1 | 0 | 1 | 0 | 1 | 0 | -1 |
| 1 | 1 | 1 | 0 | 0 | 0 | -1 | 0 | -1 | -1 | 1 | 1 | 1 | $2 / 3$ | 0 | 0 | 1 | 0 | 1 | 1 |
| 1 | -1 | 0 | 0 | 0 | 1 | 1 | -1 | -1 | 0 | -1 | 1 | 0 | 0 | $2 / 3$ | 1 | 1 | -1 | -1 | 0 |
| 1 | 0 | -1 | 0 | 1 | 0 | 1 | -1 | 0 | -1 | -1 | 0 | 1 | 0 | 1 | $2 / 3$ | 1 | 1 | 0 | -1 |
| 1 | 0 | 0 | -1 | 1 | 1 | 0 | 0 | -1 | -1 | -1 | 0 | 0 | 1 | 1 | 1 | $2 / 3$ | 0 | 1 | 1 |
| 0 | 1 | -1 | 0 | 1 | -1 | 0 | 0 | 1 | -1 | 0 | -1 | 1 | 0 | -1 | 1 | 0 | $2 / 3$ | 1 | -1 |
| 0 | 1 | 0 | -1 | 1 | 0 | -1 | 1 | 0 | -1 | 0 | -1 | 0 | 1 | -1 | 0 | 1 | 1 | $2 / 3$ | 1 |
| 0 | 0 | 1 | -1 | 0 | 1 | -1 | 1 | -1 | 0 | 0 | 0 | -1 | 1 | 0 | -1 | 1 | -1 | 1 | $2 / 3$ |

Fig. 1

Proof. Suppose that max for $D$ occurs at $\varepsilon_{1}^{*}, \ldots, \varepsilon_{m}^{*}$. Let $\alpha_{a}=\sum_{j} \varepsilon_{j}^{*} v_{j a}$ and $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{M}\right)$. Multiplying each $\varepsilon_{i}^{*}$ separately by -1 gives $D \geqq\langle\alpha, \alpha\rangle-4 \varepsilon_{i}^{*}\left\langle v_{i}, \alpha\right\rangle+$ $4\left\langle v_{i}, v_{i}\right\rangle$ for $i=1, \ldots, m$. Hence

$$
\varepsilon_{i}^{*}\left\langle v_{i}, \alpha\right\rangle \geqq\left\langle v_{i}, v_{i}\right\rangle>0 \quad \text { for } i=1, \ldots, m .
$$

The hyperplanes $\left\{\alpha \in \mathbb{R}^{M}:\left\langle v_{i}, \alpha\right\rangle=0\right\}$ for $i=1, \ldots, m$ jointly partition $\mathbb{R}^{M}$ into subspaces, which we refer to as cells, in which no $\left\langle v_{i}, \alpha\right\rangle=0$. Each cell is the intersection of $m$ open half-spaces. To find a maximizing $\varepsilon$ pattern for $D$, it suffices by Lemma 2 to check one $\alpha$ per cell. Since there may be as many as $2^{m}$ cells, this could be burdensome. It can simplify greatly, however, under symmetry.

A case in point is provided by $F_{k}$ and $D^{(k)}$. To induce full symmetry in the generating basis, let

$$
-F_{k}=\left\{-f_{j}: f_{j} \in F_{k}\right\} ;
$$

so $F_{k} \cup\left(-F_{k}\right)$ is the set of all $k$-tuples with two nonzero components in $\{1,-1\}$. Let $n=k(k-1)$ and let $[f]^{+}$be the $(2 n) \times(2 n)$ inner product matrix for $F_{k} \cup\left(-F_{k}\right)$, shown below:


Also, let $D^{+}$be the maximum value of $\sum_{a}\left(\sum_{j} \varepsilon_{j} b_{j a}\right)^{2}$ for $[f]^{+}$. Suppose that $\varepsilon_{1}^{*}, \ldots$, $\varepsilon_{n}^{*}$ are maximizers for $D^{(k)}$. Then maximizers for $D^{+}$are clearly $\varepsilon_{1}^{*}, \ldots, \varepsilon_{n}^{*},-\varepsilon_{1}^{*}, \ldots$, $-\varepsilon_{n}^{*}$, and

$$
D^{+}=4 D^{(k)}
$$

By symmetry, $F_{k} \cup\left(-F_{k}\right)$ is invariant under permutations of coordinates in the permutation group $\mathscr{S}_{k}$ and invariant to inversions of coordinates. It follows that the cells for $\alpha$ described after the proof of Lemma 2 are isomorphic with respect to the group $\mathscr{S}_{k} \times\{1,-1\}^{k}$. It therefore suffices to take $\alpha_{1}>\alpha_{2}>\cdots>\alpha_{k}>0$ to determine a maximizing set of $\varepsilon_{j}$ 's for $D^{+}$, in which case, since $\left\langle f_{j}, \alpha\right\rangle>0$ for all $f_{j} \in F_{k}, \varepsilon_{j} \equiv 1$ for $F_{k}$ and $\varepsilon_{j} \equiv-1$ for $-F_{k}$. Hence, by $D^{+}=4 D^{(k)}$, one set of $\varepsilon_{j}$ maximizes for $D^{(k)}$ is $\varepsilon_{1}=$ $\cdots=\varepsilon_{n}=1$.

With $\varepsilon_{1}=\cdots=\varepsilon_{n}=1$ and $F_{k}$ arranged in the manner used for Fig. 1, we find by Lemma 1 that

$$
\begin{aligned}
D^{(k)} & =\sum_{a=1}^{k}\left(\sum_{j=1}^{n} f_{j a}\right)^{2}=\sum_{a}[2(k-1)-2(a-1)]^{2} \\
& =2 k(k-1)(2 k-1) / 3
\end{aligned}
$$

We now consider

$$
N^{(k)}=\max _{\eta_{1}, \ldots, \eta_{n}} \sum_{i=1}^{n}\left\|\sum_{j=1}^{n} f_{i j}^{0} \eta_{j}\right\|
$$

with each $\eta_{j}$ a unit vector in $\mathbb{R}^{2 n}$. It will be shown that one set of maximizing $\eta_{j}$ is given by

$$
\eta_{j}^{*}=f_{j} / \sqrt{2}, \quad j=1, \ldots, n,
$$

which use only the first $k$ coordinates. For later use, we note that the value of

$$
\sum_{i}\left\|\sum_{j} f_{i j}^{0} \eta_{j}^{*}\right\|
$$

is $2 k(k-1)^{2}$. Observe that

$$
\begin{aligned}
\sqrt{2} \sum_{j=1}^{n} f_{i j}^{0} \eta_{j}^{*} & =\sum_{j}\left\langle f_{i}, f_{j}\right\rangle\left(f_{j 1}, \ldots, f_{j k}\right) \\
& =\sum_{a} f_{i a}\left(\sum_{j} f_{j 1} f_{j a}, \ldots, \sum_{j} f_{j k} f_{j a}\right) .
\end{aligned}
$$

Since $k-1 f_{j}=(0 \cdots 101 \cdots 0)$ have 1 in position $a$, and $k-1 f_{j}=(0 \cdots 10-1 \cdots 0)$ have 1 or -1 in position $a, \Sigma_{j} f_{j a}^{2}=2(k-1)$. Moreover, if $b \neq a$, then $\sum_{j} f_{j b} f_{j a}=1-$ $1=0$; so

$$
\sqrt{2} \sum_{j} f_{i j}^{0} \eta_{j}^{*}=\sum_{a} f_{i a}\left(0, \ldots, 0,2(k-1)_{a}, 0, \ldots, 0\right)
$$

Because $f_{i a}^{2}=1$ for two $a$, but $f_{i a}^{2}=0$ otherwise,

$$
\left\|\sum_{j} f_{i j}^{0} \eta_{j}^{*}\right\|=\left[4(k-1)^{2}+4(k-1)^{2}\right]^{1 / 2} / \sqrt{2}=2(k-1)
$$

so $\sum_{i}\left\|\sum_{j} f_{i j}^{0} \eta_{j}^{*}\right\|=2 k(k-1)^{2}$.
With respect to the maximization of $\sum_{i}\left\|\sum_{j} f_{i j}^{0} \eta_{j}\right\|$ over unit vectors $\eta_{j}$ in $\mathbb{R}^{T}$, let

$$
\gamma_{i}=\left\|\sum_{j} f_{i j}^{0} \eta_{j}\right\|=\left[\sum_{i=1}^{T}\left(\sum_{j=1}^{n}\left\langle f_{i}, f_{j}\right\rangle \eta_{j t}\right)^{2}\right]^{1 / 2} .
$$

Suppose that max $\Sigma \gamma_{i}^{2}=M$. Then $\Sigma \gamma_{i}$ is maximum when $\gamma_{1}=\cdots=\gamma_{n}=(M / n)^{1 / 2}$. So we consider maximization of $\Sigma \gamma_{i}^{2}$. Expansions of the squared terms give

$$
\Sigma \gamma_{i}^{2}=\sum_{t=1}^{T} \sum_{j, p=1}^{n} \sum_{a, b=1}^{k} f_{j a} f_{p b} \eta_{j t} \eta_{p t} \sum_{i=1}^{n} f_{i a} f_{i b} .
$$

Since $\sum_{i} f_{i a} f_{i b}=2(k-1)$ if $a=b$, and is 0 otherwise,

$$
\Sigma \gamma_{i}^{2}=2(k-1) \sum_{j, p}\left\langle f_{j}, f_{p}\right\rangle\left\langle\eta_{j}, \eta_{p}\right\rangle .
$$

Because the desired result is obvious when $k=2$, assume that $k \geqq 3$. Separating out the $j=p$ diagonal in the preceding sum, we have

$$
\sum_{j, p}\left\langle f_{j}, f_{p}\right\rangle\left\langle\eta_{j}, \eta_{p}\right\rangle=2 n+2 \sum_{j<p}\left\langle f_{j}, f_{p}\right\rangle\left\langle\eta_{j}, \eta_{p}\right\rangle .
$$

Choose any three columns from the $n \times k$ matrix for $F_{k}$. These columns correspond to $\operatorname{six} f_{i}$ that contribute nonzero values of $\left\langle f_{j}, f_{p}\right\rangle$ for $j<p$, e.g.,

$$
\begin{array}{rrrr}
f_{1}: & 1 & 1 & 0, \\
f_{2}: & 1 & 0 & 1, \\
f_{3}: & 0 & 1 & 1, \\
f_{4}: & 1 & -1 & 0, \\
f_{5}: & 1 & 0 & -1, \\
f_{6}: & 0 & 1 & -1,
\end{array}
$$

with the $f$ 's subscripted for convenience. It is easily seen that each nonzero $\left\langle f_{j}, f_{p}\right\rangle$ for $j<p$ arises exactly once in the $\binom{k}{3}$ choices of three columns. The contribution to $\sum_{j<p} f_{j p}^{0}\left\langle\eta_{j}, \eta_{p}\right\rangle$ for the three illustrated columns is, with $\eta_{j p}^{0}=\left\langle\eta_{j}, \eta_{p}\right\rangle$,

$$
\left(\eta_{12}^{0}+\eta_{16}^{0}-\eta_{26}^{0}\right)+\left(\eta_{13}^{0}+\eta_{15}^{0}-\eta_{35}^{0}\right)+\left(\eta_{23}^{0}+\eta_{24}^{0}-\eta_{34}^{0}\right)+\left(\eta_{45}^{0}+\eta_{56}^{0}-\eta_{46}^{0}\right) .
$$

Each of the four terms in parentheses has similar structure, and it is routine but tedious to check that the maximum of each is $3 / 2$. For example, $\max \left(\eta_{12}^{0}+\eta_{16}^{0}-\eta_{26}^{0}\right)=3 / 2$ at

$$
\begin{array}{lccc}
\eta_{1}: 1 / \sqrt{2} & 1 / \sqrt{2} & 0, \\
\eta_{2}: 1 / \sqrt{2} & 0 & 1 / \sqrt{2}, \\
\eta_{6}: & 0 & 1 / \sqrt{2} & -1 / \sqrt{2} .
\end{array}
$$

It follows that

$$
\max \Sigma \gamma_{i}^{2} \leqq 2(k-1)\left[2 n+2\binom{k}{3} 4(3 / 2)\right]=4 n(k-1)^{2}
$$

As remarked earlier, $\Sigma \gamma_{i} \leqq n(M / n)^{1 / 2}$; so

$$
\max \Sigma \gamma_{i} \leqq n\left[4 n(k-1)^{2} / n\right]^{1 / 2}=2 k(k-1)^{2} .
$$

Since the $\eta_{j}^{*}$ attain $2 k(k-1)^{2}$ for $\Sigma \gamma_{i}$, as shown earlier,

$$
N^{(k)}=2 k(k-1)^{2} .
$$

Therefore $N^{(k)} / D^{(k)}=2 k(k-1)^{2} /[2 k(k-1)(2 k-1) / 3]=(3 k-3) /(2 k-1)$.
3. Diagonal modification. Given $\lambda \in[0,2]$, we consider the effects on the results of the preceding section when $\lambda$ is subtracted from each element on the main diagonal of $\left[f_{i j}^{0}\right]$. With $F_{k}=\left\{f_{1}, \ldots, f_{n}\right\}, n=k(k-1)$, let $\left[f_{i j}^{\lambda}\right]$ be the $n \times n$ matrix for which

$$
\begin{gathered}
f_{i j}^{\lambda}=\left\langle f_{i}, f_{j}\right\rangle, \quad i \neq j, \\
f_{i i}^{\lambda}=\left\langle f_{i}, f_{i}\right\rangle-\lambda=2-\lambda .
\end{gathered}
$$

Also, define

$$
\begin{gathered}
N_{\lambda}^{(k)}=\max _{\eta_{1}, \ldots, \eta_{n}} \sum_{i=1}^{n}\left\|\sum_{j=1}^{n} f_{i j}^{\lambda} \eta_{j}\right\|, \\
D_{\lambda}^{(k)}=\max _{\delta_{i}, \varepsilon_{j} \in\{1,-1\}} \sum_{i=1}^{n} \sum_{j=1}^{n} \delta_{i} \varepsilon_{j} f_{i j}^{\lambda},
\end{gathered}
$$

where the $\eta_{j}$ are unit vectors. Hence $K_{n} \geqq N_{\lambda}^{(k)} / D_{\lambda}^{(k)}$ for all $k \geqq 2$.
The effect of $\lambda$ on $N^{(k)}$ is straightforward. With $\eta_{j}^{*}=f_{j} / \sqrt{2}$ as in the preceding section, calculation gives

$$
\sum_{i=1}^{n}\left\|\sum_{j=1}^{n} f_{i j}^{\lambda} \eta_{j}^{*}\right\|=n[2(k-1)-\lambda] .
$$

The approach described in the final paragraph of the preceding section yields

$$
\begin{aligned}
\Sigma \gamma_{i}^{2} & =[2(k-1)-2 \lambda] \sum_{j, p}\left\langle f_{j}, f_{p}\right\rangle\left\langle\eta_{j}, \eta_{p}\right\rangle+\lambda^{2} n \\
& \leqq[2(k-1)-2 \lambda]\left[2 n+2\binom{k}{3} 4(3 / 2)\right]+\lambda^{2} n \\
& =n[2(k-1)-\lambda]^{2},
\end{aligned}
$$

and therefore $\Sigma \gamma_{i} \leqq n\left\{n[2(k-1)-\lambda]^{2} / n\right\}^{1 / 2}=n[2(k-1)-\lambda]$. Hence

$$
N_{\lambda}^{(k)}=n[2(k-1)-\lambda]=N^{(k)}-\lambda n .
$$

The situation with $D_{\lambda}^{(k)}$ is more delicate. Let $\delta(a)=\sum_{i} \delta_{i} f_{i a}$ and $\varepsilon(a)=\sum_{i} \varepsilon_{i} f_{i a}$, so that

$$
D_{\lambda}^{(k)}=\max _{\delta, \varepsilon}\left[\sum_{a=1}^{k} \delta(a) \varepsilon(a)-\lambda \sum_{i=1}^{n} \delta_{i} \varepsilon_{i}\right] .
$$

We proved earlier that $\delta_{i}=\varepsilon_{i}=1$ for all $i$ give $D_{0}^{(k)}=D^{(k)}=2 n(2 k-1) / 3$, and it is easily seen that

$$
D_{\lambda}^{(k)}=D^{(k)}-\lambda n \quad \text { for small } \lambda>0 .
$$

However, as $\lambda$ increases, $D_{\lambda}^{(k)}$ changes form because the maximizing $\delta_{i}$ and $\varepsilon_{i}$ do not remain uniformly 1 .

To consider other sign patterns for $\delta$ and $\varepsilon$, let

$$
A_{s}=\left\{(\delta, \varepsilon):\left|\left\{i: \delta_{i} \varepsilon_{i}=-1\right\}\right|=s\right\} .
$$

Then $\Sigma \delta_{i} \varepsilon_{i}=n-2 s$ for each $(\delta, \varepsilon) \in A_{s}$. Also, let

$$
D(s)=\max _{(\delta, \varepsilon) \in A_{s}} \sum_{a=1}^{k} \delta(a) \varepsilon(a),
$$

where supesscript ( $k$ ) on $D$ is omitted for convenience. Then $D(s)-\lambda(n-2 s)$ is the maximum value of

$$
\left[\sum_{a=1}^{k} \delta(a) \varepsilon(a)-\lambda \sum_{i=1}^{n} \delta_{i} \varepsilon_{i}\right]
$$

when $(\delta, \varepsilon)$ is in $A_{s}$, and

$$
D_{\lambda}^{(k)}=\max \{D(0)-\lambda n, D(1)-\lambda(n-2), D(2)-\lambda(n-4), \ldots\} .
$$

Here $D(0)=D^{(k)}$.
It is easily seen that $D(s)$-maximizing sign changes for the first few $s$ are as follows:

The most salient feature of these changes is that $D(3)=D(2)$, i.e., that the decrease of $D(0)$ by 8 at $s=2$ does not change when we go to $s=3$. As a result, $D(3)-\lambda(n-6)$ $>D(2)-\lambda(n-4)$, so that $D_{\lambda}^{(k)}$ never obtains at $s=2$.

By comparing $D(0)-\lambda n$ at $s=0$ and $D(3)-\lambda(n-6)=D(0)-8-\lambda(n-6)$ at $s=3$, we see that

$$
\begin{aligned}
\max \{D(0)-\lambda n, D(3)-\lambda(n-6)\} & =D(0)-\lambda n \quad \text { if } \lambda<4 / 3 \\
& =D(3)-\lambda(n-6) \quad \text { if } \lambda>4 / 3 .
\end{aligned}
$$

The break-even point of $\lambda=4 / 3$ corresponds to $2 / 3$ on the main diagonal of $\left[f_{i j}\right]$, as in Fig. 1. In addition, for $\lambda \in[0,2]$, we have checked for $k \in\{3,4,5\}$ that the preceding $\max$ is in fact $D_{\lambda}^{(k)}$ and that the ratio $N_{\lambda}^{(k)} / D_{\lambda}^{(k)}=\left[N^{(k)}-\lambda n\right] / \max \{D(0)-\lambda n$, $D(3)-\lambda(n-6)\}$ is maximized at $\lambda=4 / 3$ where the denominator changes slope. That is,

$$
\max _{0 \leqq \lambda \leqq 2} N_{\lambda}^{(k)} / D_{\lambda}^{(k)}=N_{4 / 3}^{(k)} / D_{4 / 3}^{(k)}=\frac{3 k-5}{2 k-3} \text { for } k \in\{3,4,5\} .
$$

We suspect that the same result holds for $k>5$, but have not proved this.
The ratio $(3 k-5) /(2 k-3)$ is less than $\sqrt{2}$ for $k<5$ but equals $10 / 7=1.428 \cdots$ at $k=5$. Hence $K_{5(4)}=K_{20} \geqq 10 / 7$, and $n=20$ is presently the smallest known $n$ for which $K_{n}>\sqrt{2}$.
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# EXTREMAL PROBLEMS IN THE CONSTRUCTION OF DISTRIBUTED LOOP NETWORKS* 

D. FRANK HSU $\dagger$ AND XING-DE JIA $\ddagger$


#### Abstract

Let $G(N, A)$ be the Cayley digraph associated with $\mathbf{Z} /(N)$ and $A$, where $N$ is a positive integer and $A$ is a subset of $\{1,2, \ldots, N-1\}$. Let $N(d, k)$ be the maximum $N$ such that the diameter of $G(N, A)$ is less than or equal to $d$ for some $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ with $1=a_{1}<a_{2}<\cdots<a_{k}$. An exact formula for $N(d, 2)$ is given, and $N(d, k)$ is estimated for $k \geq 3$. These results provide new bounds for minimal diameter in the construction of loop networks. A relation between this problem and the postage stamp problem in additive number theory is established to enhance the study of these problems.


Key words. Cayley digraphs, distributed loop networks, extremal problems, diameter, postage stamp problem, combinatorial optimization

1. Introduction. Let $a$ and $b$ be integers. Let $[a, b]$ denote the set of all integers $x$ such that $a \leq x \leq b$. Similarly, $(a, b]$ and $[a, b)$ are the sets of integers $x \in[a, b]$, excluding $a$ and $b$, respectively. We denote as $\lfloor x\rfloor$ the greatest integer $\leq x$, and as $\lceil x\rceil$ the least integer $\geq x$. Let $N$ be a positive integer. Let $A$ be a subset of $[1, N-1]$. Let $\mathbf{Z} /(N)$ be the additive group of residue classes modulo $N$. A Cayley digraph $G(N, A)$ associated with $\mathbf{Z} /(N)$ and $A$ has its vertices labeled with elements in $\mathbf{Z} /(N)$, and vertex $i$ is adjacent to vertex $j$ if and only if $j=i+a$ for some $a \in A$.

For a given digraph $G(N, A)$, let $d(G(N, A))$ be its diameter. Let

$$
d(N, k)=\min \{d(G(N, A)) \mid \text { for all } A \text { with }|A|=k\} .
$$

On the other hand, for any given $d \geq 2$, we define $N(d, k)$ as the maximum $N$ such that there is an

$$
A=\left\{1=a_{1}<a_{2}<\cdots<a_{k}\right\}
$$

of $k$ elements such that $d(G(N, A)) \leq d$. In other words, $N(d, k)$ is the maximal number of vertices so that the outdegree of the digraph is $k$ and the diameter is not greater than $d$. In this paper, we are most concerned with the following problems:
(a) For any given $k \geq 2$, find $d(N, k)$ in terms of $N$;
(b) Given $k \geq 2$, find $N(d, k)$ in terms of $d$.

Cayley digraphs as defined above have recently attracted much attention for their theoretical merits and in applications to distributed loop communications networks and in the construction of massively parallel processors. For further information, refer to Bermond, Comellas, and Hsu [1] and D. V. Chudnovsky, G. V. Chudnovsky, and Denneau [2]. In $\S 2$ we study the number $N(d, k)$ in terms of $d$ for given $k$. In particular, we obtain an exact formula for $N(d, 2)$ and an upper bound and a lower bound for $N(d, 3)$ and we discuss bounds for $N(d, k)$, when $k \geq 4$. In $\S 3$ we establish a relation between $N(d, k)$ and the postage stamp problem in additive number theory. In $\S 4$, using the results from $\S \S 2$ and 3 , we obtain new bounds for the optimal diameter of distributed loop communication networks, which improve those obtained by Erdös and Hsu [3], Fiol et al. [4], Hwang and Xu [7], and Wong and Coppersmith [13].
2. Bounds for $\boldsymbol{N}(\boldsymbol{d}, \boldsymbol{k})$. For a given $k \geq 2$, we are interested in computing $N(d, k)$ in terms of $d$. First, we study the case when $k=2$. Since the Cayley digraph $G(N, A)$ is

[^6]vertex symmetric, it is sufficient to study the distance from zero to all other vertices in computing the diameter of the digraph. Wong and Coppersmith [13] provided the construction of a pattern for those distances.

In the computation of $d(G(N, A))$, where $A=\{1, s\}$, we proceed to fill the lattice point $(x, y)(x \geq 0, y \geq 0$ are integers) of the Euclidean plane with an integer $n(0 \leq n<N)$ if

$$
x \cdot 1+y \cdot s \equiv n \quad(\bmod N)
$$

We start from the origin $(0,0)$, then the points on the line $(1,0),(0,1)$, and then the points on the line $(2,0),(1,1),(0,2)$, and so on. At each point $(x, y)$, if the value $n$ has not appeared so far, we write it down; otherwise, we just leave a blank. The process ends when all values of $n$ in [ $0, N-1$ ] have been used. Wong and Coppersmith [13] proved the following lemma.

Lemma 1 (see Wong and Coppersmith [13]). The filled pattern is always of the form shown in Fig. 1, where $m \geq 0, n \geq 0, p>0$, and $q>0$. Clearly, the diameter $d(G(N, A))$ of $G(N, A)$, where $A=\{1, s\}$, is equal to $m+q+\max \{n, p\}-2$.

We now state and prove Theorem 1.
Theorem 1. For any $d \geq 2$,

$$
N(d, 2)=\left\lfloor\frac{d(d+4)}{3}\right\rfloor+1 .
$$

Proof. First, we show that

$$
N(d, 2) \geq\left\lfloor\frac{d(d+4)}{3}\right\rfloor+1=N_{1}=N_{1}(d)
$$

It is clear that we need only construct a set $A=\{1, b\}$ so that

$$
\begin{equation*}
d A=\{u \cdot 1+v \cdot b \mid u \geq 0, v \geq 0, u+v \leq d\}=\mathbf{Z} /\left(N_{1}\right) . \tag{1}
\end{equation*}
$$

Suppose that $d=3 t+i$ for some $t$ and $1 \leq i \leq 3$. Then

$$
N_{1}=\left\lfloor\frac{(3 t+i)(3 t+i+4)}{3}\right\rfloor+1=3 t^{2}+(4+2 i) t+3 i-1 .
$$



Fig. 1. The general pattern.

Let $a=1$ and $b=d+i=3 t+2 i$. We show that (1) holds. Let $x \in\left[0, N_{1}\right)$. If $x \in$ $\left[(t+1) b, N_{1}\right)$, then

$$
\begin{aligned}
x-(t+1) b & \leq N_{1}-1-(t+1) b \\
& =\left(3 t^{2}+(4+2 i) t+3 i-1\right)-1-(t+1)(3 t+2 i) \\
& =t+i-2
\end{aligned}
$$

Noting that

$$
(x-(t+1) b)+(t+1) \leq(t+i-2)+(t+1)=2 t+i-1<d
$$

we see that $x=(x-(t+1) b) \cdot 1+(t+1) \cdot b \in d A$. Next, we assume that $x \in[u b$, $(u+1) b$ ) for some $u \in[1, t]$. It is easy to check that the vertex $(u+t+2) b-N_{1}$ lies between $u b$ and $(u+1) b$.

$$
\text { If } x \in\left[u b,(u+t+2) b-N_{1}\right) \text {, then }
$$

$$
\begin{aligned}
x-u b & \leq(u+t+2) b-N_{1}-1-u b=(t+2) b-N_{1}-1 \\
& =(t+2)(3 t+2 i)-\left(3 t^{2}+(4+2 i) t+3 i-1\right)-1 \\
& =2 t+i
\end{aligned}
$$

Therefore,

$$
(x-u b)+u \leq 2 t+i+t=3 t+i=d,
$$

which implies that $x=(x-u b) \cdot 1+u \cdot b \in d A$.

$$
\text { If } x \in\left[(u+t+2) b-N_{1},(u+1) b\right) \text {, then }
$$

$$
x-\left((u+t+2) b-N_{1}\right) \leq(u+1) b-1-\left((u+t+2) b-N_{1}\right)
$$

$$
=N_{1}-1-(t+1) b
$$

$$
=3 t^{2}+(4+2 i) t+3 i-1-1-(t+1)(3 t+2 i)
$$

$$
=t+i-2 .
$$

Noting that

$$
\left(x-(u+t+2) b-N_{1}\right)+(u+t+2) \leq(t+i-2)+(t+t+2)=3 t+i=d
$$

we have

$$
x \equiv x+N_{1}=\left(x-(u+t+2) b-N_{1}\right) \cdot 1+(u+t+2) \cdot b \in d A .
$$

Therefore, $N(d, 2) \geq N_{1}$.
We now show that $N_{1}$ is indeed also an upper bound for $N(d, 2)$. Suppose that $A=\{1, b\}$ is such that $d(G(N(d, 2), A) \leq d$, i.e.,

$$
d A=\{u \cdot 1+v \cdot b \mid u \geq 0, v \geq 0, u+v \leq d\}=\mathbf{Z} /(N)
$$

where $N=N(d, 2)$. We need to show that $N \leq N_{1}$. We divide the proof into three cases.
Case $1 . d \equiv 0(\bmod 3)$. Let $d=3 t$ for some $t$. In this case, by Lemma 1 , the best possible values for $m, q$, and $\max (n, p)$ are $m=q=t+1$ and $n=p=t$. Hence

$$
N=(t+1)^{2}+2(t+1) t=3 t^{2}+4 t+1=N_{1} .
$$

Case 2. $d \equiv 1(\bmod 3)$. Let $d=3 t+1$. Under the condition that

$$
m+q+\max (n, p)-2 \leq d=3 t+1
$$

in Lemma 1, the best possible patterns for Fig. 1 with maximum area are (i) $m=q=$ $p=n=t+1$, and (ii) $m=t+1, q=t+2, p=n=t$. In (ii), we have

$$
N=(t+1)(t+2)+t(t+1)+t(t+2)=3 t^{2}+6 t+2=N_{1} .
$$

The pattern (i) gives a larger $N$, but we now show that (i) is not possible. If this pattern is possible, then the number of lattice points in the pattern is $N_{0}=3(t+1)^{2}$. The lattice point $(t+1, t+1)$ at the corner must represent $0\left(\bmod N_{0}\right)($ see Fig. 2). Hence

$$
(t+1) \cdot 1+(t+1) \cdot b \equiv 0 \quad\left(\bmod N_{0}\right)
$$

which implies that

$$
1+b \equiv 0 \quad(\bmod 3(t+1))
$$

We may assume that $1+b=3(t+1) u$, where $1 \leq u<(t+1)$. We claim that gcd ( $u$, $t+1)=1$. Otherwise, let $u=r u^{\prime}, t+1=r t^{\prime}$ for some $r, 1<r<t+1$. Then

$$
t^{\prime} \cdot 1+t^{\prime} \cdot b=t^{\prime}(1+b)=t^{\prime} \cdot 3(t+1) u=3(t+1)^{2} u^{\prime} \equiv 0 \quad\left(\bmod N_{0}\right)
$$

i.e., the point $\left(t^{\prime}, t^{\prime}\right)$ represents 0 . This is a contradiction because this point is contained inside the pattern. Therefore, the equation

$$
u y \equiv 1 \quad(\bmod (t+1))
$$

has a solution $x_{0}: t+2 \leq x_{0} \leq 2 t+2$. Consider the lattice point ( $0, x_{0}$ ) inside the pattern. Noting that

$$
\begin{aligned}
x_{0} b & =x_{0}(1+b)-x_{0}=x_{0} \cdot 3(t+1) u-x_{0} \\
& \equiv 3(t+1)-x_{0} \quad\left(\bmod N_{0}\right)
\end{aligned}
$$

and

$$
t+1 \leq 3(t+1)-x_{0} \leq 2 t+1
$$

we see that $\left(0, x_{0}\right)$ and $\left(3(t+1)-x_{0}, 0\right)$ in the pattern represent the same value $x_{0} b \equiv$ $3(t+1)-x_{0}$. This is a contradiction.

Case 3. $d \equiv 2(\bmod 3)$. Suppose that $d=3 t+2$. It follows from Lemma 1 that the best possible pattern is the one with

$$
m=n=p=t+1 \quad \text { and } \quad q=t+2
$$



Fig. 2. The pattern with $m=q=p=n=t+1$.

Then

$$
N=(t+1)(t+2)+(t+1)^{2}+(t+1)(t+2)=3 t^{2}+8 t+5=N_{1} .
$$

Combining Cases $1-3$, we have that $N(d, 2) \geq N_{1}$. This completes the proof of Theorem 1.

We now return to the case when $k=3$. First, we give a lower bound for $N(d, 3)$.
THEOREM 2. $N(d, 3) \geq \frac{1}{16} d^{3}+\frac{3}{8} d^{2}+O(d)$ as $d \rightarrow \infty$.
Proof. We construct a set $A$ of three elements so that

$$
d\left(G\left(N_{1}, A\right)\right) \leq d, \quad \text { where } N_{1} \geq \frac{1}{16} d^{3}+\frac{3}{8} d^{2}+O(d)
$$

Equivalently, we must construct $A=\{1, b, c\}$ such that

$$
d A=\{u \cdot 1+v \cdot b+w \cdot c \mid u, v, w \geq 0 \text { and } u+v+w \leq d\}=\mathbf{Z} /\left(N_{1}\right)
$$

Let

$$
\begin{gathered}
r=\left\lfloor\frac{d}{4}\right\rfloor, \\
b=3 d-8 r+5, \\
c=r b+d-3 r+2, \\
N_{1}=r c+2 d-6 r+3 .
\end{gathered}
$$

Let $A=\{1, b, c\}$. We show that $d A=\mathbf{Z} /\left(N_{1}\right)$. If $v, w \in[1, r]$, then $r+v+w \leq 3 r<$ $d$. Hence, for any $v, w \in[1, r]$, we have

$$
v b+w c \in d A, \quad(v+r) b+w c \in d A, \quad \text { and } \quad v b+(w+r) c \in d A .
$$

It is clear that

$$
\begin{array}{r}
{[v b+w c, v b+w c+d-v-w] \subseteq d A} \\
{[(r+v) b+w c,(r+v) b+w c+d-r-v-w] \subseteq d A}  \tag{2}\\
{[v b+(r+w) c, v b+(r+w) c+d-v-r-w] \subseteq d A}
\end{array}
$$

The basic idea in the proof is to arrange all these intervals to cover an interval of length $N_{1}$ modulo $N_{1}$. Since

$$
N_{1}+d-v-w+1 \geq N_{1}+d-2 r+1=r c+b-1,
$$

we see that

$$
N_{1}+(v-1) b+w c+d-(v-1)-w \geq v b+(w+r) c-1 .
$$

It therefore follows from (2) that

$$
\begin{equation*}
\left[N_{1}+(v-1) b+w c, v b+(r+w) c\right] \subseteq d A \tag{3}
\end{equation*}
$$

Noting that

$$
\begin{aligned}
r c+d-v-(w+r) & \geq r c+d-3 r \\
& =(r c+2 d-6 r+3)-2 d+6 r-3+d-3 r \\
& =N_{1}-d+3 r-3 \\
& =N_{1}+r b-r b-d+3 r-3 \\
& =N_{1}+r b-c-1,
\end{aligned}
$$

we see that

$$
v b+(w+r) c+d-v-(w+r) \geq N_{1}+(r+v) b+(w-1) c-1 .
$$

This implies that

$$
\begin{equation*}
\left[v b+(r+w) c, N_{1}+(v+r) b+(w-1) c\right] \subseteq d A \tag{4}
\end{equation*}
$$

It follows from (3) and (4) that

$$
\begin{equation*}
\left[N_{1}+(v-1) b+w c, N_{1}+(v+r) b+(w-1) c\right] \subseteq d A . \tag{5}
\end{equation*}
$$

Since

$$
r b-c+d-v-w+1-r \geq r b-c+d-3 r+1=-1,
$$

we see that

$$
N_{1}+(r+v) b+(w-1) c+d-(r+v)-(w-1) \geq N_{1}+v b+w c-1,
$$

which implies that

$$
\left[N_{1}+(r+v) b+(w-1) c, N_{1}+v b+w c\right) \subseteq d A
$$

It therefore follows from (5) that

$$
\left[N_{1}+(v-1) b+w c, N_{1}+v b+w c\right] \subseteq d A
$$

Hence the arbitrariness of $v: 1 \leq v \leq r$ implies that

$$
\begin{equation*}
\left[N_{1}+w c, N_{1}+r b+w c\right] \subseteq d A \tag{6}
\end{equation*}
$$

Noting that, for $d \geq 4$,

$$
\begin{aligned}
r b+d-w-r+1 & \geq r b+d-r-r \\
& =c+r-1 \geq c
\end{aligned}
$$

we see that

$$
N_{1}+r b+w c+d-r-w \geq N_{1}+(w+1) c,
$$

which implies that

$$
\begin{equation*}
\left[N_{1}+r b+w c, N_{1}+(w+1) c\right] \subseteq d A \tag{7}
\end{equation*}
$$

From (6) and (7), we have

$$
\left[N_{1}+w c, N_{1}+(w+1) c\right) \subseteq d A
$$

Again by the arbitrariness of $w: 1 \leq w \leq r$, we see that

$$
\left[N_{1}+c, N_{1}+(r+1) c\right) \subseteq d A
$$

When $d \geq 27$,

$$
\begin{aligned}
(r+1) c+d-(r+1) & =r c+c+d-(r+1) \\
& =N_{1}-2 d+6 r-3+c+d-(r+1) \\
& =N_{1}+c-1+5 r-d-3 \\
& >N_{1}+c-1+5\left\lfloor\frac{d}{4}\right\rfloor-d-3 \\
& \geq N_{1}+c-1
\end{aligned}
$$

Therefore $\left[N_{1}+c, 2 N_{1}+c\right] \subseteq d A$. This means that $d A=\mathbf{Z} /\left(N_{1}\right)$.
Finally, we show that

$$
N_{1} \geq \frac{1}{16} d^{3}+\frac{3}{8} d^{2}+O(d)
$$

In fact,

$$
\begin{aligned}
N_{1} & =r c+2 d-6 r+3 \\
& =r^{2} b+r d-3 r^{2}+2 r+2 d-6 r+3 \\
& =r^{2}(3 d-8 r+2)+r(d-4)+2 d+3 .
\end{aligned}
$$

Since $r=\lfloor d / 4\rfloor$, we now divide into four cases according to $d=4 r, 4 r+1,4 r+2$, or $4 r+3$. By substituting $r$ in terms of $d$ in all four cases, we have
(a) $N_{1}=\frac{1}{16} d^{3}+\frac{3}{8} d^{2}+d+3$, if $d=4 r$,
(b) $N_{1}=\frac{1}{16} d^{3}+\frac{3}{8} d^{2}+\frac{5}{16} d+\frac{17}{14}$, if $d=4 r+1$,
(c) $N_{1}=\frac{1}{16} d^{3}+\frac{3}{8} d^{2}-\frac{3}{4} d+\frac{13}{2}$, if $d=4 r+2$,
(d) $N_{1}=\frac{1}{16} d^{3}+\frac{3}{8} d^{2}-\frac{25}{16} d+\frac{21}{2}$ if $d=4 r+3$.

In any case, we have $N_{1}=\frac{1}{16} d^{3}+\frac{3}{8} d^{2}+O(d)$. Hence

$$
N(d, 3) \geq \frac{1}{16} d^{3}+\frac{3}{8} d^{2}+O(d)
$$

This completes the proof of Theorem 2.
Actual calculation gives the value $N(d, 3)$ for each $d: 2 \leq d \leq 15$ and the set $A$ for which $N(d, A)$ achieves the maximum $N(d, 3)$. These are listed in Table 1.

Suppose that $A=\{1, b, c\}$ is such that $d(G(N(d, 3), A) \leq d$. We consider the first "quadrant" in the three-dimensional Euclidean space $x \geq 0, y \geq 0$, and $z \geq 0$. Let $r \geq$ 0 be an integer. Define

$$
S_{r}^{(3)}=\{(x, y, z) \mid x, y, z \geq 0 \text { integers, and } x+y+z=r\} .
$$

In [13] Wong and Coppersmith showed how to visit the lattice points in

$$
S_{0}^{(3)} \cup S_{1}^{(3)} \cup S_{2}^{(3)} \cup \cdots
$$

For a given $N, S_{r}^{(3)}$ is visited in the order of $r=0,1,2, \ldots$ Within each $S_{r}^{(3)}$, the visitation order $O_{r}^{(3)}$ is defined recursively as follows:
(i) Let $U_{i}$ be the set of points in $S_{r}^{(3)}$ with the third component equal to $i$. They will be visited in the order $i=0,1,2, \ldots$;
(ii) In $U_{i}$, regard the first two components of each point as a point in $S_{r-i}^{(2)}$. Hence $U_{i}$ can be identified with $S_{r-i}^{(2)}$. Visit $U_{i}$ in the order $O_{r-i}^{(2)}$;
(iii) $O_{r}^{(2)}$ is defined as: first, visit $(r, 0)$, then $(r-1,1),(r-2,2), \ldots,(0, r)$.

Table 1
Exact values of $N(d, k)$ with a corresponding $A$.

| $d$ | $N(d, 3)$ | $A$ | $d$ | $N(d, 3)$ | $A$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 9 | $\{1,3,4\}$ | 9 | 138 | $\{1,11,78\}$ |
| 3 | 16 | $\{1,4,5\}$ | 10 | 176 | $\{1,17,56\}$ |
| 4 | 27 | $\{1,4,17\}$ | 11 | 217 | $\{1,13,119\}$ |
| 5 | 40 | $\{1,6,15\}$ | 12 | 273 | $\{1,14,153\}$ |
| 6 | 57 | $\{1,13,33\}$ | 13 | 340 | $\{1,90,191\}$ |
| 7 | 78 | $\{1,6,49\}$ | 14 | 395 | $\{1,35,271\}$ |
| 8 | 111 | $\{1,31,69\}$ | 15 | 462 | $\{1,29,97\}$ |

Now we use the visitation order $O_{r}^{(3)}$ to fill the lattice point ( $x, y, z$ ) in $S_{r}^{(3)}$ of the Euclidean plane with an integer $n \in[0, N)$ if $x \cdot 1+y \cdot b+z \cdot c \equiv n(\bmod N)$. We start from $S_{0}^{(3)}$ then the lattice points on the plane $S_{1}^{(3)}$ using $O_{1}^{(3)}$, and then the plane $S_{2}^{(3)}$ using $O_{2}^{(3)}$, and so on. At each lattice point $(x, y, z)$, if the resulting value $n$ has not appeared before, we write it down. Otherwise, we leave it blank. This process ends when all values of $n$ in $[0, N-1]$ have been used. We have the following lemma.

Lemma 2. The filled pattern is always of the form shown in Fig. 2.
Proof. We note that, in the above construction, if the lattice point $\left(x_{1}, y_{1}, z_{1}\right)$ is blank, then all lattice points ( $x, y, z$ ) with $x \geq x_{1}, y \geq y_{1}, z \geq z_{1}$ will also be blank. For example, suppose that the lattice point ( $x_{1}, y_{1}, z_{1}$ ) represents the value $t: 0 \leq t \leq N-$ 1 , which has appeared before at lattice point $\left(x_{0}, y_{0}, z_{0}\right)$ with $x_{0}+y_{0}+z_{0} \leq x_{1}+y_{1}+$ $z_{1}$. That is, we have

$$
t \equiv x_{1} \cdot 1+y_{1} \cdot b+z_{1} \cdot c \equiv x_{0} \cdot 1+y_{0} \cdot b+z_{0} \cdot c \quad(\bmod N)
$$

Then the value $t+1=\left(x_{1}+1\right) \cdot 1+y_{1} \cdot b+z_{1} \cdot c$ at $\left(x_{1}+1, y_{1}, z_{1}\right)$ must have appeared at $\left(x_{0}+1, y_{0}, z_{0}\right)$, which is visited before because

$$
\begin{aligned}
t+1 & \equiv\left(x_{1}+1\right) \cdot 1+y_{1} \cdot b+z_{1} \cdot c \\
& \equiv\left(x_{0}+1\right) \cdot 1+y_{0} \cdot b+z_{0} \cdot c \quad(\bmod N)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(x_{0}+1\right)+y_{0}+z_{0} & =\left(x_{0}+y_{0}+z_{0}\right)+1 \\
& \leq\left(x_{1}+y_{1}+z_{1}\right)+1=\left(x_{1}+1\right)+y_{1}+z_{1} .
\end{aligned}
$$

Hence $\left(x_{1}+1, y_{1}, z_{1}\right)$ is blank. Let $(x, y, z)$ be a point that is blank after the visitation. $(x, y, z)$ is called an $x$-point if it is not on the $x$-axis, and both $(x, y-1, z)$ and $(x, y, z-1)$ are in the pattern. $(x, y, z)$ is called an $x y$-point if it is not on the $x y$ plane, and $(x, y, z-1)$ is in the pattern. Similarly, we may define $y-, z-, y z$-, and $x z$ points.

Let $(x, y, z)$ be an $x y$-point. Suppose that $(x, y, z)$ represents the same value $n$ as a previously visited point ( $x_{1}, y_{1}, z_{1}$ ) inside the pattern, i.e.,

$$
\begin{equation*}
n=x \cdot 1+y \cdot b+z \cdot c \equiv x_{1} \cdot 1+y_{1} \cdot b+z_{1} \cdot c \quad(\bmod N) \tag{8}
\end{equation*}
$$

where $x_{1}, y_{1}, z_{1} \geq 0$ and $x_{1}+y_{1}+z_{1} \leq x+y+z$. We now show that $\left(x_{1}, y_{1}, z_{1}\right)$ is on the $x y$-plane, i.e., $z_{1}=0$. Otherwise, we consider the point ( $x_{1}, y_{1}, z_{1}-1$ ), which is a point in the pattern. It follows from (8) that

$$
\begin{aligned}
x \cdot 1+y \cdot b+(z-1) \cdot c & \equiv x_{1} \cdot 1+y_{1} \cdot b+\left(z_{1}-1\right) \cdot c \\
& \equiv n-c \quad(\bmod N)
\end{aligned}
$$

Therefore, $(x, y, z-1)$ represents the same value $n-c$ as the point $\left(x_{1}, y_{1}, z_{1}-\right.$ 1). However, $\left(x_{1}, y_{1}, z_{1}-1\right)$ was visited before $(x, y, z-1)$; we see that ( $x, y, z-1$ ) is not in the pattern. This contradicts the fact that $(x, y, z)$ is an $x y$-point. Therefore, ( $x, y, z$ ) represents the same value as a previously visited point on the $x y$-plane. Similarly, we can prove that each $y z$-point (respectively, $x z$-point) represents the same value as a previously visited point in the pattern on the $y z$-plane (respectively, $x z$-plane). It is clear that each $x$-point is both an $x y$-point and $x z$-points. Therefore, each $x$-point represents the same value as a previously visited point in the pattern on the $x$-axis. Similarly, each $y$-point (respectively, $z$-point) represents the same value as a previously visited point in the pattern on the $y$-axis ( $z$-axis). Let $(x, y, z)$ be a lattice point not in the pattern but
at the corner bounded by three pairwise perpendicular planes, none of which is a coordinate plane. It is clear that this lattice point is an $x$-point, a $y$-point, and a $z$-point simultaneously. Therefore, it represents the same value as a previously visited point in the pattern that is on all three axes. Hence it represents 0 . This implies that the resulting pattern has at most one such corner. Figure 3 presents such a "general" pattern.

The proof of the lemma is complete.
Now we are ready to prove the following theorem, which gives an upper bound for $N(d, 3)$.

THEOREM 3. Let $d \geq 1$ be any integer. Then we have

$$
N(d, 3) \leq \frac{1}{14-3 \sqrt{3}}(d+3)^{3}
$$

Proof. Let $D=D(\alpha)$ be the solid in the three-dimensional Euclidean space (see Fig. 4) bounded by

$$
\begin{aligned}
& 0 \leq x+y \leq \alpha, \\
& 0 \leq y+z \leq \alpha, \\
& 0 \leq z+x \leq \alpha .
\end{aligned}
$$

The solid $D^{*}$ consisting of all lattice points in

$$
S_{0}^{(3)} \cup S_{1}^{(3)} \cup \cdots \cup S_{\alpha}^{(3)}
$$

is contained in $D$. In fact, $D^{*}$ is bounded by the planes

$$
x=0, \quad y=0, \quad z=0, \quad \text { and } \quad x+y+z \leq \alpha .
$$

Let $D+(u, u, u)$ be the solid consisting of all points $(x, y, z)=\left(x^{\prime}+u, y^{\prime}+u\right.$, $\left.z^{\prime}+u\right)$, where $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ is a point in $D$. More specifically, $D+(u, u, u)$ is the solid


FIG. 3. The "general" filled pattern in the three-dimensional case.


Fig. 4. The solid $D_{1}=D \backslash(D+(u, u, u))$.
that is isomorphic to $D$, but the origin is $(u, u, u)$ instead of $(0,0,0)$. Let $D_{1}=D \backslash$ $(D+(u, u, u))$. It follows from Lemma 2 that, if a lattice point $\left(x_{0}, y_{0}, z_{0}\right)$ is blank after the visitation, then all lattice points ( $x, y, z$ ) with $x \geq x_{0}, y \geq y_{0}$, and $z \geq z_{0}$ are also blank. In other words, if $\left(x_{0}, y_{0}, z_{0}\right)$ is blank, then all the lattice points in the solid $D+$ $\left(x_{0}, y_{0}, z_{0}\right)$ are also blank. Hence the best possible filled pattern resulting from the construction is contained in the solid $D_{1}$ for some $u$. It is clear that $\left(\frac{\alpha}{2}, \frac{\alpha}{2}, \frac{\alpha}{2}\right)$ is the only vertex of $D=D(\alpha)$ not on any of the coordinate planes. It is also the corresponding vertex of $D \cap(D+(u, u, u))$ since these two solids are similar. We may setup a coordinate system according to $D+(u, u, u)$, which has the origin $(u, u, u)$. Suppose that the vertex $\left(\frac{\alpha}{2}, \frac{\alpha}{2}, \frac{\alpha}{2}\right)$ has a new coordinate $\left(\frac{\beta}{2}, \frac{\beta}{2}, \frac{\beta}{2}\right)$ in $D+(u, u, u)$ with respect to its new coordinate system. Then $\frac{\alpha}{2}-u=\frac{\beta}{2}$, i.e., $\beta=\alpha-2 u$. It is easy to see that the volume $V(D)$ of $D$ is

$$
V(D)=\frac{\alpha^{3}}{4}
$$

Let $L(D)$ denote the number of lattice points contained in $D$. Then

$$
\frac{\alpha^{3}}{4} \leq L(D) \leq \frac{(\alpha+2)^{3}}{4}
$$

Therefore, the number of lattice points in $D_{1}$ is at most

$$
\frac{(\alpha+2)^{3}}{4}-\frac{\beta^{3}}{4}=\frac{(\alpha+2)^{3}}{4}-\frac{(\alpha-2 u)^{3}}{4} .
$$

The number of steps to reach other lattice points in $D_{1}$ from $(0,0,0)$ is at most $3 u+$ $\alpha-2 u=u+\alpha$. If $d$ is the diameter of $G(N(d, 3), A)$, then $u+\alpha \leq d$, i.e., $u \leq$ $d-\alpha$. Hence

$$
\begin{equation*}
L\left(D_{1}\right) \leq \frac{(\alpha+2)^{3}}{4}-\frac{(3 \alpha-2 d)^{3}}{4} \tag{9}
\end{equation*}
$$

Denote by $f(\alpha)$ the function of $\alpha$ on the right-hand side of (9). It is easy to see that $f(\alpha)$ reaches its minimum when

$$
\alpha=\frac{2+2 \sqrt{3 d}}{3 \sqrt{3}-1} .
$$

It therefore follows from (9) that

$$
\begin{aligned}
N(d, 3) & \leq L\left(D_{1}\right) \leq f\left(\frac{2+2 \sqrt{3} d}{3 \sqrt{3}-1}\right) \\
& =\frac{1}{4}\left(\frac{2+3 \sqrt{3} d}{3 \sqrt{3}-1}+2\right)^{3}-\frac{1}{4}\left(3 \cdot \frac{2+3 \sqrt{3} d}{3 \sqrt{3}-1}-2 d\right)^{3} \\
& =\frac{6 \sqrt{3}(d+3)^{3}}{(3 \sqrt{3}-1)^{3}}-\frac{2(d+3)^{3}}{(3 \sqrt{3}-1)^{3}} \\
& =\frac{1}{14-3 \sqrt{3}}(d+3)^{3} .
\end{aligned}
$$

This completes the proof of the theorem.
3. $N(d, k)$ and the postage stamp problem. In the previous section, we gave an exact formula for $N(d, 2)$. In addition, bounds were given to estimate $N(d, 3)$. In this section, we study $N(d, k)$ for $k \geq 4$. We also establish a striking relation between $N(d, k)$ and a problem in additive number theory.

Let $A_{k}=\left\{0<a_{1}=1<a_{2}<\cdots<a_{k}\right\}$ be a set of $k+1$ integers. $A_{k}$ is called an $h$-basis for $n$ if every integer in [ $0, n$ ] can be written as a sum of $h$ elements of $A_{k}$, repetitions being allowed, i.e., $h A_{k} \supseteq[0, n]$. Let $n\left(h, A_{k}\right)$ denote the largest $n$ for which $A_{k}$ is an $h$-basis. Let

$$
n(h, k)=\max _{A_{k}} n\left(h, A_{k}\right) .
$$

The problem of calculating $n(h, k)$ is sometime referred to as the postage stamp problem, due to a rather obvious combinatorial interpretation. It has received extensive study in additive number theory. Those interested in this problem may consult Selmer's research monograph [11].

By the definitions of $N(d, k)$ and $n(h, k)$, we have $N(d, k) \geq n(d, k)$. Therefore, any lower bound for $n(d, k)$ would be also a lower bound for $N(d, k)$. The best lower bound for $n(h, k)$ as $h$ tends to infinity is due to Mrose [9], who showed that, for $k \geq 4$,

$$
n(h, k) \geq \gamma_{k} 2^{\lfloor k / 4\rfloor}\left(\frac{h}{k}\right)^{k}+O\left(h^{k-1}\right)
$$

where $\gamma_{k}=1,1.024,1.205$, or 1.388 , accordingly as $k \equiv 0,1,2$, or $3(\bmod 4)$. Therefore, we have the following lower bound for $N(d, k)$.

Theorem 4. For $k \geq 4$,

$$
N(d, k) \geq \gamma_{k} 2^{\lfloor k / 4\rfloor}\left(\frac{d}{k}\right)^{k}+O\left(d^{k-1}\right) \quad \text { as } d \rightarrow \infty
$$

where $\gamma_{k}$ is defined as above.

In particular, we have

$$
\begin{aligned}
& N(d, 4) \geq \frac{1}{128} d^{4}+O\left(d^{3}\right), \\
& N(d, 5) \geq \frac{2.048}{5^{5}} d^{5}+O\left(d^{4}\right) .
\end{aligned}
$$

However, the lower bounds in Theorems 1 and 2 cannot be obtained in this way. In fact, Stöhr and several later writers showed that

$$
n(h, 2)=\left\lfloor\frac{h^{2}+6 h+1}{4}\right\rfloor,
$$

and Hofmeister [5], [6] showed that

$$
n(h, 3)=\frac{4}{81} h^{3}+O\left(h^{2}\right) .
$$

On the other hand, we can consider both $N(d, k)$ and $n(h, k)$ as $k$ tends to infinity for any fixed $d$ and $h$. Mrose [10] proved that

$$
n(2, k) \geq \frac{2}{7} k^{2}+O(k)
$$

and Windecker [12] proved that

$$
n(3, k)>\frac{4}{81} k^{3} \quad \text { for all } k
$$

Therefore, from the fact $N(d, k) \geq n(d, k)$, we have the following theorems.
Theorem 5. It holds that $N(2, k) \geq \frac{2}{7} k^{2}+O(k)$.
Theorem 6. It holds that $N(3, k)>\frac{4}{81} k^{3}$.
4. Minimal diameter in distributed loop networks. In $\S \S 2$ and 3 , we calculated the number $N(d, k)$. Given the degree $k$ and diameter $d$, the problem there is to find a Cayley digraph $G(N, A)$ of $\mathbf{Z} /(N)$ with a maximal order $N$ so that $|A|=k$ and the diameter of $G(N, A)$ is less than or equal to $d$. Conversely, this problem can be regarded as finding a Cayley digraph $G(N, A)$ so that the diameter $d(G(N, A))$ is equal to $d(N, k)=\min \{d(G(N, A))| | A \mid=k\}$. Although $d(N, k)$ and $N(d, k)$ were defined for any subset $A$ of $[1, N-1]$, we restrict ourselves to the case in which $A$ contains the element 1 in this paper. However, many techniques and results can be applied to the general case. It is obvious that $d(N, 1)=N-1$. For $k \geq 2$, bounds were given by Wong and Coppersmith [13] as follows:

$$
\begin{equation*}
\sqrt[k]{k!N}-\frac{k+1}{2} \leq d(N, k) \leq k \sqrt[k]{N}-k \tag{10}
\end{equation*}
$$

They also improved the lower bound in the case where $k=2$,

$$
d(N, 2) \geq\lceil\sqrt{3 N}\rceil-2
$$

Let $l b(N, 2)=\lceil\sqrt{3 N}\rceil-2$. The case where $k=2$ has received extensive study in recent years mainly because Cayley digraphs $G(N, A)$ with $|A|=2$ are natural generalization of the popular ring network $G(N, s)$. Large infinite families of $G(N, A)$ with $|A|=2$ have been constructed that have diameters equal to $l b(N, 2)$. Refer to Erdös and Hsu [3], Fiol et al. [4], Hwang and Xu [7], and the recent survey by Bermond, Comellas, and Hsu [1].

For $k=3$, inequalities in (10) lead to

$$
\sqrt[3]{6 N}-2 \leq d(N, 3) \leq 3 \sqrt[3]{N}-3
$$

Among other results, Erdös and Hsu [3] improved the upper bound to be of $2.7 \sqrt[3]{N}$. In this section, we utilize the results in $\S \S 2$ and 3 to obtain new bounds for $d(N, k)$.

In the proof of Theorem 2, we actually showed that

$$
N(d, 3) \geq \frac{1}{16} d^{3}+\frac{3}{8} d^{2}+O(d)
$$

Hence $d(N, 3) \leq \sqrt[3]{16 N}=2.5189 \sqrt[3]{N}$ for an infinite family of $N$. By Theorem 3, we have

$$
d(N, 3) \geq \sqrt[3]{14-3 \sqrt{3}} \sqrt[3]{N}-3=2.06486 \sqrt[3]{N}-3
$$

This is true for every integer $N \geq 58$. Therefore, we have the following theorem.
Theorem 7. Let $G(N, A)$ be the Cayley digraph on $\mathbf{Z} /(N)$ with $1 \in A$. Let

$$
d(N, k)=\min \{d(G(N, A)) \mid A \text { with }|A|=k\}
$$

where $d(G)$ is the diameter of the graph $G$. Then

$$
\sqrt[3]{14-3 \sqrt{3}} \sqrt[3]{N}-3 \leq d(N, 3) \leq \sqrt[3]{16} \sqrt[3]{N}
$$

where the lower bound is for all $N \geq 58$, while the upper bound is true for an infinity family of $N$.

The lower bound $\sqrt[3]{14-3 \sqrt{3}} \sqrt[3]{N}-3$ for $d(N, 3)$ in Theorem 7 is certainly much better than $\sqrt[3]{6 N}-2$. Our lower bound is sharp, as shown in Table 2.

Following Theorem 4, we have the following upper bound for $d(N, k)$ when $k \geq 4$.

Theorem 8. For $k \geq 4$ and $d(N, k)$ as defined before,

$$
d(N, k) \leq \frac{k}{\sqrt[k]{\gamma_{k} \cdot 2^{\lfloor k / 4\rfloor}}} \cdot \sqrt[k]{N}
$$

for an infinity family of integers $N$, where $\gamma_{k}=1,1.024,1.205$, or 1.388 , accordingly as $k \equiv 0,1,2$, or $3(\bmod 4)$.

We note that when $k=4$, this upper bound becomes $\sqrt[4]{128} \cdot \sqrt[4]{N}$, which is a significant improvement on the result of Wong and Coppersmith in [13].

We conclude this section by providing an example to illustrate our result. In Theorems 2 and 5, let $r=t$ and $d=4 r=4 t$. Then

$$
\begin{gathered}
N_{1}=\frac{d^{3}}{16}+\frac{3 d^{2}}{8}+d+3=4 t^{3}+6 t^{2}+4 t+3 \\
b=3 d-8 r+5=4 t+5 \\
c=r b+d-3 r+2=4 t^{2}+6 t+2
\end{gathered}
$$

Table 2 $l b(N, 3)$ and $d(N, 3)$.

| $N$ | $l b(N, 3)=\lfloor\sqrt[3]{14-3 \sqrt{3}} \sqrt[3]{N}\rfloor-3$ | $d(N, 3)$ |
| ---: | :---: | :---: |
| 78 | 6 | 7 |
| 111 | 7 | 8 |
| 138 | 8 | 9 |
| 176 | 9 | 10 |
| 217 | 10 | 11 |

Table 3
$d\left(N_{1}, A\right)$ and $d(N, 3)$.

| $d\left(N_{1}, A\right)$ | $d(N, 3)$ |
| :---: | :---: |
| $d(G(67,\{1,13,30\}))=8$ | $d(67,3)=7$ |
| $d(G(167,\{1,17,56\}))=12$ | $d(167,3)=10$ |
| $d(G(371,\{1,21,90\}))=16$ | $d(371,3)=14$ |

Let $A=\{1, b, c\}$. Then the network $G\left(N_{1}, A\right)$ has diameter $4 t$. In comparison, we list both the exact value $d(N, k)$ and the result from our construction in Table 3.
5. Concluding remarks. In this paper, we study the Cayley digraph $G(N, A)$ associated with $\mathbf{Z} /(N)$ and $A \subset[0, N-1]$. In particular, we initiate a systematic study of $N(d, k)$, which is the maximum $N$, so that there is an $A=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}, 1=a_{1}<$ $a_{2}<\cdots<a_{k}$ and that $G(N, A)$ has the diameter $d(G(N, A)) \leq d$. We have obtained exact value for $N(d, 2)$ and upper and lower bounds for $N(d, k), k \geq 3$. Using these results, we have derived new bounds for minimal diameter in the construction of distributed loop networks. An interesting relationship is established between the $N(d, k)$ problem and the postage stamp problem in additive number theory.

In our study, we restrict the subset $A$ of $[0, N-1]$ to be the one with $a_{1}=1$. The digraph $G(N, A)$ constructed having $a_{1}=1$ contains a Hamiltonian circuit. This type of Cayley digraphs ( networks) merits further study because $G(N, A)$ is a generalization of the popular ring network that has $A=\{1\}$. Mathematically, $A$ can be any subset of [ $0, N-1$ ]. Moreover, the underlining group of the Cayley digraph can be generalized to an arbitrary finite group. Jia [8] studied some related problems in the general case and proved a relation between Cayley digraphs and bases for finite groups.

It is interesting to further explore the relationship between $N(d, k)$ and $d(N, k)$. Although these two variables are inverse to each other in some sense, they do behave differently in some other manner. For example, $N(d, k)$ is a monotonically increasing function of $d$ when $k$ is fixed. However, $d(N, k)$ is a zig-zag function of $N$ and $|d(N, k)-d(N-1, k)| \leq 1$. Regarding the case where $k=3$, discussed in this paper, detailed calculation shows that $d(N, 3)=2,3,4,5,6$, and 7 when $N$ is in [5, 9], [10, 16], [17, 27], [28, 40], [41, 57], and [58, 78], respectively. When $N$ is in [79, 111], $d(N, 3)=8$, except for $N \in[105,110]$ when $d(N, 3)=9$. The same thing happens for $N$ in $[112,138]$ and $[139,176]$, where $d(N, 3)=9$ and 10 , respectively, except for $N=$ 133, 137, 172, and 174, where the diameter is one larger than the diameter of network of other orders nearby.

In the case where $k=2$, the lower bound $\lceil\sqrt{3 N}\rceil-2$ for $d(N, 2)$ obtained by Wong and Coppersmith [13] has been shown to be very closed to $d(N, 2)$ by various authors. The lower bound $l b(N, 3)$ we obtained in this paper for $d(N, 3)$ is a major improvement over $\sqrt[3]{6 N}-2$, as obtained by Wong and Coppersmith [13]. We do not know if there is an infinite family of $N$ for which $l b(N, 3)=d(N, 3)$.

Finally, we note that Theorem 3 can be generalized to the case where $N(d, k), k \geq 4$. This will provide the following lower bound for $N(d, k)$ in the case where $k=4$ :

$$
N(d, 4) \geq \frac{1}{125} d^{4}+O\left(d^{3}\right)
$$

which is slightly stronger than the lower bound obtained by using Mrose's result concerning the postage stamp problem.
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#### Abstract

An on-line vertex coloring algorithm receives the vertices of a graph in some externally determined order, and, whenever a new vertex is presented, the algorithm also learns to which of the previously presented vertices the new vertex is adjacent. As each vertex is received, the algorithm must make an irrevocable choice of a color to assign the new vertex, and it makes this choice without knowledge of future vertices. A class of graphs $\Gamma$ is said to be on-line $\chi$-bounded if there exists an on-line algorithm $A$ and a function $f$ such that $A$ uses at most $f(\omega(G))$ colors to properly color any graph $G$ in $\Gamma$. If $H$ is a graph, let $\operatorname{Forb}(H)$ denote the class of graphs that do not induce $H$. The goal of this paper is to establish that $\operatorname{Forb}(T)$ is on-line $\chi$-bounded for every radius- 2 tree $T$. As a corollary, the authors answer a question of Schmerl's; the authors show that every recursive cocomparability graph can be recursively colored with a number of colors that depends only on its clique number.
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1. Introduction. The main result of this article can be formulated in terms of recursive function theory or on-line algorithms. Since the on-line formulation gives a slightly stronger statement and is more universally accessible, we adopt it. However, since the roots of the subject lie in recursive graph theory, we begin with a brief summary of results in this area. A recursive graph is a countable graph $G=(V, E)$ such that there exist algorithms (Turing machines) for computing the characteristic functions of $V$ and $E$. A recursive graph is highly recursive if each vertex has finite degree and there exists an algorithm for calculating the degree of each vertex. A graph is recursively $k$-colorable if there exists an algorithm that computes a proper $k$-coloring of the vertices of the graph. The recursive chromatic number of a graph is the least $k$ such that the graph is recursively $k$-colorable. During the 1970s, several authors, including Manaster and Rosenstein [MR] and Bean, Schmerl, and Kierstead studied the recursive chromatic number of various classes of graphs. For example, Bean [B] proved that every planar highly recursive graph has recursive chromatic number at most 6 . Schmerl [S1] showed that every highly recursive $k$-colorable graph can be recursively $2 k$-1-colored, and, in general, this is best possible. He also proved [S2] that Brooks's bound on the chromatic number of a graph also holds for the recursive chromatic number of a highly recursive graph. Kierstead [K2] proved that the recursive chromatic number of a highly recursive perfect graph was, at most, 1 more than its chromatic number and that the recursive edge chromatic number of a highly recursive graph was, at most, 1 more than its edge chromatic number.

While there were many positive results for highly recursive graphs, the results for recursive graphs were almost always negative, unless the class of graphs under consideration had bounded degree. For example, Bean [B] showed that there are recursive forests whose recursive chromatic number is infinite. However, Kierstead [K1] did give a positive result for a similar problem. He answered a question of Schmerl, by showing that every recursive ordered set with width $w$ could be partitioned into at most $\left(5^{w}-1\right) / 4$ recursive chains. From a purely graph theoretical point of view, partitioning

[^7]an ordered set of width $w$ into $\theta$ chains is equivalent to partitioning a comparability graph with independence number $w$ into $\theta$ complete subgraphs, which, in turn, is equivalent to properly coloring a cocomparability graph with clique number $w$ using $\theta$ colors. However, Kierstead's algorithm made explicit use of the orientation of the recursive ordered set. These considerations led Schmerl to ask whether there exists a function $f(w)$ such that every recursive comparability graph with independence number $w$ can be partitioned into $f(w)$ recursive cliques. Kierstead and Trotter [KT1] showed that this was true for comparability graphs of interval orders.

Now we consider Schmerl's question from the point of view of on-line algorithms. An on-line graph is a structure $G^{<}=(V, E,<)$, where $G=(V, E)$ is a graph, $V$ is finite or countably infinite, and $<$ is a linear ordering of $V$. (If $V$ is infinite, then $<$ has the order type of the natural numbers.) We call $G^{<}$an on-line presentation of the graph $G$. The on-line subgraph of $G^{<}$induced by a subset $X \subset V$ is the on-line graph $G^{<}[X]=$ ( $X, E^{\prime},<^{\prime}$ ), where $E^{\prime}$ is the set of edges in $E$ both of whose endpoints are in $X$ and $<^{\prime}$ is < restricted to $X$. Let $V_{i}=\left\{x_{1}, \ldots, x_{i}\right\}$ denote the first $i$ vertices of $V$ in the linear order < and set $G_{i}^{<}=G^{<}\left[V_{i}\right]$. More generally, we refer to on-line structures $S^{<}$, where $S$ is some structure such as an ordered set or partitioned graph. An algorithm for coloring the vertices of an on-line graph $G^{<}$(or, more generally, calculating some function on the universe of an on-line structure) is said to be on-line if the color of a vertex $x_{i}$ is determined solely by $G_{i}^{<}$. Intuitively, the algorithm colors the vertices of $G^{<}$one at a time in some externally determined order $x_{1}, \ldots, x_{n}$, and, at the time a color is irrevocably assigned to the vertex $x_{i}$, the algorithm can only see $G_{i}^{<}$. A simple but important example of an on-line algorithm is the algorithm First-Fit, denoted by FF, which colors the vertices of $G$ with an initial sequence of the colors $\{1,2, \ldots\}$ by assigning to the vertex $x_{i}$ the least possible color not already assigned to any vertex $x \in V_{i-1}$ such that $x$ is adjacent to $x_{i}$.

Usually, an algorithm for recursively coloring recursive graphs results in an on-line algorithm, while more specialized algorithms for coloring highly recursive graphs do not. The reason for this is that algorithms for coloring highly recursive graphs can learn about the neighbors of a vertex, or the neighbors of the neighbors of a vertex, and so forth, before coloring the vertex. An on-line algorithm for coloring graphs always produces an algorithm for coloring recursive graphs. In this vein, the proof of Kierstead's recursive chain covering theorem actually yields the following slightly stronger statement.

Theorem 1.1. There exists an on-line algorithm A that will partition any on-line ordered set $P^{<}$into $\left(5^{w}-1\right) / 4$ chains.

Similarly, Bean's example of a forest with infinite recursive chromatic number produces an on-line tree that cannot be finitely colored by any on-line algorithm.

Schmerl's question proves to be a special case of a more general problem. Before continuing, we introduce some terminology and graph theoretical results. The clique size and chromatic number of a graph $G$ are denoted by $\omega(G)$ and $\chi(G)$, respectively. Let $A$ be an on-line graph coloring algorithm. Then $\chi_{A}\left(G^{<}\right)$denotes the number of colors $A$ uses to color the on-line graph $G^{<}$, and $\chi_{A}(G)$ denotes the maximum of $\chi_{A}\left(G^{<}\right)$over all on-line presentations $G^{<}$of $G$. A class of graphs $\Gamma$ is said to be $\chi$-bounded if there exists a function $f$ such that, for all $G \in \Gamma, \chi(G) \leq f(\omega(G))$. Easy examples of $\chi$-bounded classes include the class of perfect graphs (which include cocomparability graphs), the class of line graphs, and, more generally, the class of claw-free graphs. Similarly, for an on-line algorithm $A$, the class $\Gamma$ is $\chi_{A}$-bounded if there exists a function $f$ such that, for all $G \in \Gamma, \chi_{A}(G) \leq f(\omega(G))$. The class $\Gamma$ is on-line $\chi$-bounded if $\Gamma$ is $\chi_{A}$-bounded for some on-line algorithm $A$. The class of perfect graphs is not on-line $\chi$-bounded. In fact, the subclass of trees is not even on-line $\chi$-bounded as we noted above. However, the
class of claw-free graphs is on-line $\chi$-bounded. We now rephrase Schmerl's question in these terms.

Question 1.2. Is the class of cocomparability graphs on-line $\chi$-bounded?
A graph $H=(X, F)$ is an induced subgraph of a graph $G=(V, E)$ if and only if (1) $X \subset V$, and (2) for all vertices $x, y \in X, x y \in F$ if and only if $x y \in E$. For a graph $H$, let $\operatorname{Forb}(H)$ be the class of graphs $G$ such that $H$ is not isomorphic to an induced subgraph of $G$. In the mid-1970s, Gyárfás [G1] and Sumner [Su] independently formulated the following conjecture.

Conjecture 1.3. For any tree $T$, the class of graphs $\operatorname{Forb}(T)$ is $\chi$-bounded.
Several comments about this conjecture are in order. First, it is easy to show (see [G1] or [Su]) that, if $\chi(G)=k$, then $G$ contains every tree $T$ on $k$ vertices as a subgraph, but not necessarily as an induced subgraph. Second, if $\operatorname{Forb}(H)$ is $\chi$-bounded, then $H$ is acyclic. This follows immediately from a result of Erdös and Hajnal [EH] that, for every positive integer $i>2$, there exists a graph $G_{i}$ such that both the girth and chromatic number of $G_{i}$ are at least $i$. Such graphs have clique number 2 and do not contain any graph that contains a cycle of length $i$. Finally, if $F$ is a forest, $\operatorname{Forb}(F)$ is $\chi$-bounded if and only if, for each of the connected components $T_{i}$ of $F$, the class Forb $\left(T_{i}\right)$ is $\chi$ bounded. Thus, if the conjecture is true, its proof yields a characterization of those graphs $H$ such that $\operatorname{Forb}(H)$ is $\chi$-bounded.

Rödl proved a weaker version of the conjecture. He showed [KR] that, for every tree $T$ and complete bipartite graph $K_{t, t}$, the class $\operatorname{Forb}(T) \cap \operatorname{Forb}\left(K_{t, t}\right)$ is on-line $\chi$ bounded. Gyárfás [G2] showed that the conjecture is true when $T$ is any path. Gyárfás, Szemerédi, and Tuza [GST] verified the conjecture for triangle-free graphs in Forb ( $T$ ), when $T$ is any radius- 2 tree, and Kierstead and Penrice [KP1] extended this result by showing that $\operatorname{Forb}(T)$ is $\chi$-bounded whenever $T$ has radius 2 . The latter two results use Rödl's theorem. We need the following strengthening of Rödl's result due to Kierstead and Penrice [KP1].

THEOREM 1.4. For every tree $T$ and complete bipartite graph $K_{t, t}, \operatorname{Forb}(T) \cap$ $\operatorname{Forb}\left(K_{t, t}\right)$ is $\chi_{\mathrm{FF}}$-bounded.

An old result of Chvátal [C] shows that $\operatorname{Forb}\left(P_{4}\right)$ is $\psi_{\mathrm{FF}}$-bounded, where $P_{n}$ is a path on $n$ vertices. Gyárfás and Lehel [GL3] made an exciting and unexpected breakthrough when they extended this result by proving that $\operatorname{Forb}\left(P_{5}\right)$ is on-line $\chi$-bounded. They also showed that $\operatorname{Forb}\left(P_{6}\right)$ is not on-line $\chi$-bounded. Thus, if $\operatorname{Forb}(T)$ is on-line $\chi$-bounded for some tree $T$, then $T$ has radius at most 2 . The central result of this article is that this condition is not only necessary, but is also sufficient.

Theorem 1.5. For every tree $T$, the class $\operatorname{Forb}(T)$ is on-line $\chi$-bounded if and only if $T$ is a radius- 2 tree.

We are indebted to Gyárfás for reminding us that, as a consequence of Gallai's characterization of comparability graphs [Ga], cocomparability graphs do not induce the radius- 2 tree obtained by subdividing each edge of $K_{1,3}$ (see Fig. 1.1). Of course, this is part of the easy direction of Gallai's characterization and can be readily verified from scratch. Thus, as an immediate corollary, we obtain the following answer to Schmerl's question.

Corollary 1.6. The class of cocomparability graphs is on-line $\chi$-bounded.
This paper is organized as follows. In the remainder of this section, we state some preliminary results and review our notation and terminology. In §2 we give an overview of the off-line proof and the problems we must deal with to create an on-line algorithm. In $\S \S 4$ and 5 we develop some purely combinatorial lemmas needed to verify the correctness of the main algorithm. In $\S 5$ we also present a key on-line subroutine and in $\S 6$


Fig. 1.1.
we give the proof of Theorem 1.5, after giving a more technical reformulation of it as Theorem 6.1.

We use the following easy lemma, which follows, for example, from Turan's theorem.
Lemma 1.7. Let D be a directed graph, where $\Delta^{\text {out }}$ denotes the maximum outdegree of $D$ and where $\nu$ and $\varepsilon$ denote the number of vertices and edges of $D$, respectively. Then $D$ contains an independent set of size at least $\nu /\left(2 \Delta^{\text {out }}+1\right)$.

Let $R[a, b]$ denote the Ramsey function with the property that every graph on $R[a, b]$ vertices contains an independent set of size $a$ or a complete subgraph of size $b$.

Let $T_{a, b}$ be the radius- 2 tree whose root $r$ is adjacent to $a$ level-1 vertices $x_{1}, \ldots$, $x_{a}$, and each level-1 vertex $x_{i}$ is adjacent to $b$ leaves $y_{i, 1}, \ldots, y_{i, b}$. We call the set $\left\{y_{i, 1}, \ldots, y_{i, b}\right\}$ a level-2 group. We abbreviate $T_{k, k}$ by $T_{k}$. The complete $s$-partite graph with $w$ vertices in each part is denoted by $K_{w}^{s}$.

If two vertices $x$ and $y$ are adjacent, we write $x \sim y$. If $X$ and $Y$ are sets of vertices such that every vertex in $X$ is adjacent to every vertex in $Y$, then we write $X \sim Y$. We denote the neighborhood of a vertex $x$ by $N(x)=\{y: x \sim y\}$.
2. Overview. In this section, we give an overview of the proof of the off-line version of our main theorem and the additional problems that must be solved to prove the online theorem. This section also serves as a guide to reading the rest of the paper. We begin by noting that, if $T^{\prime}$ is a subtree of the tree $T$, then $\operatorname{Forb}\left(T^{\prime}\right) \subset \operatorname{Forb}(T)$, and thus $\operatorname{Forb}\left(T^{\prime}\right)$ is on-line $\chi$-bounded if $\operatorname{Forb}(T)$ is. Thus it suffices to prove that, for all $k$, $\operatorname{Forb}\left(T_{k}\right)$ is on-line $\chi$-bounded. In $\S 3$, two elementary combinatorial lemmas on trees are presented, which simplify the remaining arguments. In particular, quasiinduced trees are defined, and it is shown that it suffices to prove that the smaller class $q \operatorname{Forb}\left(T_{k}\right)$ of graphs that do not contain a quasi-induced $T_{k}$ is on-line $\chi$-bounded.

The central idea in both the on-line and off-line proofs is the notion of $s$-templates and their use to partition the graph so that the vertices can be properly colored in terms of local and global colors. Roughly, an $s$-template is a complete $s$-partite graph with a very large number of vertices in each part. The exact definition of its part size depends on $t=\omega(G)$ and $s$. However, there will be an absolute upper bound on part size in terms of $t$. At a given stage of a double induction on $t$ and $s$, we assume the following for some bound $c$ depending on $s$ and $t$ :
(1) If $H$ is a graph on $q \operatorname{Forb}\left(T_{k}\right)$ such that either (a) $\omega(H)<t$ or (b) $\omega(H)=t$ and $H$ does not contain an induced $s$-template, then $\chi(H) \leq c$.

It is easy to partition the vertices of $G$ as $\left(X, B_{1}, O_{1}, B_{2}, O_{2}, \ldots, B_{n}, O_{n}\right)$ so that, for $1 \leq i<j \leq n$, the following assumption holds:
(2) (a) $B_{i}$ is an $s$-template,
(b) Each vertex in $O_{i}$ is adjacent to at least $k$ vertices in some part of $B_{i}$,
(c) No vertex in $B_{j}$ is adjacent to $k$ or more vertices in any part of $B_{i}$,
(d) $X$ does not contain an $s$-template.

By part (b) of assumption (1), we can color $X$ with $c$ colors. Using a different disjoint set of $c\left|B_{i}\right|$ colors, we can, by part (a), color each $O_{i}$ with $c\left|B_{i}\right|$ colors so that all vertices of $O_{i}$ that receive the same color have a common neighbor in $B_{i}$. However, two adjacent vertices, one in $O_{i}$ and the other in $O_{j}$ with $i \neq j$, may receive the same color. Finally, using a third disjoint set of $\left|B_{i}\right|$ colors, we can color each $B_{i}$ so that each vertex of $B_{i}$ receives a distinct color. Again, two adjacent vertices, one in $B_{i}$ and the other in $B_{j}$ with $i \neq j$, may receive the same color. Call these colors local colors and let $\langle\alpha\rangle$ denote the set of vertices with local color $\alpha$.

It remains to show that we can color each local color class $\langle\alpha\rangle$ with a bounded number of colors. Before describing this coloring, we must mention one technical complication. A point $x$ is said to be an extra point for an $s$-template $B_{i}$ if, roughly, $x$ is adjacent to almost every vertex in every part of $B_{i}$. Extra points will create all sorts of minor problems, which require special attention. Fortunately, if any template has too many extra points, we will be able to start over using an algorithm based on ( $s+1$ )templates. For the rest of this informal discussion, we ignore the possibility of extra points. With this sluff, we can give a simple statement of the following crucial properties of our partition. In $\S 4$ these properties are stated in full technical detail and proved.
(3) There exists a constant $d$ such that, for any vertex $x$, local color $\alpha$, and integer $i<n$,
(a) $\mid\left\{j: x \sim y\right.$, for some $\left.y \in B_{j}\right\} \mid \leq d$,
(b) $\mid\left\{j: x\right.$ is adjacent to at least $k$ vertices in $\left.O_{j} \cap\langle\alpha\rangle\right\} \mid \leq d$,
(c) $\mid\left\{j\right.$ : for some $x \in O_{i} \cap\langle\alpha\rangle, x$ is adjacent to at least $k$ vertices in $O_{j} \cap$ $\langle\alpha\rangle\} \mid \leq d$.
Properties (a)-(c) in the above assumption allow us to color each $\langle\alpha\rangle$ with a bounded number of colors as follows. If $\alpha$ is a local color that is used on a vertex in some $B_{i}$, then $\alpha$ is used on exactly one vertex of each $B_{j}$. Thus, by part (a), the degree of $\langle\alpha\rangle$ is bounded by $d$, and so $\langle\alpha\rangle$ can be $d+1$ colored. Suppose that $\alpha$ is a local color that is used on a vertex of $O_{i}$. We define a directed auxiliary graph $G^{\prime}$ on the vertices $\{1, \ldots, n\}$ by $i \rightarrow$ $j$ if and only if there exists a vertex $x \in O_{i} \cap\langle\alpha\rangle$ such that $x$ is adjacent to at least $k$ vertices of $O_{j} \cap\langle\alpha\rangle$. By part (c), $G^{\prime}$ has outdegree at most $d$ and thus can be colored with at most $2 d+1$ colors. We assign each vertex $x \in\langle\alpha\rangle$ a two-coordinate global color. The first coordinate is the color of $i$ in $G^{\prime}$, if $x \in O_{i}$. Now let $\langle\alpha, \beta\rangle$ be the subset of $\langle\alpha\rangle$ of vertices whose global color has first coordinate $\beta$. By (a) and (b), the degree of $\langle\alpha, \beta\rangle$ is less than $d^{2}$, and thus $\langle\alpha, \beta\rangle$ can be colored with $d^{2}$ colors. We have thus properly colored $G$ with a bounded number of colors.

Next, we consider the problems involved in implementing the above proof on-line. The major problem is that we cannot calculate the partition of $G$ into ( $X, B_{1}, O_{1}, B_{2}$, $O_{2}, \ldots, B_{n}, O_{n}$ ) on-line. When a vertex $x$ is presented, it may appear to belong to the first part $X$ of the partition, but later we may learn that it must be assigned to some $B_{i}$ or $O_{i}$. Without being able to properly assign $x$ to a part of the partition, we have no basis for coloring $x$. Now suppose that we are very fortunate and that whenever a new vertex $x$ is presented we correctly guess its proper position in the partition. There is still a minor problem. Suppose that $x$ is correctly assigned to $O_{i}$. Then $x$ is given a global color, which is based in part on the auxiliary graph $G^{\prime}$. However, the presentation of $x$ may cause an edge from $i$ to $j$ to appear in $G^{\prime}$, when previously we had assigned $i$ and $j$ the same color. This problem is solved in $\S 5$, where the definition of the auxiliary graph is slightly modified to facilitate dealing with the extra points. In particular, the auxiliary graph will not be directed.

To handle the more serious problem, our on-line algorithm will maintain a partition of $G$ into $P=\left(X, B_{1}, O_{1}, B_{2}, O_{2}, \ldots\right)$, which approximates the desired partition in the
following sense. At any stage $i+1$, when we consider the vertex $x_{i+1}, P$ will be a partition of $G_{i}$, which satisfies parts (a)-(d) of assumption (2). At any stage, vertices may be removed from $X$ to form $B_{j+1}$, where $B_{j}$ is the last template in the previous partition. When this happens, other vertices may be moved from $X$ to $O_{i}$. Once a vertex is assigned to a part of the partition other than $X$, it will never move. Thus, when we are presented with $x_{i+1}$, we try to assign $x_{i+1}$ to some $O_{j}$. If this is not possible, we try to form a new $s$-template with $x_{i+1}$, together with some vertices from $X$. If this is not possible, we assign $x_{i+1}$ to $X$.

We are left with the problem of coloring the newly presented vertex $x_{i+1}$. There is no problem if $x_{i+1}$ is assigned to a new $s$-template $B_{j}$, and, if $x$ is assigned to some $O_{j}$, it is relatively easy to color $x$ using the techniques of $\S 5$, referred to above. The main problem arises when $x_{i+1}$ is first assigned to $X$. In this case, we do not know where $x_{i+1}$ will end up, so we must somehow hedge our bets. We would like to color $x_{i+1}$ using the on-line version of part (b) of (1). The set of points currently in $X$ does not contain an $s$-template, but this property is maintained artificially by removing vertices that would otherwise form an $s$-template in $X$. Simply removing vertices from $X$ does not solely solve the problem of coloring vertices of $X^{\prime}$, the set of points originally assigned to $X$, because the color of a vertex originally assigned to $X$ continues to influence future vertices even after the point is removed from $X$. We cannot afford to change the set of colors used for vertices entering $X$ every time vertices are removed from $X$, because we may have to change color sets an unbounded number of times due to the fact that the template sequence may be unbounded in length. Thus, we want part (b) of (1) to forbid, not $s$ templates in $X$, but much larger $s$-partite graphs $K_{w}^{s}$ in $X^{\prime}$, and we will be able to do so because of the other properties of the algorithm. By parts (a) and (b) of assumption (3), the vertices of a supposed $K_{w}^{s}$ in $X^{\prime}$ could not have been used to form too many different $s$-templates, nor could this set of vertices intersect too many of the $O_{j}$ 's. Thus, if $X^{\prime}$ contains a copy $B^{\prime}$ of $K_{w}^{s}$, then, by setting $w$ large enough, we can assume that, for each part $Q_{a}$ of $B^{\prime}$, there exists a large subset $Q_{a}^{\prime}$ such that either $Q_{a}^{\prime} \subset X$ or $Q_{a}^{\prime} \subset O_{j(a)} \cup B_{j(a)}$ for some $j(a)$. Here, large means the size of a part in an $s$-template. This motivates the intricate induction hypothesis presented in $\S 6$, where we will color $X^{\prime}$ on-line with a twocoordinate color. The first coordinate will ensure that, if $x, y \in X^{\prime}, x \sim y$, and $x \in X^{\prime}-X$ at the time $y$ is presented, then $x$ and $y$ receive different colors. From this fact, following the remarks above, we will show that no first coordinate color class of $X^{\prime}$ contains $K_{w}^{s}$ for appropriately chosen $w$. Thus we will be able to color each of these first coordinate color classes on-line by a revised version of the induction hypothesis (b) of (1).
3. Lemmas on radius-2 trees. In this section, we develop some preliminary results about trees. We begin with some fundamental definitions. A graph $H$ is called a pseudoinduced $T_{a, b}$ if $H$ has a spanning tree $T$ that is isomorphic to $T_{a, b}$ and the root of $T$ is not adjacent in $H$ to any leaf of $T$. A graph $H$ is called a quasi-induced $T_{k}$ if $H$ has a spanning tree $T$ that is isomorphic to $T_{k}$, and, if $x y$ is an edge in $H$ that is not present in $T_{k}$, then $x$ and $y$ are either both level- 1 vertices, or they are both level- 2 vertices. Note that quasi-induced $T_{k}$ is the stronger of the two: Every quasi-induced $T_{k}$ is a pseudoinduced $T_{k}$, but a pseudo-induced $T_{k}$ may have "extra" edges between the first and second levels. In a similar vein, we say that H is an augmented $K_{w}^{s}$ if $V(H)$ can be partitioned into $s$ sets $Q_{1}, \ldots, Q_{s}$ of size $w$ such that $x \sim y$ whenever $x \in Q_{i}, y \in Q_{j}$, and $1 \leq i<j \leq s$. We abuse standard usage by calling the $Q_{i}$ 's "parts" of $H$, even though they need not be independent sets.

We introduced the definition of a quasi-induced $T_{k}$ to simplify future arguments. It is easier to verify that a graph contains a quasi-induced $T_{k}$ than it is to verify that a graph contains an induced $T_{k}$, because, in the latter case, we must in effect check every pair of vertices to see if the proper edge or nonedge is present, whereas, with quasiinduced trees, we need only check pairs of vertices from different levels. The next lemma shows that the results we desire for graphs that do not contain induced trees can be obtained from results about graphs that do not contain quasi-induced trees.

Lemma 3.1. For all positive integers $k$ and $t$, there exists a positive integer $k^{\prime}(k, t)$ such that, if $k^{\prime}=k^{\prime}(k, t)$ and $H$ is a quasi-induced $T_{k^{\prime}}$, then $H$ contains either an induced $T_{k}$ or a clique on $t$ vertices.

Proof. If $k^{\prime}$ is sufficiently large, then, by repeated applications of the Bipartite Ramsey Theorem, we may assume that, between any two level- 2 groups, either all edges are present, or no edges are present. If there are $R[R[k, t], t]$ level-2 groups, then either there exist $t$ level-2 groups with all edges between any two distinct groups present, in which case there exists a $t$-clique in $H$, or there exist $R[k, t]$ level-2 groups with no edges present between any two groups. By Ramsey's theorem, among the level- 1 vertices associated with each of these $R[k, t]$ level- 2 groups, there exists either a $t$-clique or a set of $k$ independent vertices. In the latter case, however, we have an induced $T_{k}$.

We use $q \operatorname{Forb}\left(T_{k}\right)$ to denote the class of graphs that do not contain a quasiinduced $T_{k}$. Lemma 3.1 may then be paraphrased as "If $k$ ' is sufficiently large, then $q \operatorname{Forb}\left(T_{k^{\prime}}\right) \supseteq \operatorname{Forb}\left(T_{k}\right)$." Henceforth, our arguments will refer to quasi-induced trees rather than induced trees. Also, we denote by $q \operatorname{Forb}\left(K_{w}^{s}\right)$ the class of graphs that do not contain an augmented $K_{w}^{s}$, and $q \operatorname{Forb}\left(T_{k}, K_{w}^{s}\right)$ denotes the class of graphs that contain neither a quasi-induced $T_{k}$ nor an augmented $K_{w}^{s}$.

Lemma 3.2. Let $H \in q \operatorname{Forb}\left(T_{k}\right)$ be a graph that is spanned by $T$, a pseudo-induced $T_{k(2 a+1), k b}$. Then some level-1 vertex $x$ of $T$ has $b$ neighbors in a distinct level-2 group, other than the level-2 group associated with $x$.

Proof. Let $x_{1}, \ldots, x_{k(2 a+1)}$ be the level-1 vertices of $T$ and let $S_{1}, \ldots, S_{k(2 a+1)}$ be the level-2 groups of $T$. Suppose that no level-1 vertex has $b$ neighbors in $a$ distinct level-2 groups. Define a directed graph $D$ on the vertex set $\{1, \ldots, k(2 a+1)\}$ by directing an arc form $i$ to $j, i \neq j$, if and only if $x_{i}$ has $b$ neighbors in $S_{j}$. By our supposition, $\Delta^{\text {out }}(D) \leq a$. It follows from Lemma 3.2 that $D$ has an independent set of size $k$. This means that we may assume without loss of generality that, for $i=1, \ldots$, $k, x_{i}$ has less than $a$ neighbors in each $S_{j}, 1 \leq j \leq k, j \neq i$. Thus, by removing at most $(k-1)(a-1)$ vertices from each $S_{j}$, leaving at least $k$ vertices in each level-2 group, we find a quasi-induced $T_{k}$, a contradiction.
4. Definitions and structural lemmas. Let $k, p, s$, and $t$ be fixed positive integers such that $s \geq 2$ and $p>k^{4}$. If $B$ is a subgraph of $G$ isomorphic to an augmented $K_{w}^{s}$ with $w=p+k^{4}$, then we call $B$ a template of $G$. We call a vertex $x \notin B$ an extra point of $B$ if $x$ has less than $k^{4}$ nonneighbors in each part of $B$. We call a vertex $x \notin B$ a strong 1-neighbor of $B$ if $x$ has $k$ neighbors in some part of $B$. Note that an extra point is also a strong 1-neighbor. A sequence of templates $B_{1}, \ldots, B_{r}$ is called an acceptable template sequence if, whenever $1 \leq m<n \leq r$ and $x \in B_{n}, x$ is not a strong 1-neighbor of $B_{m}$.

This section has two goals: to define an $i$-tube and to prove a technical lemma, Lemma 4.1, which will play a crucial role when we verify that our on-line algorithm uses a bounded number of colors. In particular, it will help us to verify that the auxiliary graphs have bounded degree, and it will have other applications as well. The following definition and the statement of Lemma 4.1 are, in fact, the only elements of this section used in the rest of the paper. The first-time reader may wish to proceed to $\S 5$ after
studying the remarks following the statement of Lemma 4.1 and return to the proofs of this section later.

DEFINITION. Let $i$ be a nonnegative integer. Then we call a subgraph $U=\left(B, N_{1}\right.$, $N_{2}, \ldots, N_{i}$ ) an i-tube if
(i) $B$ is a template,
(ii) $B \cap N_{m}=\varnothing$ for $1 \leq m \leq i$,
(iii) $N_{m} \cap N_{n}=\varnothing$ for $1 \leq m<n \leq i$,
(iv) $\left|N_{m}\right|=k$ for $1 \leq m<i$ and $\left|N_{i}\right|=1$,
(v) If $x \in N_{1}$, then $x$ has at least $k$ neighbors in some part of $B$,
(vi) $N_{m} \sim N_{m+1}$ for $1 \leq m \leq i-1$.

We refer to the unique element of $N_{i}$ as the top of $U$. We refer to $N_{m}$ as the $m$ th level of $U$ for $1 \leq m \leq i$. Also, $B$ is the 0 th level of $U$. If $U$ is a 0 -tube, then $B$ is the top level.

Lemma 4.1. There exists a function $f_{1}(i, k, \rho)$ such that, for every graph $G \in$ $q \operatorname{Forb}\left(T_{k}\right)$ and every vertex $x$ of $G$, if
(i) $\mathbf{U}=\left\{U_{1}, \ldots, U_{j}\right\}$ is a collection of pairwise disjoint i-tubes in $G$ with 0 -levels $B_{1}, \ldots, B_{j}$, forming an acceptable template sequence,
(ii) $x$ is not an extra point of any template in the sequence $B_{1}, \ldots, B_{j}$,
(iii) $x$ has a neighbor in the top level of each of $U_{1}, \ldots, U_{j}$,
(iv) $B_{n}$ has less than $\rho$ extra points for $1 \leq n \leq j$, then $j<f_{1}(i, k, \rho)$.

Lemma 4.1 has simple interpretations in the cases where $i=0$ and $i=1$. Namely, if $x$ is a vertex of a graph $G \in q \operatorname{Forb}\left(T_{k}\right)$ and there exists an acceptable sequence of templates $B_{1}, \ldots, B_{j}$ such that $x$ has a neighbor in $B_{n}$ but $x$ is not an extra point of $B_{n}$ for $1 \leq n \leq j$, then $j<f_{1}(0, k, \rho)$, because a template is, in fact, a 0 -tube. Similarly, if, instead of assuming that $x$ has neighbors in the $B_{n}$ 's, we assume that $x$ has neighbors $x_{1}$, $\ldots, x_{j}$ such that $x_{n}$ is a strong 1-neighbor of $B_{n}$ for $1 \leq n \leq j$, then $j<f_{1}(1, k, \rho)$, because $B_{n} \cup\left\{x_{n}\right\}$ is a 1-tube for $1 \leq n \leq j$. (In the latter case, we retain the assumption that $x$ is not an extra point of the templates; for the $x_{n}$ 's, we need not make a distinction between extra points and nonextra points.) The case where $i=2$ is also used in our proof, but describing it informally outside the context of the algorithm is awkward.

We surmise that tubes play a role in proving off-line results concerning trees of radius larger than 2; this is the theoretical reason for proving a general version of Lemma 4.1 (for arbitrary $i$ ) when only the cases where $i=0,1$, and 2 are used. (As a practical matter, the heart of the proof, Lemma 4.3, is proved by induction, so the general result is obtained with more economy than proving these three cases separately.) We also remark that the hypotheses of Lemma 4.1 can be weakened if a corresponding change is made in the definition of an $i$-tube. Specifically, the tubes need not be completely disjoint, provided that the bases form an acceptable template sequence, which, by definition, consists of disjoint templates. However, to realize this apparent strengthening of the lemma, we must add to the definition of an $i$-tube the condition that no vertex in the tube is an extra point of the base. After making this adjustment, a different version of Lemma 4.1 enables us to prove Theorem 6.1 using an on-line algorithm, which, while more complicated, appears to use fewer colors than the algorithm of this paper.

Establishing Lemma 4.1 requires some other purely technical lemmas. We state and prove each separately.

Lemma 4.2. Let $B$ be a template and suppose that $x \notin B$ is not an extra point of $B$. If $1 \leq q \leq k^{4}$ and $x$ has $q$ neighbors in some part of $B$, then there exist vertices $x_{1}, \ldots$, $x_{q}$ in one part $P$ of $B$ and $y_{1}, \ldots, y_{k^{4}}$ in a different part $Q$ such that $x$ is adjacent to $x_{m}$ for $1 \leq m \leq q$ and $x$ is not adjacent to $y_{m}$ for $1 \leq m \leq k^{4}$.

Proof. Since $p \geq k^{4}$, every part of $B$ contains either $k^{4}$ neighbors of $x$ or $k^{4}$ nonneighbors of $x$, by the pigeonhole principle. Since $x$ is not an extra point of $B$, then some part, say $Q^{\prime}$, of $B$ contains $k^{4}$ nonneighbors of $x$. By the hypothesis, some part of $B$, say $P^{\prime}$, contains $q$ neighbors of $x$. If $P^{\prime} \neq Q^{\prime}$, set $P=P^{\prime}$ and $Q=Q^{\prime}$, and we are done. If $P^{\prime}=Q^{\prime}$, then, since $s \geq 2$, we may consider another part, say $R$. As we observed earlier, either $R$ contains $k^{4}$ neighbors of $x$ or $R$ contains $k^{4}$ nonneighbors of $x$. In the former case, set $P=R$ and $Q=Q^{\prime}$. In the latter case, set $P=P^{\prime}$ and $Q=R$. It is then easy to find the desired vertices.

As we indicated at the beginning of this section, one of our short-term goals is to prove Lemma 4.1, which states roughly that there is a bound on the number of tubes in which a point can have neighbors. To prove this bound, it is helpful to prove a bound for a sequence of tubes with special properties and then extend the results to more general sequences of tubes. Thus we are motivated to introduce the following definition. A sequence of $i$-tubes $U_{1}, \ldots, U_{j}$, where $U_{n}=\left(B_{n}, N_{1, n}, \ldots, N_{i, n}\right)$, is called an acceptable $j$-sequence of $i$-tubes if
(i) $U_{m} \cap U_{n}=\varnothing$ for $1 \leq m<n \leq j$,
(ii) The sequence $B_{1}, \ldots, B_{j}$ is an acceptable template sequence,
(iii) If $x \in U_{m}$, then $x$ is not an extra point of $B_{n}$ for $1 \leq m \neq n \leq j$.

Having introduced this definition, we now show that it is reasonably easy to establish the kinds of bounds we seek when we consider acceptable sequences of $i$-tubes. The following argument, with weaker bounds, was useful in [GST] and [KP1].

Lemma 4.3. Let $\left\{b_{i}\right\}$ be the sequence of functions defined by $b_{0}(k)=k(2 k+1)$ and $b_{i+1}(k)=k\left(2 b_{i}(k)+1\right)+b_{i}(k)$ if $i>0$. Let $\mathbf{U}=\left\{U_{1}, \ldots, U_{j}\right\}$ be an acceptable $j$-collection of $i$-tubes, for some fixed $i \geq 0$, in some graph $G \in q \operatorname{Forb}\left(T_{k}\right)$. Suppose that $x$ is a vertex such that $x$ is adjacent to the top vertex of $U_{n}$ and $x$ is not an extra point of $B_{n}$, for $1 \leq n \leq j$. Then $j<b_{i}(k)$.

Proof. Let $k$ be fixed and assume for notational ease that $b_{i}=b_{i}(k)$ for $i \geq 0$. We induct on $i$. Let $i=0$ and suppose for contradiction that $x$ has a neighbor in $B_{n}$ for $1 \leq$ $n \leq j=b_{0}$. Our first goal is to find a vertex $y$, a strictly increasing function $\sigma$, and sets $B_{\sigma(i)}^{\prime}$ and $B_{\sigma(i)}^{\prime \prime}$ for $i=1, \ldots, k$ such that
(1) $B_{\sigma(i)}^{\prime}, B_{\sigma(i)}^{\prime \prime} \subset B_{\sigma(i)}$,
(2) $\left|B_{\sigma(i)}^{\prime}\right|,\left|B_{\sigma(i)}^{\prime \prime}\right| \geq k^{3}$,
(3) $y$ is adjacent to every vertex of $B_{\sigma(i)}^{\prime}$,
(4) $y$ is nonadjacent to every vertex of $B_{\sigma(i)}^{\prime \prime}$,
(5) $B_{\sigma(i)}^{\prime} \sim B_{\sigma(i)}^{\prime \prime}$.

By applying Lemma 4.2 to $x$ and to each of the templates $B_{1}, \ldots, B_{j}$, we may find $T_{1}$, a pseudo-induced $T_{a, b}$ with $a=b_{0}, b=k^{4}$, whose level-2 groups are contained in distinct templates. Applying Lemma 3.2, we find a level-1 vertex $y$ of $T_{1}$, which has a set $B_{\sigma(i)}^{\prime}$ of $k^{3}$ neighbors in each of $k$ templates $B_{\sigma(1)}, \ldots, B_{\sigma(k)}$, none of which are at the base of the tube containing $y$. Observing that (by the definition of an acceptable sequence of $i$-tubes) $y$ is not an extra point of any of the templates, we may apply Lemma 4.2 again to find $B_{\sigma(1)}^{\prime \prime}, \ldots, B_{\sigma(k)}^{\prime \prime}$ as desired. Without loss of generality, $\sigma(i)=i$, for all $i$.

Having found the structures with properties (1)-(5), we now seek to find a quasiinduced $T_{k}$. To do so, we construct a sequence of sets $S_{1}, \ldots, S_{k}$ and a sequence of vertices $R_{1}, \ldots, R_{k}$ as follows. Let $R_{k}$ be any vertex of $B_{k}^{\prime}$ and let $S_{k}$ be any $k$-element subset of $B_{k}^{\prime \prime}$. Suppose that $R_{k}, S_{k}, R_{k-1}, S_{k-1}, \ldots, R_{r}, S_{r}$ are constructed for $r>1$. Define $R_{r-1}$ to be any vertex of $B_{r-1}^{\prime}$ that is not adjacent to any vertex of $S_{r} \cup \cdots \cup$ $S_{k}$. This is possible, since each vertex $w$ of $S_{r} \cup \cdots \cup S_{k}$ has fewer than $k$ neighbors in $B_{r-1}^{\prime}$ and $\left|S_{r} \cup \cdots \cup S_{k}\right|<k^{2}$. Define $S_{r-1}$ to be any $k$-element subset of $B_{r-1}^{\prime \prime}$ that
does not contain any neighbors of $R_{r}, \ldots, R_{k}$. Again, this is possible because each vertex $R_{r}, \ldots, R_{k}$ has fewer than $k$ neighbors in $B_{r-1}^{\prime \prime}$ and $\left|\left\{R_{r}, \ldots, R_{k}\right\}\right|<k$.

When we have chosen $R_{1}, \ldots, R_{k}, S_{1}, \ldots, S_{k}$, these vertices, together with $y$, form a quasi-induced $T_{k}$.

Suppose that $i>0$. Without loss of generality, $x$ has a neighbor in each of $N_{i, 1}, \ldots$, $N_{i, b_{i}}$; say these neighbors are $x_{1}, \ldots, x_{b_{i}}$. By induction, we may assume that $x$ has no neighbors in $N_{i-1,1}, \ldots, N_{i-1, b_{i}-b_{i-1}}$. Then $x$ is the root of a pseudo-induced $T_{a, b}$ with $a=k\left(2 b_{i-1}+1\right)$ and $b=k$. Then, by Lemma 3.2, we find a level-1 vertex $x_{n}$ that has a neighbor in $b_{i-1}$ level-2 groups contained in tubes that do not contain $x_{n}$. This is a contradiction of the induction hypothesis, since, by the definition of an acceptable sequence, $x_{n}$ is not an extra point of any template that is at the base of a tube (from the acceptable sequence) not containing $x_{n}$.

Proof of Lemma 3.1. Let $f_{1}(i, k, \rho)=\left(b_{i}(k)\right)(2 \rho+1)$. Suppose that conditions (i)-(iv) of the hypothesis hold with $j=f_{1}(i, k, \rho)$. Define a digraph on $\{1, \ldots, j\}$ by directing an arc from $m$ to $n$ if and only if $U_{n}$ contains an extra point of $B_{m}$. Since the $U$ 's are pairwise disjoint, the digraph has outdegree at most $\rho$; by Lemma 1.7, we must find an independent set of size $b_{i}(k)$ in the digraph. However, independent sets in this digraph are acceptable tube sequences in $G$. Thus, we may assume that $\mathbf{U}^{\prime}=$ $\left\{U_{1}, \ldots, U_{b}\right\}$ is an acceptable $b$-sequence of $i$-tubes, where $b=b_{i}(k)$. Then, since $x$ has a neighbor in the top of each of these tubes, Lemma 4.3 implies that $b_{i}(k)<b_{i}(k)$, a clear contradiction.
5. Lemma for using auxiliary graphs on-line. We now deal with the minor problem mentioned in our overview. We wish to show that to color a graph $G \in q \operatorname{Forb}\left(T_{k}\right)$ on-line with a bounded number of colors, it suffices to partition $G$ on-line into independent sets $I_{1}, \ldots, I_{r}$ with the following properties:
(a) For all $m, 1 \leq m \leq r, \mid\left\{n: I_{m} \cup I_{n}\right.$ contains an augmented $\left.K_{e, e}\right\} \mid \leq f$,
(b) If $H \cong K_{d, d}$ is a subgraph of $G$, then there exist $I_{p}$ and $I_{q}$ such that some subset of $\left(i_{p} \cup I_{q}\right) \cap H$ contains an augmented $K_{e, e}$.
The number of colors used will be bounded in terms of $d, e, f$, and $\omega(G)$. Many of the essential ideas are present in a transparent way when we consider the off-line setting. We begin with this argument.

Proposition 5.1. There exists a constant c depending only on $d, e, f$, and $\omega(G)$, such that, if $G \in q \operatorname{Forb}\left(T_{k}\right)$ can be partitioned into independent sets as in (a) and (b), then $\chi(G) \leq c$.

Proof. Suppose that $G$ is partitioned into independent sets $I_{1}, \ldots, I_{r}$ in a way satisfying (a) and (b). Define a graph $G^{\prime}$ on the sets $I_{1}, \ldots, I_{r}$ by declaring that $I_{m}$ is adjacent to $I_{n}$ if and only if $\mathrm{I}_{m} \cup I_{n}$ contains an augmented $K_{e, e}$. Note that, by the definition of (a), $\Delta\left(G^{\prime}\right) \leq f$, and it easily follows that $\chi\left(G^{\prime}\right) \leq f+1$. Let $g^{\prime}$ be an optimal coloring of $G^{\prime}$. Define a two-coordinate coloring $g$ of $G$ as follows. Compute the first coordinate of each vertex $x$ by assigning $x$ the color $g^{\prime}\left(I_{n}\right)$, where $I_{n}$ is the independent set in the partition that contains $x$. After all the first coordinates have been computed, for every $\alpha \in$ range ( $g^{\prime}$ ), define a graph $G_{\alpha}$ as the subgraph of $G$ induced by vertices that received color $\alpha$ in their first coordinate. Let $g_{\alpha}$ be an optimal coloring of $G_{\alpha}$ and let $g_{\alpha}(x)$ be the second coordinate of $g(x)$. It is clear that $g$ is a proper coloring of $G$ and that

$$
\mid \text { range }(g)|\leq| \text { range }\left(g^{\prime}\right) \mid \max \left\{\mid \text { range }\left(g_{\alpha}\right) \mid: \alpha \in \operatorname{range}(g)\right\}
$$

It remains for us to verify that $\mid$ range $(g) \mid$ is bounded in terms of $d, e, f$, and $\omega(G)$. We have already noted that $\mid$ range $\left(g^{\prime}\right) \mid \leq f+1$. Since $q \operatorname{Forb}\left(T_{k}, K_{d, d}\right)$ is $\chi$-bounded
(indeed, it is $\chi_{\mathrm{FF}}$-bounded), it suffices to show that $G_{\alpha} \in q \operatorname{Forb}\left(K_{d, d}\right)$. Suppose that $G_{\alpha}$ contains an augmented $K_{d, d}$; call this subgraph $H$. By condition (b), there exist independent sets $I_{p}$ and $I_{q}$ of the partition such that $\left(I_{p} \cup I_{q}\right) \cap H$ contains an augmented $K_{e, e}$. Then, however, $I_{p}$ and $I_{q}$ are adjacent in $G^{\prime}$, so vertices on opposite sides of the $K_{d, d}$ received different colors in their first coordinate of $g$, contradicting the fact that every vertex of $H$ received color $\alpha$ in its first coordinate.

We refer to $G^{\prime}$ as the auxiliary graph. To avoid confusion with the vertices of $G$, we call the points of $G^{\prime}$ nodes. There are several adjustments that must be made in the on-line case. The greatest difficulty arises from the fact that, when $G$ and the partition $\left.I_{1}, \ldots, I_{r}\right\}$ are presented on-line in $G^{\prime}$, it is possible that an edge may be "discovered" in $G^{\prime}$ well after both of its nodes have appeared. This is because the nodes of the auxiliary graph are sets of vertices of $G$, and edges are formed in the auxiliary graph only when a large number of edges ( of $G$ ) are present between the two sets of the partition. Thus the auxiliary graph does not strictly fall under the on-line model. However, as colorers, we are aided by the fact that (again, in contrast to the standard on-line model) we may change the color of a node as we discover new edges incident on the vertex, provided that the number of times we change the color of a node is no larger than the degree of the node.

Lemma 5.2. There exists an on-line algorithm $A$ and a constant $c$ depending on $d, e, f$, and $\omega$ such that, if $G^{<}$is an on-line presentation of a partitioned graph $G=$ $\left.V, E, I_{1}, I_{2}, \ldots\right)$, with $\omega(G) \leq \omega$ and $G \in q \operatorname{Forb}\left(T_{k}\right)$, satisfying (a) and (b), then $A$ colors $G^{<}$using at most $c$ colors.

Proof. Let $G^{\prime}$ be defined as in Proposition 5.1. Without loss of generality, we may assume the node set of $G^{\prime}$ is the set of positive integers. As a new vertex in $G$ is presented, it may cause a previously unseen edge to appear in $G^{\prime}$. Despite this complication, we seek to maintain a proper coloring of $G^{\prime}$, even though we may occasionally change the color of a node of $G^{\prime}$.

Suppose that a vertex $x$ enters $G$ and is assigned to $I_{m}$. If $x$ does not produce any new edges incident on $I_{m}$, do not change the coloring of $G^{\prime}$. If $x$ does produce one or more new edges incident on $I_{m}$, assign $I_{m}$ a new color (if necessary) so that the color of $I_{m}$ is different from all of its previous colors, as well as the current colors of all the neighbors of $I_{m}$ in $G^{\prime}$. Since $I_{m}$ has at most $f$ neighbors in $G^{\prime}$ and each vertex of $G^{\prime}$ has at most $f+1$ different colors throughout its history (since only the addition of an incident edge can cause a color change), a color will always be available for $I_{m}$, provided that we use $f^{2}+f+1$ colors to color $G^{\prime}$. Moreover, we have something more than a proper coloring: After an edge $I_{m} I_{n}$ appears, $I_{m}$ is never given a color previously held by $I_{n}$, and vice versa.

Now $x$ will be assigned a two coordinate color. The first coordinate will be the color of $I_{m}$ in $G^{\prime}$ after any edges in $G^{\prime}$ caused by adding $x$ to $G$ have been added to $G^{\prime}$. To compute the second coordinate, apply First-Fit to the subgraph of $G$ induced by the vertices that received the same first-coordinate color as $x$.

Clearly, this algorithm gives a proper coloring of $G$, and we have already determined that at most $f^{2}+f+1$ colors are needed in the first coordinate. Thus it suffices to show that the number of colors used in the second coordinate is bounded by a function of $d$, $e, T$, and $\omega(G)$. In fact, we have already done so when we argued for Proposition 5.1, because the bound in the second coordinate of that coloring could be realized by applying First-Fit.
6. The main theorem. In this section, we prove the following technical reformulation of Theorem 1.5, our central result.

ThEOREM 6.1. For every positive integer $k$, there exists an on-line coloring algorithm $A_{k}$ and a function $c_{k}$ such that, if $G^{<}$is an on-line presentation of $G \in \operatorname{Forb}\left(T_{k}\right)$, then $A_{k}$ gives $G^{<}$a proper coloring using at most $c_{k}(\omega(G))$ colors.

Proof. Let $k$ be a fixed positive integer. We have already observed that it suffices to prove the theorem for $q \operatorname{Forb}\left(T_{k}\right)$. Another simplifying observation is that it suffices to prove the following, apparently weaker, statement:
(*) For every positive integer $t$, there exists an on-line algorithm $A_{k, t}$ and an absolute constant $c_{k, t}$ such that, if $G \in q \operatorname{Forb}\left(T_{k}\right)$ and $\omega(G) \leq t$, then $A_{k, t}$ colors $G$ using at most $c_{k, t}$ colors.

Statement $\left(^{*}\right)$ is, in fact, no weaker than Theorem 6.1 ; we simply use pairwise disjoint sets of colors for each algorithm $A_{k, t}$. If $G^{<}$is an on-line presentation of a graph $G \in q \operatorname{Forb}\left(T_{k}\right)$, then, whenever $\omega\left(G_{i}^{<}\right)=\omega\left(G_{i-1}^{<}\right)=t$, we may color $x_{i}$ using $A_{k, t}$. On the other hand, if $\omega\left(G_{i}^{<}\right)=\omega\left(G_{i-1}^{<}\right)+1$, we may begin using $A_{k, t+1}$ and a new set of colors. We then have Theorem 6.1 by taking $c_{k}(\omega(G))=\sum_{i=1}^{\omega} c_{k, t}$.

We now prove $\left({ }^{*}\right)$ by induction on the clique size $t$. If $t=1$, the statement is obvious, since First-Fit will assign the same color to every vertex of a graph with no edges. Assume that $t>1$ and that there exists an on-line algorithm $A_{k, t-1}$ and a constant $c_{k, t-1}$ such that $A_{k, t-1}$ colors any on-line presentation $G^{<}$of $G \in q \operatorname{Forb}\left(T_{k}\right)$ satisfying $\omega(G) \leq t-$ 1 , with at most $c_{k, t-1}$ colors. To prove the induction step, we must show that there exists an algorithm $A_{k, t}$ and a constant $c_{k, t}$ such that $A_{k, t}$ colors any on-line presentation $G^{<}$of $G \in q \operatorname{Forb}\left(T_{k}\right)$ satisfying $\omega(G) \leq t$, with at most $c_{k, t}$ colors; to this end, we set up a secondary induction. To state the secondary induction, we must refer to three sequences of parameters $p_{2}, \ldots, p_{t}, \rho_{2}, \ldots, \rho_{t}$, and $w_{2}, \ldots, w_{t}$. We delay the calculation of these sequences until after a sketch of the secondary induction.

We call a template with $s$ parts and $p_{s}+k^{4}$ vertices in each part an $s$-template. To appreciate the following statement, which we will prove by induction on $s$, it is important to realize that $p_{s}+k^{4}$ will be much smaller than $w_{s}$.
( ${ }^{* *)}$ For $2 \leq s \leq t+1$, there exists an algorithm $A_{k, t, s}$ and a constant $c_{k, t, s}$ such that
(i) For $2 \leq s \leq t$, if $G^{<}$is an on-line presentation of $G \in q \operatorname{Forb}\left(T_{k}, K_{w_{s}}^{s}\right)$ with $\omega(G) \leq t$, then $A_{k, t, s}$ colors $G^{<}$using at most $c_{k, t, s}$ colors,
(ii) For $3 \leq s \leq t+1$, if $G^{<}$is an on-line presentation of a graph $G \in$ $q \operatorname{Forb}\left(T_{k}\right)$, where $\omega(G) \leq t$ and no $(s-1)$-template of $G$ has $\rho_{s-1}$ extra points, then $A_{k, t, s}$ colors $G^{<}$with at most $c_{k, t, s}$ colors.

Some general comments are in order now. The first comment is that the base step, the case where $s=2$, follows from Theorem 1.4, regardless of the value of $w_{2}$. Note that (ii) makes no assertion in this case. By far, the hardest part of proving ( ${ }^{* *}$ ) is showing that, if (i) is true for $s-1$, then (ii) is true for $s$. Next, the sequences of parameters will be defined in such a way that, whenever we have (ii) for a particular value of $s, 3 \leq s \leq$ $t$, we obtain (i) for the same value of $s$ as an immediate corollary. Finally, we will define $\rho_{t}=1$, so that (ii) in the case where $s=t+1$ implies that we may prove the primary induction by putting $A_{k, t}=A_{k, t, t+1}$ and $c_{k, t}=c_{k, t, t+1}$. If $\omega(G) \leq t$, a $t$-template of $G$ cannot have any extra points, since no vertex of $G$ can have neighbors in every part of a $t$-template.

We now state the properties that our sequences of parameters must have for us to prove (**).
( $\mathrm{a}^{\prime}$ ) If $G \in q \operatorname{Forb}\left(K_{w_{s}}^{s}\right)$ and $B$ is an $(s-1)$-template of $G$, then $B$ has less than $\rho_{s-1}$ extra points, for $3 \leq s \leq t$.
( $\mathrm{b}^{\prime}$ ) If $G$ is a graph and $B$ is an $s$-template of $G$ that has $k$ extra points, $x_{1}, \ldots, x_{k}$, then $N\left(x_{1}\right) \cap \cdots \cap N\left(x_{k}\right) \cap B \neq \varnothing$, for $2 \leq s \leq t$.

Property ( $\mathrm{a}^{\prime}$ ) is all we need to show that establishing (ii) for a particular value of $s$ yields a proof of (i) for that same value. Suppose that we have defined our parameters so that ( $\mathrm{a}^{\prime}$ ) holds and assume (ii) for some $s \leq t$. Let $G^{<}$be an on-line presentation of $G \in q \operatorname{Forb}\left(T_{k}, K_{w_{s}}^{s}\right)$ with $\omega(G) \leq t$. Assuming (ii), we know that, if $A_{k, t, s}$ uses more than $c_{k, t, s}$ colors on $G^{<}$, then some ( $s-1$ )-template of $G$ has $\rho_{s-1}$ extra points. However, by ( $\mathrm{a}^{\prime}$ ), $G \notin q \operatorname{Forb}\left(K_{w_{s}}^{s}\right.$ ), a contradiction. Property ( $\mathrm{b}^{\prime}$ ) is used to handle a small technicality that arises when we show that, if (i) is true for $s-1$, then (ii) is true for $s$. A more detailed motivation for ( $\mathrm{b}^{\prime}$ ) outside the context of the algorithm is impractical.

We now define our parameters, using a "reversed" induction. Let the function $w$ be defined by $w(k, p, \rho)=\left(p+k^{4}\right)\left(1+f_{1}(0, k, \rho)+f_{1}(1, k, \rho)\right)$ for all positive integers $k, p$, and $\rho$.

Base: Let $p_{t}=k^{5}$. Let $\rho_{t}=1$. Let $w_{t}=w\left(k, p_{t}, \rho_{t}\right)$.
Induction: Suppose that $p_{s}, \rho_{s}$, and $w_{s}$ have been defined for $s>2$. Then $p_{s-1}=$ $\max \left\{k^{4} w_{s}, k^{5}\right\}, \rho_{s-1}=w_{s}$, and $w_{s-1}=w\left(k, p_{s-1}, \rho_{s-1}\right)$.
As is the case for property ( $\mathrm{b}^{\prime}$ ), the definition of the function $w$ is motivated by technicalities that arise in a detailed discussion of the algorithm.

We now verify ( $\mathrm{a}^{\prime}$ ). Suppose that $G \in q \operatorname{Forb}\left(K_{w_{s}}^{s}\right)$ and $B$ is a template of $G$ with $s-1$ parts, $p_{s-1}+k^{4}$ vertices in each part, where $3 \leq s \leq t$. Suppose for contradiction that $B$ has $r=\rho_{s-1}=w_{s}$ extra points, $x_{1}, \ldots, x_{r}$. Consider any fixed part $Q$ of $B$. By the definition of an extra point, $x_{1}$ has $p_{s-1} \geq k^{4} w_{s}$ neighbors in $Q$. At least $k^{4} w_{s}-k^{4}$ of these neighbors are neighbors of $x_{2}$, again by the definition of an extra point. At least $k^{4} w_{s}-2 k^{4}$ of these points are neighbors of $x_{3}$. Continuing in this manner, we may find a subset of $Q$ of size at least $k^{4} w_{s}-\left(\left(\rho_{s-1}-1\right) k^{4}\right)=w_{s}$, which is adjacent to all of $\left\{x_{1}, \ldots, x_{r}\right\}$. Since $Q$ was chosen arbitrarily, we may do the same in every part of $B$. This results in an augmented $K_{w_{s}}^{s}$, a contradiction.

Property ( $\mathrm{b}^{\prime}$ ) is verified in a similar manner. Suppose that $G$ is a graph, that $B$ is a template of $G$ with $s$ parts, $p_{s}+k^{4}$ vertices in each part, and that $B$ has $k$ extra points, $x_{1}, \ldots, x_{k}$. Then $x_{1}$ has at least $p_{s} \geq k^{5}=k k^{4}$ neighbors in every part of $B$, at least $k k^{4}-k^{4}$ of which are also neighbors of $x_{2}$, and so on. We then find a common neighbor for $x_{1}, \ldots, x_{k}$. (In fact, we find at least $k k^{4}-(k-1) k^{4}=k^{4}$ neighbors in each part of $B$.)

By our earlier remarks, to prove the induction step of (*), it suffices to prove ( ${ }^{* *}$ ). We have already noted that, in the base step of $\left({ }^{* *}\right)$, (i) is a consequence of Theorem 1.4 and (ii) is trivial. By our remarks on property ( $\mathrm{a}^{\prime}$ ), to show the induction step of ${ }^{(* *)}$, it suffices to show that, whenever (i) holds for $s-1$, (ii) holds for $s, 2<s \leq t+$ 1. By the primary induction hypothesis, there exists an algorithm $A_{k, t-1}$ and a constant $c_{k, t-1}$ such that, if $G^{<}$is. an on-line presentation of a graph $G \in q \operatorname{Forb}\left(T_{k}\right)$ with $\omega(G) \leq t-1$, then $A_{k, t-1}$ colors $G^{<}$with at most $c_{k, t-1}$ colors. By the secondary induction hypothesis, there exists an algorithm $A_{k, t, s-1}$ and a constant $c_{k, t, s-1}$ such that, if $G^{<}$is an on-line presentation of $G \in q \operatorname{Forb}\left(T_{k}, K_{w_{s-1}}^{s-1}\right)$ with $\omega(G) \leq t$, then $A_{k, t, s-1}$ colors $G$ with at most $c_{k, t, s-1}$ colors. It remains for us to show that, given these hypotheses, there exists an on-line algorithm $A_{k, t, s}$ and a constant $c_{k, t, s}$ satisfying (ii).

For the remainder of the proof, let $p=p_{s-1}$ and $\rho=\rho_{s-1}$. Also, "template" should be read as " $(s-1)$-template." Recall that, if $B$ is a template, then we call a vertex $x$ a strong 1-neighbor of $B$ if $x$ has $k$ neighbors in some part of $B$. We call $x$ an extra point of $B$ if $x$ has less than $k^{4}$ nonneighbors in every part of $B$. An acceptable template sequence is a template sequence $B_{1}, \ldots, B_{r}$ such that, if $1 \leq m<n \leq r$ and $x \in B_{n}$, then $x$ is not a strong 1-neighbor of $B_{m}$.

We now present the algorithm $A_{k, t, s}$. To show (ii), we assume that no template of the graph being presented has $\rho_{s-1}$ extra points. The key feature of the algorithm is that
it maintains an acceptable template sequence $B_{1}, \ldots, B_{r}$. Whenever a template $B_{i}$ is added to the sequence, we arbitrarily assign labels $\left\{1, \ldots,\left|B_{i}\right|\right\}$ to the vertices of $B_{i}$. These labels are not part of the coloring, since a vertex may not become part of a template until long after it has entered the graph. To each template $B_{i}$, we will also associate a set of (not necessarily all) strong 1-neighbors, $O_{i}$. A vertex $x$ may be assigned to $O_{i}$ in one of two ways, either when $x$ enters the graph (if $B_{i}$ had already been formed) or when $B_{i}$ is formed (if the template doesn't appear until after $x$ has entered). In the latter case, we give $x$ a "shadow" color, as we detail below. As with the labels on the template points, the shadow colors are not part of the coloring produced by the algorithm, but are instead records to be used internally by the algorithm. In either case, the assignment of $x$ to $O_{i}$ is irrevocable, and the $O_{i}$ 's are pairwise disjoint.

Suppose that when a vertex $x$ enters the graph the acceptable sequence of templates is $B_{1}, \ldots, B_{r}$. The algorithm colors $x$ and updates the template list as follows.

Case 1. If $x$ is a strong 1 -neighbor of some template in the sequence, find the smallest $i$ such that $x$ is a strong 1-neighbor of $B_{i}$. Add $x$ to $O_{i}$. Assign $x$ a several coordinate color. The first coordinate identifies $x$ as a vertex that was classified as a strong 1 -neighbor at the time it entered the graph. The second coordinate is the set of labels used on $N(x) \cap B_{i}$. Note that there are a fixed number of labels since all the templates have the same size. To compute the third coordinate, apply the algorithm $A_{k, t-1}$ (which exists by the primary induction hypothesis) to the subgraph induced by vertices of $O_{i}$ that received the same colors as $x$ in their first two coordinates. Since these vertices have a common neighbor in $B_{i}$, the induction hypothesis implies that we use at most $c_{k, t-1}$ colors in this coordinate. Let $V^{\prime}$ be the set of vertices that received the same color as $x$ in their first three coordinates. Note that $V^{\prime} \cap O_{j}$ is an independent set for $j=1, \ldots, r$.

Claim A. The subgraph induced by $V^{\prime}$ and the independent sets $V^{\prime} \cap O_{j}$ satisfy conditions (a) and (b) of Lemma 5.2 with $d=(k+\rho) f_{1}(1, k, \rho), e=k+\rho$, and $f=$ $(s-1)\left(p+k^{4}\right) f_{1}(1, k, \rho) f_{1}(2, k, \rho)$.

Given this claim, by Lemma 5.2, we may apply an on-line algorithm to the subgraph induced by vertices that received the same color as $x$ in their first three coordinates. The number of colors used in each coordinate will be bounded in terms of $k, \rho, s$, and $\omega(G)$, all of which are bounded in terms of $t$, and it will be a proper coloring.

Case 2. If $x$ is not a strong 1 -neighbor for any template in the sequence at the time $x$ enters, then we attempt to find a set of vertices that, together with $x$, form a template that may be added to the sequence without violating the key properties of the sequence. That is, we look for a set $B_{r+1}$ such that $B_{r+1}$ is an $(s-1)$-template and $B_{r+1} \cap\left(B_{i} \cup O_{i}\right)=\varnothing$ for $1 \leq i \leq r$. Note that, if $B_{r+1}$ satisfies this condition, no vertex of $B_{r+1}$ is a strong 1-neighbor of any earlier template in the sequence. If such a set $B_{r+1}$ can be found, add $B_{r+1}$ to the template sequence and assign labels to the vertices of $B_{r+1}$. Assign $x$ a two-coordinate color. The first coordinate identifies $x$ as a vertex that was used to form a new template at the time it entered. The second coordinate is computed by applying First-Fit to the subgraph induced by vertices that received the same color as $x$ in their first coordinate. Note that every template in the acceptable sequence contains precisely one such vertex. Since we use First-Fit in the second coordinate, we know that $x$ will be properly colored. Moreover, it is easy to see that the algorithm will use a bounded number of colors in the second coordinate for the subgraph induced by vertices that were used to form templates at the time they entered. This is because, by Lemma 4.1 and the fact that $x$ is not an extra point of any previous template (it is not even a strong 1 neighbor), this subgraph has degree at most $f_{1}(0, k, \rho)$.

If $y$ is a vertex that entered before $x$ such that, for $1 \leq i<r, y \notin B_{i} \cup O_{i}$ (with $y$ a strong 1-neighbor of $B_{r+1}$ ), then assign $y$ to $O_{r+1}$. The algorithm then assigns to $y$ a
"shadow" color $c(y)$; this color is strictly for record-keeping purposes, since $y$ 's "real" color was assigned when $y$ entered. The shadow color is assigned as follows. Imagine that a "twin" vertex $y^{\prime}$ is presented immediately after $x$ and that $y^{\prime}$ has precisely the same neighbors as $y$ (at the time $x$ enters and thereafter). Apply the algorithm to $y^{\prime}$ as if it were an actual point presented and, for any points in the graph that have already received a shadow color, use the shadow color, rather than the color actually assigned, to compute the color for $y^{\prime}$. In fact, $y^{\prime}$ would be colored under Case 1 , because $y^{\prime}$ looks exactly like $y$, which is now a strong 1-neighbor of $B_{r+1}$. When other vertices require shadow colors in the future, $y^{\prime}$ will be treated as if it had been actually presented. This will guarantee that the shadow colors form a proper coloring of the set of vertices that received shadow colors. If there is more than one such $y$, say $y_{1}, \ldots, y_{m}$, when $B_{r+1}$ is formed, then apply the same procedure to each vertex. Finally, the algorithm assigns shadow colors to all the vertices of $B_{r+1}$, except $x$.

Claim B. If $x$ is a vertex with shadow color $c(x)$, then $c(x) \notin S(x)=\{c(y)$ : $y \in N(x)\}$.

Case 3. If $x$ is not a strong 1-neighbor of any template at the time $x$ entered and if $x$ cannot be used to form a new template for the sequence, then we assign $x$ a threecoordinate color as follows. The first coordinate identifies $x$ as a vertex that could not be colored in either Case 1 or Case 2. The second coordinate of $x$ is the set $S(x)=\{c(y)$ : $y \in N(x)\}$. Note that the number of colors used in the second coordinate is $2^{b}$, where $b$ is the maximum number of colors used in step 1 ; assuming Claim A, $b$ is bounded in terms of $t$, so $2^{b}$ is, as well. To compute the third coordinate of $x$, apply the algorithm $A_{k, t, s-1}$ (whose existence is asserted by the secondary induction hypothesis) to the subgraph $G_{S}$ induced by vertices that received the same colors as $x$ in their first two coordinates, where $S=S(x)$ is the second coordinate of $x$ 's color.

Claim C. The subgraph $G_{S}$ does not contain an augmented $K_{w_{s-1}}^{s-1}$.
Assuming Claim C, by the secondary induction hypothesis, $A_{k, l, s-1}$ gives a proper coloring of $G_{S}$, and therefore $x$ is properly colored. Moreover, the secondary induction hypothesis implies that no more than $c_{k, t, s-1}$ colors are used in the third coordinate.

By the remarks included in the statement of the algorithm, to finish the proof of $\left(^{* *}\right)$, it suffices to prove Claims A-C.

Proof of Claim A. Since it is the simpler of the two, we first verify that condition (b) of Lemma 5.2 is satisfied. That is, we check that, whenever $V^{\prime}$ contains an augmented $K_{d, d}$, say $H$, there exist integers $\alpha$ and $\beta$ such that $H \cap\left(O_{\alpha} \cup O_{\beta}\right)$ contains an augmented $K_{e, e}$, where $d=(k+\rho) f_{1}(1, k, \rho)$ and $e=k+\rho$. Consider a complete bipartite graph $H$ in $V^{\prime}$ with $(k+\rho) f_{1}(1, k, \rho)$ vertices in each part. Let $H_{1}$ and $H_{2}$ be the independent sets of $H$. If $y \in H_{1}$, then $y \in O_{j}$, for exactly one $j, 1 \leq j \leq r$. Note that, if $I=\{j: \exists y \in$ $\left.O_{j} \cap H_{1}\right\},|I|<f_{1}(1, k, \rho)$. To see this, suppose without loss of generality that $\{1, \ldots$, $\left.f_{1}(1, k, \rho)\right\}$ is contained in $I$. Then, since no template has $\rho$ extra points and $\left|H_{1}\right|>$ $\rho f_{1}(1, k, \rho)$, by the Pigeonhole Principle, some vertex $y^{\prime}$ of $H_{2}$ is not an extra point of templates $B_{1}, \ldots, B_{g}$, where $g=f_{1}(1, k, \rho)$. Then, however, we have a contradiction of Lemma 4.1, since $y^{\prime}$ is adjacent to all of $H_{1}$. Because of this bound on $|I|$, using the Pigeonhole Principle, we may find an index $\alpha$ such that $\left|O_{\alpha} \cup H_{1}\right|=k+\rho$. By a similar argument, we find a subset of $H_{2} \cap O_{\beta}$ of size $k+\rho$. This completes the verification of condition (b).

We now verify (a) of Lemma 5.2; that is, for all $\alpha, 1 \leq \alpha \leq r, \mid\left\{\beta:\left(V^{\prime} \cap O_{\alpha}\right) \cup\right.$ $\left(V^{\prime} \cap O_{\beta}\right)$ contains an augmented $\left.K_{e, e}\right\} \mid \leq f$, where $e=k+\rho$ and $f=(s-1) \times$ $\left(p+k^{4}\right) f_{1}(1, k, \rho) f_{1}(2, k, \rho)$. Consider an arbitrary node $B_{\alpha}$ of the auxiliary graph (or, more precisely, the node of the auxiliary graph corresponding to the template $B_{\alpha}$ ). We wish to show first that, for every edge in the auxiliary graph that is incident on $B_{\alpha}$ (say
the other endpoint is $B_{\beta}$ ), there exist a vertex $x_{\beta} \in B_{\alpha}$ and a strong 1-neighbor $y_{\beta}$ of $B_{\alpha}$ such that
(i) $y_{\beta}$ is at the top level of a 2 -tube with 0 -level $B_{\beta}$,
(ii) $x_{\beta}$ and $y_{\beta}$ are not extra points of $B_{\beta}$,
(iii) $x_{\beta} \sim y_{\beta}$.

This is illustrated in Fig. 6.1.
First, note that, if there exists a complete bipartite graph with $k+\rho$ vertices in each part where one part, say $X$, is contained in $V^{\prime} \cap O_{\alpha}$ and the other, say $Y$, in $V^{\prime} \cap O_{\beta}$ for some $\alpha \neq \beta$, then there exists a 2 -tube such that its 0 -level is $B_{\beta}$, its first level is contained in $Y$ (choose any $k$ vertices of $Y$ ), and the vertex $y_{\beta}$ at the top level of the tube is an element of $X$ that is not an extra point of $B_{\beta}$. Note that $y_{\beta}$ exists because some vertex of $X$ must fail to be an extra point of $B_{\beta}$, since $|X|>\rho$. Moreover, since every vertex of $X$ is a strong 1-neighbor of $B_{\alpha}$, we may find $k$ vertices in one part of $B_{\alpha}$ that are neighbors of $y_{\beta}$. One of these $k$ vertices must fail to be an extra point of $B_{\alpha}$ : if $\alpha>\beta$, then no element of $B_{\alpha}$ is an extra point (or even a strong 1-neighbor) of $B_{\beta}$. If $\beta>\alpha$ and $k$ vertices in one part of $B_{\alpha}$ are extra points of $B_{\beta}$, then they have a common neighbor $z$ in $B_{\beta}$, by property ( $\mathrm{b}^{\prime}$ ). Then, however, $z$ is a strong 1-neighbor of $B_{\alpha}$, and this fact would have prevented us from adding $B_{\alpha}$ to the template sequence. Thus we may choose $x_{\beta}$ to be any neighbor of $y_{\beta}$ that is not an extra point of $B_{\beta}$.

Thus, if the degree of $B_{\alpha}$ is $(s-1)\left(p+k^{4}\right) f_{1}(1, k, \rho) f_{1}(2, k, \rho)$ or higher, we find, by the Pigeonhole Principle ( there are only $(s-1)\left(p+k^{4}\right)$ vertices in $B_{\alpha}$ ), a vertex $x$ of $B_{\alpha}$ that has a neighbor in the top level of $f_{1}(1, k, \rho) f_{1}(2, k, \rho)$ 2-tubes with distinct 0 -levels. (That is, $x=x_{\beta}$ for $f_{1}(1, k, \rho) f_{1}(2, k, \rho)$ distinct values of $\beta$.) See Fig. 6.2. Since the algorithm forces the $O_{i}$ 's to be pairwise disjoint, the 1-levels of these tubes are pairwise disjoint. It is still possible, however, that the 2-levels may not be disjoint. For each $\beta$, however, we choose the $y_{\beta}$ so that it will not be extra point of $B_{\beta}$. Thus no vertex $y=y_{\beta}$ can be at the top of $f_{1}(1, k, \rho)$ of these tubes, or else there exist $f_{1}(1, k, \rho)$ disjoint 1 tubes whose bases form an acceptable template sequence and whose top levels are all adjacent to $y$, contradicting Lemma 4.1. Thus we may find among the collection of 2tubes whose top points are adjacent to $x$ a subcollection of $f_{1}(2, k, \rho)$ pairwise disjoint 2-tubes. When these tubes are ordered so that their bases are a subsequence of the ac-


Fig. 6.1.


Fig. 6.2.
ceptable template sequence generated by the algorithm, the hypotheses of Lemma 4.1 are satisfied, so this is a contradiction. This shows that (a) of Lemma 5.2, i.e., the degree condition for the auxiliary graph, holds as claimed.

Proof of Claim B. If $c(x)$ is the shadow color of $x$ and $c(x) \in S(x)$, then there exists some vertex $y$ with shadow color $c(y)=c(x)$ such that $y$ received its shadow color before $x$ entered the graph and $y \sim x$. However, since $y \sim x$ and $y$ had a shadow color at the time the shadow color of $x$ was assigned, $c(y) \neq c(x)$.

Proof of Claim C. We argue by contradiction. Suppose that, at some point in the algorithm, some $G_{S}$ contains an augmented $K_{w_{s-1}}^{s-1}$. Let $Q$ be this subgraph and let $Q_{1}$, $\ldots, Q_{s-1}$ be the parts of $Q$. Let $x$ be the last vertex of $Q$ to enter the graph. Without loss of generality, $x \in Q_{s-1}$. Let $B_{1}, \ldots, B_{r}$ be the templates in the sequence at the time $x$ entered.

We first claim that, for $1 \leq j \leq s-2$, no element of $Q_{j}$ has been added to any $B_{j}$ or $O_{j}$ before $x$ entered; if there were such a vertex, say $y$, then $y$ would have received a shadow color $c(y)$. Then, however, $c(y) \in S(x)=S=S(y)$, contradicting Claim B.

Now consider $Q_{s-1}$. Let $z$ be the last vertex of $Q^{\prime}=Q_{1} \cup \cdots \cup Q_{s-1}$ to enter the graph. Note that, by the above argument, $z$ is not an extra point of any template in the sequence at the time $x$ entered. (Indeed, this is true of all the vertices in $Q^{\prime}$.) Label the vertices of $Q_{s-1}$ as follows. For each $y \in Q_{s-1}$, assign $y$, if possible, the smallest $m$ such that, at the time $x$ entered, either $y \in B_{m}$ or $y \in O_{m}$. If no such $m$ exists, assign $y$ the label $\infty$. Note that the fact that $z$ is not an extra point of any template in the sequence at the time $x$ entered and the fact that $z$ is adjacent to all of $Q_{s-1}$ imply that at most $1+f_{1}(0, k, \rho)+f_{1}(1, k, \rho)$ labels are used. Thus we find a set of vertices of size $p+k^{4}$ all of whose elements have the same label. In this case, however, $\infty$ cannot be the common label, or else the algorithm would have been able to add some template from $Q$ to the sequence (and thereby give some vertex in $Q$ a color according to Case 2 ). Thus the common label is a natural number $m$. Let $x_{1}, \ldots, x_{a}$, where $a=p+k^{4}$, be the vertices of $Q_{s-1}$ that received the label $m$. Each of $x_{1}, \ldots, x_{a}$ must have entered the graph before $B_{m}$ was formed; any that entered after $B_{m}$ was formed would have been a strong 1-neighbor at the time it entered, and thus would have been colored in Case 1. On the other hand, $z$ must have entered after $B_{m}$ was formed: by the manner in which
sets of strong 1-neighbors are formed, $x_{1}, \ldots, x_{a}$ are not strong 1-neighbors of any template preceding $B_{m}$ in the sequence; else, they would have been assigned to, say, $O_{n}$ where $n<m$, as soon as $B_{n}$ was formed. Hence, if $z$, and therefore all of $Q^{\prime}$, entered before $B_{m}$ was formed, the algorithm would have added a template to the sequence and the last of the points $z, x_{1}, \ldots, x_{a}$ to enter the graph would have been colored by Case 2. It cannot be the case that $z$ entered at the time $B_{m}$ was formed; else, $z$ would have been colored in Case 2. If, however, $z$ enters $G$ after $B_{m}$ is formed, then, $x_{1}$, for example, had received a shadow color by the time $z$ entered, so $c\left(x_{1}\right) \in S(z)$. Then $c\left(x_{1}\right) \in$ $S(z)-S\left(x_{1}\right)$ and $S(z) \neq S\left(x_{1}\right)$, a contradiction.

This completes the induction step of $\left({ }^{* *}\right)$. The induction step of $\left(^{*}\right)$ follows, and the proof of the theorem is complete.
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# LITTLEWOOD-OFFORD INEQUALITIES FOR RANDOM VARIABLES* 

I. LEADER $\dagger$ AND A. J. RADCLIFFE $\ddagger$

$$
\begin{aligned}
& \text { Abstract. The concentration of a real-valued random variable } X \text { is } \\
& \qquad c(X)=\sup _{t \in \mathbb{R}} \mathbf{P}(t<X<t+1) .
\end{aligned}
$$

Given bounds on the concentrations of $n$ independent random variables, how large can the concentration of their sum be?

The main aim of this paper is to give a best possible upper bound for the concentration of the sum of $n$ independent random variables, each of concentration at most $1 / k$, where $k$ is an integer. Other bounds on the concentration are also discussed, as well as the case of vector-valued random variables.

Key words. Littlewood-Offord problem, concentration, normed spaces
AMS subject classifications. 60G50, 06A07, 52A40
Introduction. In 1943, Littlewood and Offord [8], concerned with estimating the number of real zeros of random polynomials, proved that, given complex numbers $\left(a_{i}\right)_{1}^{n}$ of modulus at least 1 , not too many of the sums $s_{A}=\sum_{i \in A} a_{i}, A \subset\{1,2, \ldots, n\}$ lie in any open disc of diameter 1 . They showed that the maximum number is $O\left(2^{n} n^{-1 / 2} \log n\right)$.

In 1945, Erdös [2] noted that, if the $a_{i}$ are real numbers, then Sperner's theoremon the maximum size of an antichain in the poset $\mathscr{P}(n)=\mathscr{P}(\{1,2, \ldots, n\})$-implies a best possible upper bound. Indeed, suppose first that the $a_{i}$ are all positive. Then, given an open interval $I$ of length 1 , the set system $\mathscr{A}_{I}=\left\{A \subset\{1,2, \ldots, n\}: s_{A} \in I\right\}$ is an antichain, since, if $B \supset A$, then $s_{B}-s_{A}=s_{B \backslash A} \geq|B \backslash A| \geq 1$. Thus, for all $I, \mathscr{A}_{I} \leq$ $\left(\begin{array}{ll}n \\ \\ \\ 22^{\prime}\end{array}\right)$ by Sperner's theorem [9]. The result for positive reals immediately implies that the same conclusion follows for all reals. Kleitman [5] and Katona [4] independently showed that the same bound, of $\left(\begin{array}{c}n / 2\rfloor\end{array}\right)$, holds for $\left(a_{i}\right)_{1}^{n}$ in $\mathbb{C}$, thus giving a best possible improvement of the lemma of Littlewood and Offord. In [6] Kleitman proved a considerable extension of this result, namely, to sums of vectors $\left(a_{i}\right)_{1}^{n}$ of norm at least 1 in an arbitrary normed space, thus setting a conjecture of Erdös.

Jones [3] suggested a probabilistic framework for these questions, regarding a vector $a \neq 0$ in a normed space $E$ as being naturally associated with an $E$-valued random variable $X_{a}$ with $\mathbf{P}\left(X_{a}=0\right)=\frac{1}{2}$ and $\mathbf{P}\left(X_{a}=a\right)=\frac{1}{2}$. So, if $\delta_{a}$ is the delta measure on $E$ concentrated at $a$, then the distribution of $X_{a}$ is $\frac{1}{2}\left(\delta_{0}+\delta_{a}\right)$. Kleitman's result can then be stated as follows.

ThEOREM A (see [6]). Let $\left(a_{i}\right)_{1}^{n}$ be vectors in a normed space $E$ of norm at least 1 and let $\left(X_{i}\right)_{1}^{n}$ be independent random variables with $X_{i}$ having distribution $\frac{1}{2}\left(\delta_{0}+\delta_{a_{i}}\right)$. Then, for any open set $U \subset X$ of diameter at most 1 , we have

$$
\mathbf{P}\left(\sum_{1}^{n} X_{i} \in U\right) \leq 2^{-n}\binom{n}{\lfloor n / 2\rfloor} .
$$

Note that this bound is clearly best possible, equality being attained if, for instance, all the $a_{i}$ are equal.

[^8]The conclusion of Theorem A gives a bound on the extent to which the values of the random variable $\sum X_{i}$ are concentrated in one place. This prompts the following definition.

Let $E$ be a normed space. The concentration of an $E$-valued random variable $X$ is $c(X)=\sup \mathbf{P}(X \in U)$, where the supremum is taken over all open subjects $U \subset E$ having diameter at most 1 .

The hypotheses of Theorem A can also be stated in terms of concentration, and in this form it reads as follows.

ThEOREM A'. Let $\left(X_{i}\right)_{1}^{n}$ be independent $E$-valued random variables that are essentially two-valued and have concentration at most $\frac{1}{2}$. Then

$$
c\left(\sum_{1}^{n} X_{i}\right) \leq 2^{-n}\binom{n}{\lfloor n / 2\rfloor} .
$$

The main result of this paper is a result that extends Theorem A' in the case when $E=\mathbb{R}$ by removing the restriction that each $X_{i}$ be essentially two-valued.

Theorem 1. Let $\left(X_{i}\right)_{1}^{n}$ be independent real-valued random variables of concentration at most $\frac{1}{2}$. Then

$$
c\left(\sum_{1}^{n} X_{i}\right) \leq 2^{-n}\binom{n}{\lfloor n / 2\rfloor} .
$$

Our technique is closely related to that of Kleitman, being based on symmetric chain decompositions. In $\S 1$ we give a proof of Theorem 1, as well as presenting some background about symmetric chain decompositions.

In $\S 2$ we consider sums of random variables of concentration at most $1 / q$, where $q$ is an integer, and we generalise some results of Jones [3]. To state our result, we need some fairly standard notation. We write $[q]$ for the set $\{0,1, \ldots, q-1\}$ and also for the poset with that ground set and the natural ordering. We write $[q]^{n}$ for the product of $n$ copies of $[q]$ with the usual product ordering, i.e., $\left(x_{i}\right)_{1}^{n} \leq\left(y_{i}\right)_{1}^{n}$ if and only if $x_{i} \leq y_{i}$ for each $i$. Finally, we write $W$ for the size of the largest level set in the ranked poset [ $q]^{n}$ as follows:

$$
W=W_{q, n}=\left|\left\{\left(x_{i}\right)_{1}^{n} \in[q]^{n}: \sum x_{i}=\lfloor n(q-1) / 2\rfloor\right\}\right| .
$$

THEOREM 2. Let $\left(X_{i}\right)_{1}^{n}$ be independent real-valued random variables with $c\left(X_{i}\right) \leq$ $1 / q$, where $q \in \mathbb{N}$. Then $c\left(\sum_{1}^{n} X_{i}\right) \leq W / q^{n}$.

This bound is clearly best possible. Equality is attained when, for instance, each $X_{i}$ has distribution $(1 / q)\left(\delta_{0}+\delta_{1}+\cdots+\delta_{q-1}\right)$.

Based on Theorem 2, we are perhaps tempted to guess that the sum of $n$ independent random variables, each of concentration at most $p / q$ ( $p$ and $q$ coprime integers), has concentration bounded by the proportion of $[q]^{n}$ occupied by the largest $p$ layers. Unfortunately, very simple examples show that this is not the case. Rather surprisingly, given this, the result does hold when $p=2$. Both the examples and the proof are given in §3.

Finally, in $\S 4$, we turn our attention to the vector-valued case. We consider some of the problems raised by Jones [3] and answer some of his questions.

1. Sums of random variables of concentration at most $\frac{1}{2}$. Before considering the details of our proof of Theorem 1, some discussion of symmetric chain decompositions is in order. These will prove to be vital for our results, as they were for Kleitman's.

A symmetric chain decomposition of the power set $\mathscr{P}(n)=\mathscr{P}\{1,2, \ldots, n\})$ is a partition of $\mathscr{P}(n)$ into chains (totally ordered subsets) in such a way that each chain
$\mathscr{A}=\left\{A_{1}, A_{2}, \ldots, A_{r}\right\}$ with $A_{1} \subset A_{2} \subset \cdots \subset A_{r}$ satisfies $\left|A_{k+1}\right|=\left|A_{k}\right|+1$ and $\left|A_{1}\right|+\left|A_{r}\right|=n$. Thus each $\mathscr{A}$ is arrayed symmetrically about the "middle layer" of $\mathscr{P}(n)$ and contains one set from each layer between the extremes. In particular, of course, $\mathscr{A}$ must contain one set of size $\lfloor n / 2\rfloor$. de Bruijn, Tengbergen, and Kruyswijk [1] showed that symmetric chain decompositions do exist, and Kleitman's beautiful result, Theorem A, was based on that proof.

Their proof goes as follows. Suppose that $\left(\mathscr{A}_{j}\right)_{1}^{s}$ is a symmetric chain decomposition of $\mathscr{P}(n-1)$. We can construct a symmetric chain decomposition of $\mathscr{P}(n)$ in the following manner. Take a copy of $\left(\mathscr{A}_{j}\right)_{1}^{s}$ in each layer of $\mathscr{P}(n)$ : the bottom layer, which is exactly $\mathscr{P}(n-1)$, and the top layer ( of sets containing $n$ ). This is very definitely not a symmetric chain decomposition of $\mathscr{P}(n)$, but, by transferring the top element of each chain in the top layer to the corresponding chain downstairs, everything can be fixed. More precisely, for each chain $\mathscr{A}_{j}=\left\{A_{1}, A_{2}, \ldots, A_{r}\right\}$ with $A_{1} \subset A_{2} \subset \cdots \subset A_{r}$ set

$$
\begin{gathered}
\mathscr{A}_{j}^{\prime}=\left\{A_{1}, A_{2}, \ldots, A_{r}, A_{r} \cup\{n\}\right\} \\
\mathscr{A}_{j}^{\prime \prime}=\left\{A_{1} \cup\{n\}, A_{2} \cup\{n\}, \ldots, A_{r-1} \cup\{n\}\right\} .
\end{gathered}
$$

The collection $\left\{\mathscr{A}_{j}^{\prime}, \mathscr{A}_{j}^{\prime \prime}\right\}_{1}^{s}$ forms a symmetric chain decomposition of $\mathscr{P}(n)$, after the removal of those $\mathscr{A}_{j}^{\prime \prime}$ that are empty.

A sequence $\left(m_{j}\right)_{1}^{s}$ is called a symmetric profile for $\mathscr{P}(n)$ if, for some (and therefore, up to rearrangement, every) symmetric chain decomposition of $\mathscr{P}(n)$, say $\left(\mathscr{A}_{j}\right)_{1}^{s}$, we have $m_{j}=\left|\mathscr{A}_{i}\right|$. Note that $s=\left({ }_{\left(n^{n} / 2,\right.}\right)$.

As the above proof shows, we get a symmetric profile for $\mathscr{P}(n+1)$ by taking $\left(m_{i}\right)_{1}^{s}$ and replacing each $m_{j}$ by the pair $m_{j}-1, m_{j}+1$ and then discarding zeros. At first, this may seem not to the point, since we can write the symmetric profile for $\mathscr{P}(n)$ easily and explicitly: A sequence $\left(m_{j}\right)_{1}^{s}$ is a symmetric profile for $\mathscr{P}(n)$ if $s=\binom{n}{\left\lfloor n / 2_{\lrcorner}\right)}$and the number of $j$ with $m_{j}=n+1-2 i$ is $\binom{n}{i}-\binom{n}{i}$ (with the convention that $\left({ }_{-1}^{n}\right)=0$ ). However, symmetric chain decompositions will arise in more complicated situations, in which finding an explicit expression is much harder. Fortunately, all that we need for the proofs is the total number of chains in a decomposition and the way in which the symmetric profile changes as the poset grows. To illustrate this, below is Kleitman's proof of Theorem A, using symmetric profiles.

Proof of Theorem A. The values of $X=\sum_{1}^{n} X_{i}$ are exactly those vectors in $E$ of the form $x_{A}=\sum_{i \in A} a_{i}$, where $A$ is any subset of $\{1,2, \ldots, n\}$. The distribution of $X$ is $2^{-n} \sum_{A \subset\{1,2, \ldots, n\}} \delta_{X_{A}}$. To show that $c(X)$ is small, we partition $\mathscr{P}(n)$ into subsets $\left(\mathscr{A}_{j}\right)_{1}^{s}$ with $s=\binom{n}{\left.n^{n} / 2\right\rfloor}$ and

$$
\begin{equation*}
A, B \in \mathscr{A}_{j} \Rightarrow\left\|x_{A}-x_{B}\right\| \geq 1 \tag{*}
\end{equation*}
$$

To do this, we in fact do more, namely, prove that the partition can be chosen with $\left(\left|\mathscr{A}_{j}\right|\right)_{1}^{s}$ being a symmetric profile for $\mathscr{P}(n)$. Once this is proved, the theorem follows easily, since

$$
\begin{aligned}
\mathbf{P}(X \in U) & =2^{-n} \sum_{A \subset\{1,2, \ldots, n\}} \delta_{x_{A}}(U) \\
& =2^{-n} \sum_{j=1}^{s} \sum_{A \in, \mathscr{D}_{j}} \delta_{x_{A}}(U) \\
& \leq 2^{-n} S \\
& =2^{-n}\binom{n}{\lfloor n / 2\rfloor} .
\end{aligned}
$$

The last inequality holds, since, by (*), at most one $x_{A}$ with $A \in \mathscr{A}_{j}$ belongs to $U$.

The proof goes by induction on $n$. The result is trivial for $n=1$, so we turn to the induction step. Take an appropriate partition $\mathscr{P}(n-1)=\cup_{1}^{s^{\prime}} \mathscr{A}_{j}$ (where $s^{\prime}=$ $\binom{n-1}{\left(n^{n}-1 / 2\right)}$. Take a support functional $f \in X^{*}$ for $a_{n}$, a functional with $\|f\|=1$ and $f\left(a_{n}\right)=\left\|a_{n}\right\| \geq 1$. For any $\mathscr{A}_{j}=\left\{A_{1}, A_{2}, \ldots, A_{r}\right\}$, choose $l$ with

$$
f\left(x_{A_{l}}\right) \geq f\left(x_{A_{k}}\right), \quad k=1,2, \ldots, r
$$

and set

$$
\begin{gathered}
\mathscr{A}_{j}^{\prime}=\left\{A_{1}, A_{2}, \ldots, A_{r}, A_{l} \cup\{n\}\right\} \\
\mathscr{A}_{j}^{\prime \prime}=\left\{A_{1} \cup\{n\}, A_{2} \cup\{n\}, \ldots, A_{l-1} \cup\{n\}, A_{l+1} \cup\{n\}, \ldots, A_{r} \cup\{n\}\right\} .
\end{gathered}
$$

The partition of $\mathscr{P}(n)$ that is needed consists of all the nonempty $\mathscr{A}_{j}^{\prime}$ and $\mathscr{A}_{j}^{\prime \prime}$. Clearly, each $\mathscr{A}_{j}^{\prime \prime}$ satisfies ( $*$ ), since $\mathscr{A}_{j}$ did originally. In $\mathscr{A}_{j}^{\prime}$, we need only check that, for each $A_{k} \in \mathscr{A}_{j}$, the norm of $x_{A_{l} \cup\{n\}}-x_{A_{k}}$ is large. This follows by applying $f$ as follows:

$$
\begin{aligned}
\left\|x_{A_{l} \cup\{n\}}-x_{A_{k}}\right\| & \geq f\left(x_{A_{l} \cup\{n\}}-x_{A_{k}}\right) \\
& =f\left(a_{n}\right)+f\left(x_{A_{l}}\right)-f\left(x_{A_{k}}\right) \\
& \geq f\left(a_{n}\right) \geq 1 .
\end{aligned}
$$

The profile of the new partition is a symmetric profile of $\mathscr{P}(n)$, since each $\mathscr{A}_{j}$ of size $m$ splits into two, of sizes $m+1$ and $m-1$. Thus by induction the theorem is proved.

In the proof of Theorem 1, we will be dealing with random variables and their distributions, treating the latter similarly to the finite subsets of $E$ that arise in the proof of Theorem A. Indeed, we often regard a finite subset of $\mathbb{R}$ as corresponding to a random variable that assigns equal mass to those points and none to all others. We are interested in the distribution of the sum of these random variables, that is, in the convolution of their distributions.

More generally, we will be dealing with finite (positive Borel) measures on $\mathbb{R}$-the collection of all such we denote by $\mathscr{M}$. However, we wish to stress that we will not really be using any measure theory. Indeed, a reader who considers only measures of finite support will not be losing much.

For $\mu \in \mathscr{M}$, the mass of $\mu$ is $|\mu|=\mu(\mathbb{R})$. Just as before, the concentration of $\mu$ is $c(\mu)=\sup \mu(I)$, where the supremum is over all open intervals of length 1 . The convolution of $\mu, \lambda \in \mathscr{M}$ is denoted by $\mu * \lambda$, and we write $\mathscr{M}(m, c)$ for the set of all $\mu \in \mathscr{M}$ of mass $m$ and concentration at most $c$.

Two elementary facts are summarised in the following lemma.
Lemma 3. If $\mu$ has mass $m$ and $\lambda$ has concentration at most $c$, then $\mu * \lambda$ has concentration at most mc. Also, if $\left(\mu_{i}\right)_{1}^{n} \subset \mathscr{M}$, then $c\left(\sum_{1}^{n} \mu_{i}\right) \leq \sum_{1}^{n} c\left(\mu_{i}\right)$.

Proof. Given any interval $I=(t, t+1)$, we have

$$
\begin{aligned}
\mu * \lambda(I) & =\int_{\mathbb{R}} \int_{\mathbb{R}} \chi_{I}(x+y) d \lambda(x) d \mu(y) \\
& =\int_{\mathbb{R}} \lambda(I-y) d \mu(y) \\
& \leq \int_{\mathbb{R}} c d \mu(y)=m c
\end{aligned}
$$

proving the first statement. The second is immediate.
A standard approach in the proofs will be to split up a measure $\mu$ into parts with almost disjoint support. We need notation for these parts and therefore we define

$$
\operatorname{Left}(\mu, m)=\left.\mu\right|_{(-\infty, t]}-x \delta_{t},
$$

where $t=\sup \{x: \mu(-\infty, x) \leq m\}$ and $x=\mu(-\infty, t]-m$. Thus the support of Left $(\mu, m)$ is contained in $(-\infty, t]$ and $|\operatorname{Left}(\mu, m)|=m$. We define Right $(\mu, m)$ in a similar fashion.

The next lemma, which is rather technical, enables us to peel off, from a convolution of measures of concentration at most 1 , a part that also has concentration at most 1 . This process is analogous to the transfer that occurs in the de Bruijn/Tengbergen/Kruyswijk proof of the existence of symmetric chain decompositions.

Lemma 4. If $\mu$ and $\lambda$ are measures of concentration 1 and mass at least 1 , then, writing $\mu_{\mathrm{R}}$ for $\operatorname{Right}(\mu, 1)$ and $\lambda_{\mathrm{L}}$ for $\operatorname{Left}(\lambda, 1)$, the measure $\nu=\mu_{\mathrm{R}} * \lambda+\mu * \lambda_{\mathrm{L}}-\mu_{\mathrm{R}} * \lambda_{\mathrm{L}}$ belongs to $\mathscr{M}(m(\mu)+m(\lambda)-1,1)$.

Proof. Let $I=(t, t+1)$ be an interval of length 1 in $\mathbb{R}$. We wish to show that $\nu(I) \leq 1$. Set $\mu_{\mathrm{L}}=\mu-\mu_{\mathrm{R}}$ and $x_{\mu}=\inf \{t: \mu(t, \infty) \leq 1\}$. Similarly, let $\lambda_{\mathrm{R}}=\lambda-\lambda_{\mathrm{L}}$ and $x_{\lambda}=\sup \{t: \lambda(-\infty, t) \leq 1\}$. Then we can also write $\nu$ as $\mu_{\mathrm{L}} * \lambda_{\mathrm{L}}+\mu_{\mathrm{R}} * \lambda_{\mathrm{L}}+$ $\mu_{\mathrm{R}} * \lambda_{\mathrm{R}}$. If $\mu_{\mathrm{L}} * \lambda_{\mathrm{L}}(I)=0$, then $\nu(I)=\mu_{\mathrm{R}} * \lambda(I) \leq 1$, the last since $\mu_{\mathrm{R}}$ has mass 1 and $\lambda$ has concentration 1 . Similarly, we are finished if $\mu_{\mathrm{R}} * \lambda_{\mathrm{R}}(I)=0$. If neither is zero, then necessarily $t \leq x_{\lambda}+x_{\mu} \leq t+1$. In this case, we split $\lambda$ yet further. Write

$$
\begin{aligned}
\lambda_{L L}=\left.\lambda_{L}\right|_{\left(-\infty, t-x_{\mu}\right]}, & \lambda_{L R}=\left.\lambda_{\mathrm{L}}\right|_{\left(t-x_{\mu}, \infty\right)}, \\
\lambda_{R L}=\left.\lambda_{R}\right|_{\left(-\infty, t+1-x_{\mu}\right]}, & \lambda_{R R}=\left.\lambda_{R}\right|_{\left[t+1-x_{\mu}, \infty\right)} .
\end{aligned}
$$

Note that $\mu_{\mathrm{R}} * \lambda_{\mathrm{RR}}(I)=\mu_{\mathrm{L}} * \lambda_{\mathrm{LL}}(I)=0$, so

$$
\begin{aligned}
\nu(I) & =\left(\mu_{\mathrm{R}} * \lambda_{\mathrm{LL}}+\mu_{\mathrm{L}} * \lambda_{\mathrm{LR}}+\mu_{\mathrm{R}} * \lambda_{\mathrm{LR}}+\mu_{\mathrm{R}} * \lambda_{\mathrm{RL}}\right)(I) \\
& =\left(\mu * \lambda_{\mathrm{LR}}\right)(I)+\left(\mu_{\mathrm{R}} *\left(\lambda_{\mathrm{LL}}+\lambda_{\mathrm{RL}}\right)\right)(I)
\end{aligned}
$$

Since $\mu$ has concentration 1, the first term is at most $\left|\lambda_{L R}\right|=\lambda_{\mathrm{L}}\left(t-x_{\mu}, x_{\lambda}\right]$. The measure $\mu_{\mathrm{R}}$, on the other hand, has mass 1 , so, to prove the lemma, it suffices to show that the concentration of $\lambda_{\mathrm{LL}}+\lambda_{\mathrm{RL}}$ is at most $1-\lambda_{\mathrm{L}}\left(t-x_{\mu}, x_{\lambda}\right]$.

By considering the various ways in which an interval of length 1 could overlap with ( $\left.t-x_{\mu}, x_{\lambda}\right]$, it is easy to see that

$$
c\left(\lambda_{\mathrm{LL}}+\lambda_{\mathrm{LR}}\right) \leq \max \left\{\left|\lambda_{\mathrm{LL}}\right|,\left|\lambda_{\mathrm{RL}}\right|, 1-\left|\lambda_{\mathrm{LR}}\right|\right\} .
$$

Now, the first and last of these terms are $\left|\lambda_{\mathrm{LL}}\right|=1-\left|\lambda_{\mathrm{LR}}\right|=1-\lambda_{\mathrm{L}}\left(t-x_{\mu}, x_{\lambda}\right]$, while

$$
\begin{aligned}
\left|\lambda_{\mathrm{RL}}\right| & =\lambda\left(t-x_{\mu}, t-x_{\mu}+1\right)-\lambda_{\mathrm{L}}\left(t-x_{\mu}, x_{\lambda}\right] \\
& \leq 1-\lambda_{\mathrm{L}}\left(t-x_{\mu}, x_{\lambda}\right]
\end{aligned}
$$

since $\lambda$ has concentration 1 . Thus the result is proved.
With this lemma, it is simple to deduce the following, more comprehensible version.
LEMMA 5. If $\mu$ is a measure of mass $m \geq 1$ and $\lambda$ is a measure of mass 2 , and each has concentration at most 1 , then the convolution $\mu * \lambda$ can be written as a sum of two measures of concentration at most $1, \mu * \lambda=\nu^{\prime}+\nu^{\prime \prime}$, with $\left|\nu^{\prime}\right|=m+1$ and $\left|\nu^{\prime \prime}\right|=$ $m-1$.

Proof. With the same notation as in Lemma 4, set $\nu^{\prime}=\nu$ and $\nu^{\prime \prime}=\mu * \lambda-\nu$. Then, by that lemma, we have $\nu^{\prime} \in \mathscr{M}(m+1,1)$, and certainly $\mu * \lambda=\nu^{\prime}+\nu^{\prime \prime}$. Also, $\nu^{\prime \prime}=\mu_{\mathrm{L}} * \lambda_{\mathrm{R}}$ and, since $\mu_{\mathrm{L}}$ has concentration at most 1 while $\lambda_{R}$ has mass 1 , Lemma 3 shows thăt $\nu^{\prime \prime} \in \mathscr{M}(m-1,1)$.

These tools suffice for the proof of Theorem 1.
Proof of Theorem 1. Let $\mu_{X_{i}}$ be the distribution of $X_{i}$ and set $\mu_{i}=2 \mu_{X_{i}}$. The theorem states that, whenever $U$ is an open subset of $\mathbb{R}$ with diameter at most 1 , then $\left(\otimes_{1}^{n} \mu_{i}\right)(U) \leq\left({ }_{\left\llcorner n / 2_{\perp}\right)}^{n}\right)$. More is true; in fact, $\otimes_{1}^{n} \mu_{i}$ can be written as a sum $\sum_{1}^{s} \nu_{j}$, of
measures of concentration at most 1 , where $\left(\left|\nu_{j}\right|\right)_{1}^{s}$ is a symmetric profile for $\mathscr{P}(n)$. Again, the proof goes by induction on $n$. If $\otimes_{1}^{n-1} \mu_{i}=\sum_{1}^{s} \nu_{j}$, where each $\nu_{j}$ has concentration 1 and $\left(\left|\nu_{j}\right|\right)_{1}^{s}$ is a symmetric profile of $\mathscr{P}(n-1)$, then Lemma 5 gives

$$
\begin{aligned}
{\underset{1}{\otimes} \mu_{i}}^{n} & =\left(\sum_{1}^{s} \nu_{j}\right) * \mu_{n} \\
& =\sum_{1}^{s} \nu_{j} * \mu_{n} \\
& =\sum_{1}^{s} \nu_{j}^{\prime}+\nu_{j}^{\prime \prime} .
\end{aligned}
$$

Since each $\nu_{j}$ splits into two new measures, of masses $\left|\nu_{j}\right|+1$ and $\left|\nu_{j}\right|-1$, the masses of the new decomposition form a symmetric profile of $\mathscr{P}(n)$. So

$$
\begin{aligned}
c\left(\sum_{1}^{n} X_{i}\right) & =2^{-n} c\left(\bigotimes_{1}^{n} \mu_{i}\right) \\
& =2^{-n} c\left(\sum_{j=1}^{s} \nu_{j}\right) \\
& \leq 2^{-n} \sum_{j=1}^{s} c\left(\nu_{j}\right) \\
& \leq 2^{-n} S \\
& =2^{-n}\binom{n}{\lfloor n / 2\rfloor} .
\end{aligned}
$$

Thus the result is proved.
2. Concentration at most $\mathbf{1 / q}$. In this section, we extend Theorem 1 to measures of concentration at most $1 / q$ for some fixed integer $q$. The techniques used are a straightforward extension of those in the proof of Theorem 1.

The first step is to note that the poset $[q]^{n}$ has a symmetric chain decomposition. This poset is ranked by weight: $w(x)=\sum_{1}^{n} x_{i}$ for $x \in[q]^{n}$. A chain $x^{(1)} \leq x^{(2)} \leq$ $\cdots \leq x^{(r)}$ is symmetric if $w\left(x^{(k+1)}\right)=w\left(x^{(k)}\right)+1$ and $w\left(x^{(1)}\right)+w\left(x^{(r)}\right)=n(q-1)$. It was proved by de Bruijn, Kruyswijk, and Tengbergen [1] that [ $q]^{n}$ has a symmetric chain decomposition. Again, we say that a sequence $\left(m_{j}\right)_{1}^{s}$ is a symmetric profile for $[q]^{n}$ if, for some (and hence, up to rearrangement, for any) symmetric chain decomposition $\left(\mathscr{S}_{j}\right)_{1}^{s}$, we have $\left|\mathscr{S}_{j}\right|=m_{j}$. The required information about how symmetric profiles change is here stated as a lemma.

LEMMA 6. Let $\left(m_{j}\right)_{1}^{s}$ be a symmetric profile for $[q]^{n-1}$, and, for each $j=1,2$, $\ldots, s$, set $r_{j}=\min \left\{q, m_{j}\right\}$. Then the sequence obtained by replacing $m_{j}$ by the $r_{j}$ values $m_{j}+q+1-2 k$ for $k=1,2, \ldots, r_{j}$ is a symmetric profile for $[q]^{n}$.

Proof. Consider a chain $\mathscr{P}=\left(x^{(k)}\right)_{1}^{r}$ belonging to a symmetric chain decomposition of $[q]^{n-1}$. For $x \in[q]^{n-1}$ and $h \in[q]$, denote by $x+h e_{n}$ the element of $[q]^{n}$ formed by appending $h$ to $x$. For $0 \leq l \leq \min (q, r)-1$, let $\mathscr{S}^{(l)}=\left\{x^{(k)}+h e_{n}\right.$ : $\min (r-k, h)=l\}$. Then each $\mathscr{S}^{(l)}$ is a symmetric chain in $[q]^{n}$, and the union of all the chains arising in this way forms a symmetric chain decomposition of $[q]^{n}$. See Fig. 1 and [1] for more details.


Fig. 1. The construction of symmetric chains.

The next lemma extends Lemma 5 to cover the present case. It states, in essence, that we can treat a measure of mass $m$ and concentration 1 much like the poset [ $m$ ]. In particular, the convolution of an element of $\mathscr{M}(m, 1)$ and one of $\mathscr{M}(l, 1)$ behaves similarly to the poset $[m] \times[l]$ and can be "peeled apart" in the same fashion. This peeling process will allow us to write a convolution $\otimes_{1}^{n} \mu_{i}$ (where $\mu_{i} \in \mathscr{M}(q, 1)$ ) as a sum of measures whose mass profile mimics that of a symmetric chain decomposition of the poset $[q]^{n}$.

Lemma 7. Given $m, l \in \mathbb{N}$, set $r=\min \{m, l\}$. If $\mu \in \mathscr{M}(m, 1)$ and $\lambda \in \mathscr{M}(l, 1)$, then $\mu * \lambda$ can be written as a sum $\sum_{k=1}^{r} \nu^{(k)}$ in which $\nu^{(k)} \in \mathscr{M}(m+l+1-2 k, 1)$.

Proof. The case $l=2$ of this lemma is precisely Lemma 5, and the case where $l=1$ is trivial: the splitting $\nu^{(1)}=\mu * \lambda$ will do. The general case is proved by induction on $l$. Using the result and notation of Lemma 4 , set $\nu^{(1)}=\mu_{\mathrm{R}} * \lambda+\mu * \lambda_{\mathrm{L}}-\mu_{\mathrm{R}} * \lambda_{\mathrm{L}}$, with $\left|\nu^{(1)}\right|=m+l-1$ and $c\left(\nu^{(1)}\right) \leq 1$. After some judicious relabelling, the induction hypothesis states that $\mu * \lambda-\nu^{(1)}=\mu_{\mathrm{L}} * \lambda_{\mathrm{R}}$ can be written as $\sum_{k=2}^{r} \nu^{(k)}$, with $\nu^{(k)} \in$ $\boldsymbol{M}(m+l+1-2 k, 1)$.

Proof of Theorem 2. We prove by induction that the convolution $\otimes_{1}^{n} q \mu_{X_{i}}$ can be decomposed as a sum of measures of concentration at most 1 whose mass profile is a symmetric profile for $[q]^{n}$. Indeed, this is trivially possible if $n=1$. For the induction step, let $\left(\nu_{j}\right)_{1}^{s}$ be a decomposition for $\otimes_{1}^{n-1} q_{i} \mu_{X_{i}}$. Then

$$
\begin{aligned}
\mu & =\left(\sum_{j=1}^{s} \nu_{j}\right) *\left(q \mu_{X_{n}}\right) \\
& =\sum_{j=1}^{n} \nu_{j} *\left(q \mu_{X_{n}}\right)
\end{aligned}
$$

Now, by Lemma 7, each convolution $\nu_{j} *\left(q \mu_{X_{n}}\right)$ can be written as a sum $\sum_{k=1}^{r_{j}} \nu_{j}^{(k)}$, where $r_{j}=\min \left\{q,\left|\nu_{j}\right|\right\}$ and $\nu_{j}^{(k)} \in \mathscr{M}\left(\left|\nu_{j}\right|+q+1-2 k, 1\right)$ for $k=1,2, \ldots, r_{j}$. The collection of all nonzero $\nu_{j}^{(k)}$ is a decomposition of $\mu$ into measures of concentration 1 , and by Lemma 6 their masses form a symmetric profile for $[q]^{n}$.

Remark. The proof of Theorem 2 can easily be extended to prove rather more. Indeed, if $\left(X_{i}\right)_{1}^{n}$ are independent real-valued random variables with $c\left(X_{i}\right) \leq 1 / q_{i}$ for all $i$ (where $q_{1}, \ldots, q_{n}$ are integers), we can show that the concentration of $\sum X_{i}$ is at most the proportion of $\prod_{1}^{n}$ [ $q_{i}$ ] occupied by the largest layer. In fact, by using slightly more information about the symmetric profile of $\prod_{1}^{n}\left[q_{i}\right]$, we can show that, given $r$ open intervals $\left(I_{k}\right)_{1}^{r}$, each of length at most 1 , the probability that $\sum_{1}^{n} X_{i}$ lies in $\cup_{1}^{r} I_{k}$ is bounded by the proportion of $\Pi_{1}^{n}$ [ $q_{i}$ ] occupied by the $r$ largest layers.
3. Other values of the concentration. What can be said about the sum of independent random variables of concentration at most $c$ for values of $c$ not of the form $1 / q$ ? Might it be that the sum of $n$ independent random variables, each of concentration $p / q(p, q$ coprime integers) has concentration at most the proportion of $[q]^{n}$ occupied by the $p$ largest layers? It is easy to see that this cannot be the case, since we may have quite complicated fractions $p / q$ that closely approximate some simple number such as $\frac{1}{2}$. For instance, let $X_{1}, X_{2}$ be independent and identically distributed random variables with distribution $\left(\delta_{0}+\delta_{1}\right) / 2$. The $X_{i}$ certainly have concentration at most $\frac{4}{7}$. However, their sum has concentration $\frac{1}{2}$, which is greater than $\frac{24}{49}$, the proportion of [7] ${ }^{2}$ occupied by the four largest layers.

On the other hand, somewhat surprisingly given this simple example, the question above does have a positive answer when $p=2$, in other words, for concentrations of the form $2 / q$ with $q$ odd. The proof proceeds by showing how to "peel apart" convolutions of measures of concentration 2.

One preliminary lemma is necessary.
Lemma 8. If $q \in \mathbb{N}$ and $\mu \in \mathscr{M}(q, 2)$, then there exist measures $\mu_{0}$, $\mu_{1}$, both of concentration 1, with $\mu=\mu_{0}+\mu_{1}$ and $\left|\mu_{0}\right|=\lfloor q / 2\rfloor$ and $\left|\mu_{1}\right|=\lceil q / 2\rceil$.

Proof. Split $\mu$ into parts of mass 1 and (almost) disjoint support going from left to right. In other words, define $\nu_{1}=\operatorname{Left}(\mu, 1)$ and for $j=2,3, \ldots, q$ set

$$
\nu_{j}=\operatorname{Left}\left(\mu-\sum_{1}^{j-1} \nu_{k}, 1\right) .
$$

Now collect all the $\nu_{j}$ for $j$ even together and similarly for all the odd $\nu_{j}$ as follows:

$$
\mu_{h}=\sum_{j=h(\bmod 2)} \nu_{j}, \quad h=0,1 .
$$

Then it is clear that $\mu_{0}, \mu_{1}$ have the correct masses. Now let $I=(t, t+1)$ be an arbitrary interval. Since $\mu$ has concentration 2, at most three of the $\nu_{k}$ can have $\nu_{k}(I)>0$. This is because, if four of them could detect $I$, of necessity four consecutive ones, $\nu_{k}, \nu_{k+1}, \nu_{k+2}$, and $\nu_{k+3}$, say, then we would have $\nu_{k+1}=\nu_{k+2}=1$ and $\mu(I) \geq\left(\sum_{l=0}^{3} \nu_{k+l}\right)(I)>$ $\left(\nu_{k+1}+\nu_{k+2}\right)(I)=2$. This contradicts the fact that $\mu$ has concentration 2 .

If exactly three of the $\nu_{k}$ give positive measure to $I$, then similarly they are $\nu_{k}, \nu_{k+1}$ and $\nu_{k+2}$ with $\nu_{k+1}(I)=1$. Thus

$$
\nu_{k}(I)+\nu_{k+2}(I)=\mu(I)-\nu_{k+1}(I) \leq 2-1=1 .
$$

So, in the case when the support of three $\nu_{k}$ intersect $I$, we have $\mu_{0}(I), \mu_{1}(I) \leq 1$. In the case when at most two supports are involved, it is clear that both $\mu_{0}$ and $\mu_{1}$ are at most 1 on $I$, and the proof is complete.

We are very fortunate to have the following lemma.
Lemma 9. If $\mu \in \mathscr{M}(m, 2)$ and $\lambda \in \mathscr{M}(l, 2)$, with $m$ and $l$ odd, then $\mu * \lambda$ can be written as a sum of measures of concentration at most 2 whose masses form a symmetric profile for $[m] \times[l]$.

Proof. Write $m=2 a+1$ and $l=2 b+1$. By Lemma 8 , we can write $\mu=\mu_{0}+\mu_{1}$ and $\lambda=\lambda_{0}+\lambda_{1}$, measures of concentration at most 1 and masses $a, a+1$ and $b$, $b+1$, respectively. Without loss of generality, $b \leq a$, but there are two cases, when $b<a$ and when $b=a$.

Case 1. $b<a$.
By Lemma 7, $\mu_{0} * \lambda_{0}$ splits into $b$ measures of concentration at most 1 and masses $a+b-1, a+b-3, \ldots, a-b+1$. The convolution $\mu_{1} * \lambda_{0}$ can be decomposed into $b$ measures of concentration at most 1 of masses $a+b, a+b-2, \ldots, a-b+2$. Summing in pairs, we can write $\mu * \lambda_{0}$ as the sum of $b$ measures of concentration at most 2 of masses $2 a+2 b-1,2 a+2 b-5, \ldots, 2 a-2 b+3$.

In a similar fashion, both $\mu_{0} * \lambda_{1}$ and $\mu_{1} * \lambda_{1}$ split into $b+1$ pieces of concentration at most 1 . When paired up, these give measure of concentration at most 2 and masses $2 a+2 b+1,2 a+2 b-1, \ldots, 2 a-2 b-3$. The two collections together provide an appropriate splitting for $\mu * \lambda$.

Case 2. $b=a$.
Partition $\mu * \lambda_{0}$ as before. Now, however, $\mu_{0} * \lambda_{1}$ splits into only $a$ parts, of masses $a+b, a+b-2, \ldots, 2$, whereas $\mu_{1} * \lambda_{1}$ splits as before into $b+1$ parts: masses $a+$ $b+1, a+b-1, \ldots, 1$. Pair these measures, leaving the final measures of mass 1 unpaired. This produces $b$ measures of concentration at most 2 , of masses $2 a+2 b+1$, $2 a+2 b-3, \ldots, 5$. Together with the remaining measure of mass 1 (and therefore certainly of concentration at most 2 ), this gives us exactly the desired splitting.

We are ready to study the case of concentration $2 / q$.
Theorem 10. Let $q \in \mathbb{N}$ be odd and let $\left(X_{i}\right)_{1}^{n}$ be independent real-valued random variables with $c\left(X_{i}\right) \leq 2 / q$. Let $W_{1}$ and $W_{2}$ be the sizes of the two largest layers in $[q]^{n}$. Then

$$
c\left(\sum_{i=1}^{n} X_{i}\right) \leq\left(W_{1}+W_{2}\right) / q^{n} .
$$

Proof. Following the proof of Theorem 1, using Lemma 9 rather than Lemma 5, we can write $\mu=\otimes_{1}^{n}\left(q_{i} \mu_{X_{i}}\right)$ as a sum $\sum_{1}^{s} \nu_{j}$, where each $\nu_{j}$ has concentration at most 2 and $\left(\left|\nu_{j}\right|\right)_{1}^{s}$ is a symmetric profile for $[q]^{n}$. What does this profile look like? If $W_{2}<W_{1}$, then there must be exactly $W_{1}-W_{2}$ 1's in it. If $W_{1}=W_{2}$, then the corresponding chain decomposition can have no chains of length 1 . In summary, exactly $W_{1}-W_{2}$ of the $\nu_{j}$ have mass 1 (and therefore concentration at most 1) and the other $W_{2}$ have concentration at most 2. Thus

$$
\begin{aligned}
c(\mu) & \leq \sum_{1}^{s} c\left(\nu_{j}\right) \\
& \leq 2 W_{2}+\left(W_{1}-W_{2}\right) \\
& =W_{1}+W_{2},
\end{aligned}
$$

and so $c(X)=c(\mu) / q^{n} \leq\left(W_{1}+W_{2}\right) / q^{n}$.
We note that Theorem 10 is best possible, as may be seen by taking each $X_{i}$ to have distribution $(1 / q)\left(\delta_{0}+\delta_{1}+\cdots+\delta_{q-1}\right)$.

The question remains as to what can be said for other values of the concentration. If $\left(X_{i}\right)_{1}^{n}$ are independent real-valued random variables each of concentration at most $c$, can we give good upper bounds for the concentration of $\sum X_{i}$.
4. The vector-valued case. In the first three sections, we have concentrated on the behavior of real-valued random variables. We turn now to the situation that was Jones's
[3] primary concern, the vector-valued case. Refer to [7] for general background and notation about normed spaces.

Jones studied the following question. A subset $M$ of a normed space $E$ is said to be 1 -separated if, for any distinct $x, y \in M$, we have $\|x-y\| \geq 1$. Given sets $M_{i}=$ $\left\{x_{i, 1}, x_{i, 2}, \ldots, x_{i, q}\right\}$ for $i=1,2, \ldots, n$ such that each is 1 -separated, form the corresponding random variables $\left(X_{i}\right)_{1}^{n}$ with $X_{i}$ having distribution $(1 / q) \sum_{j=1}^{q} \delta_{x_{i, j}}$. Is it true that the concentration of $X=\sum X_{i}$ is always bounded as we would wish, by the proportion of $[q]^{n}$ occupied by the largest layer? This question remains unanswered.

In his study of the problem, Jones introduced some useful definitions (given here in slightly less generality than in [3]). Let $M_{1}$ and $M_{2}$ be 1-separated finite subsets of a normed space $E$ with $\left|M_{i}\right|=m_{i}$. We say that the pair $M_{1}, M_{2}$ has the B.T.K. chain property if their sum $M_{1}+M_{2}$, counted with multiplicities, can be partitioned into a family of 1 -separated subsets whose size profile is a symmetric profile for $\left[m_{1}\right] \times\left[m_{2}\right]$. We say that $E$ has the B.T.K. chain property if every pair of finite 1 -separated subsets of $E$ has the B.T.K. chain property. If $E$ has the B.T.K. chain property, then the above question has an affirmative answer (as may be seen by mimicking symmetric chain decompositions of $[q]^{n}$ ).

A partial ordering $\leq$ on a normed space $E$ is said to be compatible if it is translation invariant (i.e., satisfies $x \leq y$ if and only if $x+a \leq y+a$ for all $x, y, a \in E$ ) and has the property that distinct $x, y \in E$ are comparable if and only if $\|x-y\| \geq 1$. Thus, for example, $\mathbb{R}$ certainly has a compatible ordering: we let $x$ precede $y$ if $x+1 \leq y$ in the usual order.

Jones showed that, if $X$ has a compatible order, then $X$ has the B.T.K. chain property. He proved that two-dimensional Hilbert space, and hence each higher-dimensional Hilbert space, fails to have the B.T.K. chain property and (a fortiori) has no compatible order. He asked whether $l_{\infty}$ has a compatible order, or at least satisfies the B.T.K. chain property.

In some sense, Jones answered this question himself, since we can find two-dimensional subspaces of $l_{\infty}$ isometric to Hilbert space, and so $l_{\infty}$ cannot have the B.T.K. chain property. In fact, compatible orders are rather hard to find: no normed space of dimension greater than 1 has a compatible ordering. Moreover, the condition that $\leq$ be translation invariant is not the reason.

Proposition 11. Let $E$ be a normed space of dimension greater than 1. Then there is no partial ordering $\leq$ on $E$ such that distinct $x, y \in E$ are comparable if and only if $\|x-y\| \geq 1$.

Proof. It clearly suffices to show that no two-dimensional example exists, so let us suppose that $E$ is a two-dimensional space with such an ordering $\leq$. Let $\left\{x_{1}, x_{2}\right\}$, $\left\{x_{1}^{*}, x_{2}^{*}\right\}$ be an Auerbach system for $X$. Thus $x_{1}$ and $x_{2}$ have norm $1 ; x_{1}^{*}$ and $x_{2}^{*}$, belonging to $E^{*}$, have dual norm 1 ; and $x_{i}^{*}\left(x_{j}\right)=\delta_{i j}$ ( such a system can easily be found-see, e.g., [7]). Consider first the set $M=\left\{0, x_{1}, x_{2}\right\}$. Since $\left\|x_{1}-x_{2}\right\| \geq$ $x_{1}^{*}\left(x_{1}-x_{2}\right)=1$, the set $M$ is 1 -separated and hence totally ordered by $\leq$.

Claim. Either $x_{1} \leq 0 \leq x_{2}$ or $x_{2} \leq 0 \leq x_{1}$.
Otherwise, we may suppose, without loss of generality, that $0 \leq x_{1} \leq x_{2}$. Consider then $y=x_{2} / 2$. We have that $\left\|x_{1}-y\right\| \geq x_{1}^{*}\left(x_{1}-y\right)=1$, so either $x_{1}>y$ or $x_{1}<y$. In the first case, we have $x_{2}>x_{1}>y$, despite the fact that $\left\|x_{2}-y\right\|=\frac{1}{2}$. In the second case, $y>x_{1}>0$, which again contradicts the condition on $\leq$ since $\|y\|=\frac{1}{2}$. So the claim is proved.

Exactly the same reasoning, applied to $M^{\prime}=\left\{0, x_{1}, x_{1}+x_{2}\right\}$, shows that $x_{1}$ must be $\leq$-between 0 and $x_{1}+x_{2}$. Similarly, we must have $x_{1}+x_{2}$ between $x_{1}$ and $x_{2}$ and also $x_{2}$ between 0 and $x_{1}+x_{2}$. However, these four conditions are incompatible-the $\leq$-maximum of the four vectors $\left\{0, x_{1}, x_{2}, x_{1}+x_{2}\right\}$ does not lie between two others. This contradiction establishes the nonexistence of $(E, \leq)$.

Jones's main positive result was that, if $M_{1}$ and $M_{2}$ are both 1-separated subsets of Hilbert space, with $M_{2}$ having size at most 3, then the pair $M_{1}, M_{2}$ has the B.T.K. chain property. (We should note that Kleitman based his proof of Theorem A exactly on the fact that in any normed space, any pair $M_{1}, M_{2}$ of 1 -separated subsets has the B.T.K. chain property if $M_{2}$ has size at most 2.)

This pleasant fact about Hilbert space does not, unfortunately, generalise to arbitrary normed spaces. We present here an example of a normed space $E$ and two 1 -separated subsets, each of size 3 , not having the B.T.K. chain property. In fact, we find 1 -separated sets $M_{1}, M_{2}$ of size 3 such that the sum $M_{1}+M_{2}$, far from having a partition into 1 -separated subsets of size 5,3 , and 1 , does not even contain a 1 -separated subset of size 5.

Proposition 12. There exists a normed space $E$ and 1-separated subsets $M_{1}$, $M_{2} \subset E$ such that $\left|M_{1}\right|=\left|M_{2}\right|=3$ but $M_{1}+M_{2}$ contains no 1 -separated subset of size 5 .

Proof. We define a norm on $\mathbb{R}^{4}$ in such a way that the sets $M_{1}=\left\{0, e_{1}, e_{2}\right\}$ and $M_{2}=\left\{0, e_{3}, e_{4}\right\}$ satisfy the conclusion of the proposition. More exactly, we ensure that each distance marked on Fig. 2 is strictly less than 1, while both $M_{1}$ and $M_{2}$ are 1 -separated. To ensure that the requisite vectors are short, we define our norm $\|\cdot\|$ by taking for its unit ball the absolute convex hull of these vectors. In other words, we take as the unit ball the set

$$
\begin{aligned}
B_{\|\cdot\|}=\operatorname{abs}-\operatorname{co}\{ & e_{1}+e_{3},\left(e_{2}-e_{1}\right)+e_{4}, e_{2}-e_{4}, e_{2}-e_{3}, \\
& \left.e_{1}+\left(e_{4}+e_{3}\right), e_{2}+\left(e_{3}-e_{4}\right),\left(e_{1}-e_{2}\right)+\left(e_{4}-e_{3}\right)\right\} .
\end{aligned}
$$

By definition, all these vectors have norm at most 1 . Now we show that the vectors $e_{1}$, $e_{2}, e_{3}, e_{1}-e_{2}, e_{3}-e_{4}$ have norm strictly greater than 1 by exhibiting functionals of (dual) norm at most 1 taking large values at those vectors. For instance, for $\varepsilon>0$ sufficiently small, the functional $f=(1+\varepsilon, 0,-\varepsilon,-2 \varepsilon)$ has dual norm at most 1 , because it takes values at most 1 in absolute value at the extreme points of the $\|\cdot\|$ unit ball. However, $f\left(e_{1}\right)=1+\varepsilon>1$, and therefore $\left\|e_{1}\right\|>1$. In similar fashion, we can exhibit


Fig. 2. The pattern of small distances in Proposition 12.
functionals to show that all the vectors we desire to be long are indeed long. For some small $\varepsilon>0$, the following suffice:

$$
\begin{aligned}
e_{1}: & (1+\varepsilon, 0,-\varepsilon,-2 \varepsilon), \\
e_{2}: & (3 \varepsilon, 1+\varepsilon, \varepsilon, 2 \varepsilon), \\
e_{3}: & (-\varepsilon, \varepsilon, 1+\varepsilon, 3 \varepsilon), \\
e_{4}: & (2 \varepsilon, \varepsilon, 3 \varepsilon, 1+\varepsilon), \\
e_{2}-e_{1}: & \frac{1}{2}(1+\varepsilon,-1,2 \varepsilon, \varepsilon), \\
e_{3}-e_{4}: & \frac{1}{2}(-\varepsilon, \varepsilon,-1-\varepsilon, 1) .
\end{aligned}
$$

The norm $\|\cdot\|$ does not behave exactly as we would like-the norms from Fig. 2 are at most 1 , rather than strictly less than 1 -but for some $0<\lambda<1$, the norm $\lambda\|\cdot\|$ will do. It is easy to check, from Fig. 2, that $M_{1}+M_{2}$ contains no 1 -separated subset of size 5.

There are still many unanswered questions concerning the vector-valued case. The most striking and interesting one, it seems to us, is whether the following conjecture is true.

Conjecture 13. Let E be a normed space and let $\left(X_{i}\right)_{1}^{n}$ be independent $E$-valued random variables of concentrations at most $\frac{1}{2}$. Then the concentration of $\sum X_{i}$ is at $\operatorname{most}\left({ }_{(n / 2,}^{n}\right) 2^{-n}$.
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#### Abstract

The purpose of this paper is to prove the equivalence of perfect authentication schemes and maximum distance separable codes.
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1. Introduction. In this paper, we consider the following communications scenario, which involves an originator of messages, a recipient of messages, and a third party called the spoofer. The originator wishes to send a sequence $s_{1}, \ldots, s_{n}$ of $n$ distinct source messages to the recipient. To enable the recipient to verify the authenticity of these messages, the originator encodes them, prior to transmission, into a sequence of encoded messages $m_{1}, \ldots, m_{n}$, using one of a finite set of encoding rules that is agreed in advance with the recipient. The recipient verifies the authenticity of the message $m_{i}$ by checking that it is a valid encoding of $s_{i}$ for the agreed encoding rule $e$. The spoofer observes the sequence of encoded messages $m_{1}, \ldots, m_{n}$ and attempts to construct a correctly encoded message for a different source message. That is, he attempts to find a message $m$ that is the encoding under the (to him unknown) encoding rule $e$ of some source message that is distinct from $s_{1}, \ldots, s_{n}$.

In [6] one of the authors established an information-theoretic lower bound for the expected probability $P(n)$ that the spoofer succeeds in this task and for the arithmetic mean of $P(0), P(1), \ldots, P(N)$, where $N$ is the maximum length of the sequence that the originator might be required to send using the same encoding rule. In addition, necessary and sufficient conditions on the encoding scheme are derived that ensure that these bounds are met, and these conditions lead to the concept of an $N$-perfect authentication scheme.

Associated with an authentication scheme is an incidence structure, and the conditions that ensure that the information-theoretic bounds are met are reflected in structural requirements on this incidence structure. In this paper, we characterise the incidence structures associated with N -perfect authentication schemes and thereby prove that perfect authentication schemes are equivalent to maximum distance separable codes.

The theorem proved in this paper extends a result in [3], where it is shown that an incidence structure is associated with a 1-perfect authentication scheme if and only if it is a net. It also establishes the converse of the observation made in [6], and independently by Stinson in [5], that an MDS code (or, equivalently, a transversal design) may be used to construct a perfect authentication scheme.
2. Authentication schemes, incidence structures, and codes. An authentication scheme is a triple $\underline{A}=\underline{A}(S, M, E)$ of finite sets $S, M$, and $E$, where each element of $E$ is an injective function of $S$ into $M$, and each element in $M$ is the image under this set

[^9]of functions of precisely one element in $S$. The elements of $S$ are known as source messages, those of $M$ are called encoded messages, and the functions in $E$ are called encoding rules.

An authentication scheme as defined above is often referred to in the literature as a nonsplitting, Cartesian scheme (see [4]). The nonsplitting property means that, once an encoding rule has been selected, then the encoded message for each source message is unambiguously defined. For each encoding rule $e \in E$ and each source message $s \in S$, we denote by $m=e(s)$ the encoded message for $s$ produced by $e$. The Cartesian property means that there is no secrecy in the scheme, in the sense that, if an encoded message is observed, then there is no ambiguity about which source message it encodes, even if the encoding rule is unknown. This is a consequence of the requirement that each encoded message is the encoding of precisely one source message. We use the notation $s=S(m)$ to denote the unique source message corresponding to the encoded message $m$.

With an authentication scheme $\underline{A}$, we may associate an incidence structure $\underline{I}(\underline{A})=$ $I(E, M, I)$. The set of points of this incidence structure is $E$, the set of blocks is $M$, and the incidence relation $I$ is defined by the rule

$$
e I m \text { if and only if } m=e(S(m))
$$

That is, point $e$ is incident with block $m$ precisely when the encoded message $m$ is obtained by encoding $S(m)$ under the encoding rule $e$. We use standard notation for incidence structures, as may be found, for instance, in [1]. Thus we denote by $(m)=\{e \in E \mid$ $e(S(m))=m\}$ the set of all points incident with the block $m$, and by $(e)=\{m \in M \mid$ $e(S(m))=m\}$ the set of all blocks incident with the point $e$. Moreover, we extend this notation by defining $(s)=\{m \in M \mid S(m)=s\}$ to be the set of all encoded messages that are encodings of the source $s$. Finally, we denote by $[x]$ the cardinality of the set $(x)$.

The incidence structure $\underline{I}=\underline{I}(\underline{A})$ enjoys the properties that $\{(s) \mid s \in S\}$ is a partition of $M$, and, for each $s \in S$, the set $\{(m) \mid m \in(s)\}$ is a partition of $E$. That is, $\{(s) \mid s \in S\}$ is a parallelism of $\underline{I}$, where we recall that a parallelism of an incidence structure is a partition of its blocks into classes with the property that each point of the structure is incident with precisely one block from each of the classes. The property of having a parallelism actually characterises those incidence structures that are associated with authentication schemes as described above.

To see this, let $\underline{I}=\underline{I}(P, B, I)$ be an incidence structure, with points $P$ and blocks $B$, which possesses a parallelism $S$. To avoid complications, assume that $\underline{I}$ does not have repeated points; that is, if $(p)=\left(p^{\prime}\right)$, then $p=p^{\prime}$. We use each point $p \in P$ to define a function from $S$ into $B$ as follows: For each $s \in S$, set $p(s)$ to be the unique block in the class $s$ that is incident with $p$. Then it is trivial to check that $\underline{A}=\underline{A}(S, B, P)$ is an authentication scheme and that $\underline{I}(\underline{A})=\underline{I}$.

Having defined and characterised the incidence structure associated with an authentication scheme, we now turn to considering codes for authentication schemes. The approach we take is via the associated incidence structure. Although there are a number of other ways of associating codes and authentication schemes, this is the most convenient for our purposes.

We begin by recalling that a code $\underline{C}$ of length $r$ over a finite alphabet $A$ is a nonempty set of $r$-tuples with entries in $A$. The elements $c=\left(c_{1}, \ldots, c_{r}\right)$ of $\underline{C}$ are called codewords.

With any code $\underline{C}$, we can associate an incidence structure $\underline{I}=\underline{I}(\underline{C})$, which has a parallelism. The points of $\underline{I}$ are the codewords $c$. The blocks of $\underline{I}$ are the pairs $(i, a)$, where $i \in\{1, \ldots, r\}, a \in \bar{A}$, and $a$ is the $i$ th entry of at least one codeword. Incidence is then defined by the rule

$$
c I(i, a) \text { if and only if } c_{i}=a
$$

Now if, for each $i \in\{1, \ldots, r\}$ we define ( $i$ ) to be the set of all blocks of the form $(i, a)$, then $\{(i) \mid i \in\{1, \ldots, r\}\}$ is a parallelism of $\underline{I}$.

Conversely, to any incidence structure $\underline{I}$ with a parallelism, we can associate a code $\underline{C}$ such that $\underline{I}(\underline{C})=\underline{I}$. To see this, let $\underline{I}=\underline{I}(P, B, I)$ be an incidence structure with parallelism $S$. Let $r=|S|$ and label the parallel classes $1, \ldots, r$. For each parallel class $i \in\{1, \ldots, r\}$, let $\varphi_{i}$ be an injection from (i) into a suitably large set $A$ and identify block $b \in(i)$ with the pair $\left(i, \varphi_{i}(b)\right)$. For each point $p \in P$, define codeword ( $p_{1}, \ldots, p_{r}$ ) by $p_{i}=\varphi_{i}(b)$, where $b$ is the unique block in the parallel class $i$ incident with $p$. Then the set $\underline{C}=\left\{\left(p_{i}, \ldots, p_{r}\right) \mid p \in P\right\}$ is a code of length $r$ over $A$ and $\underline{I}=\underline{I}(\underline{C})$.

Combining the observations of this section, we see that, to any authentication scheme $\underline{A}=\underline{A}(S, M, E)$, we can associate a code $\underline{C}=\underline{C}(\underline{A})$. This code has length $|S|$, contains $|E|$ codewords, and is defined over an alphabet $A$ of size equal to the maximum of the number of encodings of a source message. Conversely, given a code $\underline{C}$, we can construct an authentication scheme $\underline{A}$ with $\underline{C}(\underline{A})=\underline{C}$.
3. MDS codes and perfect authentication schemes. Let $\underline{C}$ be a code of length $r$ over a finite alphabet $A$ of cardinality $q$. Then $\underline{C}$ is a maximum distance separable (MDS) code if and only if, for some $t$, it satisfies the following condition: Given any $t$ distinct positions $i_{1}, \ldots, i_{t}$ and any sequence $a_{1}, \ldots, a_{t}$ of not necessarily distinct elements of $A$, there is exactly one codeword $c=\left(c_{1}, \ldots, c_{r}\right) \in \underline{C}$ with $c_{i_{j}}=a_{j}$ for $j=1, \ldots, t$.

We refer to a code of this type as an MDS code with parameters $(r, t, q)$. For further information on MDS codes, refer to [2]. It should be noted that our notation ( $r, t, q$ ) is different from that used in [2].

We need the following characterisation of MDS codes in terms of their associated incidence structures as defined in the last section. The result is straightforward to prove using counting arguments and is therefore presented without proof. We use the following extension to the notation established for incidence structures in the last section. Let $\underline{b}=$ $\left(b_{1}, \ldots, b_{j}\right)$ be a sequence of $j$ blocks of an incidence structure. Then ( $\underline{b}$ ) is the set of points that are incident with all the blocks $b_{1}, \ldots, b_{j}$, and $[\underline{b}]$ is the cardinality of this set.

Lemma 3.1. Let $\underline{I}=\underline{I}(\underline{C})$ be the incidence structure associated with an MDS code with parameters $(r, t, q)$, let $0 \leq j \leq t$, and let $\underline{b}=\left(b_{1}, \ldots, b_{j}\right)$ be a sequence of $j$ blocks belonging to different parallel classes. Then

$$
[\underline{b}]=q^{t-j} .
$$

Conversely, if $\underline{I}$ is an incidence structure with a parallelism that satisfies this condition for some $q$, some $t$, and all $0 \leq j \leq t$, then $\underline{C}=\underline{C}(\underline{I})$ is MDS with parameters $(r, t, q)$, where $r$ is the number of paralleled classes of $\underline{I}$.

Corollary 3.2. If an incidence structure satisfies the conditions of Lemma 3.1, then each parallel class contains exactly q blocks.

We use this lemma to establish the equivalence of MDS codes and perfect authentication schemes. We begin by recalling the definition and characteristic properties of a perfect authentication as presented in [6]. To do this, we must first review the information theoretic measure of the security of an authentication scheme. For a more detailed discussion of the concepts, refer to [6].

Let $\underline{A}=\underline{A}(S, M, E)$ be an authentication scheme. To use this scheme, an originator and recipient of messages share an encoding rule $e$, which is selected from $E$ according to some probability distribution $p(e)$. When the originator wishes to communicate a source message, he encodes it using $e$ and sends the encoded message $m=e(s)$. Upon
receiving $m$, the recipient validates it by using $e$ to confirm that $e(S(m))=m$. Suppose that the originator sends a sequence $m_{1}, \ldots, m_{n}$ of distinct encoded messages, all produced using the same encoding rule $e$, and that these messages are observed by a spoofer. The spoofer attempts to construct the correct encoding under $e$ for some source message distinct from $S\left(m_{1}\right), \ldots, S\left(m_{n}\right)$. It is assumed that the spoofer has knowledge of $\underline{A}$ and plays the best strategy open to him. All he does not a priori know is the particular encoding rule $e$. We denote by $P(n)$ the expected probability that the spoofer succeeds in his task. We assume that $n$ is not allowed to exceed some maximum value $N$ and we let $P_{N}$ be the arithmetic mean of $P(0), P(1), \ldots, P(N)$. The following lower bound for $P_{N}$ is proved in [6]:

$$
-\log P_{N} \leq H(E) /(N+1) \leq \log |E| /(N+1),
$$

where $H(E)$ is the entropy of the distribution $p(e)$. These inequalities lead to the definition of an N -perfect authentication scheme.

An authentication scheme is said to be the $N$-perfect if $-\log P_{N}=H(E) /(N+1)$ with $p(e)$ the uniform distribution (so that, in this case, $H(E)=\log |E|$ ). Necessary and sufficient conditions for an authentication scheme to be $N$-perfect are given in [6]. These conditions form the basis for the main theorem of this paper and are summarised below in Lemma 3.3. To state these conditions and prove our theorem, it is first necessary to model the way in which source and encoded messages are generated and also to introduce more notation.

The sequence of source messages $s_{1}=S\left(m_{1}\right), \ldots, s_{n}=S\left(m_{n}\right)$ generated by the originator and observed by the spoofer is modelled by a stochastic process $p\left(s_{1}, \ldots, s_{n}\right)$. We denote by $p\left(s_{n+1} \mid s_{1}, \ldots, s_{n}\right)$ the probability that the spoofer selects source message $s_{n+1}$ with which to launch his attack, given that he has observed $s_{1}, \ldots, s_{n}$. All source messages are assumed to be distinct, so the process satisfies $p\left(s_{j} \mid s_{1}, \ldots, s_{j-1}\right)=0$ whenever $s_{j} \in\left\{s_{1}, \ldots, s_{j-1}\right\}$. We also assume the converse. Thus our process satisfies

$$
p\left(s_{j} \mid s_{1}, \ldots, s_{j-1}\right)=0 \quad \text { if and only if } s_{j} \in\left\{s_{1}, \ldots, s_{j-1}\right\}
$$

We assume that the selection of the encoding rule is independent of the process that generates the source messages. Thus the probability that a sequence $\underline{m}=\left(m_{1}, \ldots, m_{n}\right)$ of encoded messages is produced by the originator and observed by the spoofer is given by

$$
p(\underline{m})=p(S(\underline{m})) p((\underline{m}))
$$

where we use the notation

$$
S(\underline{m})=\left(S\left(m_{1}\right), \ldots, S\left(m_{n}\right)\right) \quad \text { and } \quad(\underline{m})=\left\{e \in E \mid e\left(S\left(m_{j}\right)\right)=m_{j}, j=1, \ldots, n\right\} .
$$

The following additional notation will be used in the statement of Lemma 3.3 and in the proof of Theorem 3.4. Let $\underline{m}=\left(m_{1}, \ldots, m_{n}\right)$ be such that $p((\underline{m})) \neq 0$ and let $s \in S$. For each $m \in(s)$, define

$$
(s \mid \underline{m})=\{m \in(s) \mid p((m) \mid(\underline{m})) \neq 0\} .
$$

Thus, in terms of the incidence structure $\underline{I}$ associated with $\underline{A}$, the set ( $s \mid \underline{m}$ ) consists of all those blocks in the parallel class ( $s$ ) that are potential valid encodings for $s$, given that the sequence $\underline{m}$ of encoded messages has already been produced. Observe that, if $n=0$ so that $\underline{m}$ is the empty sequence, then ( $s \mid \underline{m}$ ) consists of all those blocks of the incidence structure $\underline{I}(\underline{A})$ that belong to the parallel class $(s)$ and are incident with at least one point $e \in E$ for which $p(e) \neq 0$.

Lemma 3.3. An authentication scheme $\underline{A}=\underline{A}(S, M, E)$ is $N$-perfect if and only if, for every $0 \leq n \leq N$, the following holds: If $\underline{m}=\left(m_{1}, \ldots, m_{n}\right)$ with $p(\underline{m}) \neq 0$, if $s \in S$ with $p(s \mid S(\underline{m})) \neq 0$, and if $m \in(s \mid \underline{m})$, then

$$
\log |E| /(N+1)=H(E) /(N+1)=-\log p((m) \mid(\underline{m}))=\log |(s \mid \underline{m})| .
$$

The proof of the lemma follows immediately from [6, Thm. 2] and the definition of N -perfect. With the help of this result and Lemma 3.1, we may now prove our main theorem.

Theorem 3.4. Let $\underline{C}=\underline{C}(\underline{A})$ be the code associated with an $N$-perfect authentication scheme $\underline{A}$ with source messages $S$. Then $\underline{C}$ is an MDS code with parameters $(|S|, N+1, q)$, where $q=[s]$ for all $s \in S$. Conversely, if $\underline{C}$ is an MDS code with parameters $(r, N+1, q)$, then $\underline{C}=\underline{C}(\underline{A})$ for some $N$-perfect authentication scheme $\underline{A}$ with $r$ source messages and $q$ encodings for each source message.

Proof. Let $\underline{A}=\underline{A}(S, M, E)$ be an $N$-perfect authentication scheme and let $\underline{I}=I(\underline{A})$ be the incidence structure associated with it. Applying Lemma 3.3 with $n=0$ yields

$$
\log [s]=\log |E| /(N+1) \quad \text { for all } s \in S
$$

Thus the number of blocks in each parallel class of $\underline{I}$ is a constant $q$, and $|E|=q^{N+1}$. We show that, if $0 \leq j \leq N+1$ and if $\underline{m}=\left(m_{1}, \ldots, m_{j}\right)$ is a sequence of blocks of $\underline{I}$ belonging to different parallel classes, then $[\underline{m}]=q^{N+1-j}$. The first part of the theorem then follows directly from Lemma 3.1.

To prove the above statement, we proceed by induction on $j$. We have already proved the result for $j=0$, so we assume that $1 \leq j \leq N+1$, and the statement is true for $j-1$. Let $\underline{m}^{\prime}=\left(m_{1}, \ldots, m_{j-1}\right)$ and consider the terms in the identity

$$
p((\underline{m}))=p\left(\left(m_{j}\right) \mid\left(\underline{m}^{\prime}\right)\right) p\left(\left(\underline{m}^{\prime}\right)\right) .
$$

Since $p(e)$ is uniform, and, as $|E|=q^{N+1}$, we have $p((\underline{m}))=[\underline{m}] q^{-(N+1)}$ and similarly for $p\left(\left(\underline{m}^{\prime}\right)\right)$. Thus $[\underline{m}]=p\left(\left(m_{j}\right) \mid\left(\underline{m}^{\prime}\right)\right)\left[\underline{m}^{\prime}\right]$. Applying the induction hypothesis to [ $\left.m^{\prime}\right]$ now gives

$$
\begin{equation*}
[\underline{m}]=p\left(\left(m_{j}\right) \mid\left(\underline{m}^{\prime}\right)\right) q^{N+1-(j-1)} . \tag{1}
\end{equation*}
$$

Now consider the term $p\left(\left(m_{j}\right) \mid\left(\underline{m}^{\prime}\right)\right)$. First, we apply Lemma 3.3 with $n=j-1$ to $\underline{m}^{\prime}$ and $S\left(m_{j}\right)$. This gives

$$
\log \left|\left(S\left(m_{j}\right) \mid \underline{m}^{\prime}\right)\right|=\log |E| /(N+1)=\log q
$$

However, we know that $\left[S\left(m_{j}\right)\right]=q$, so $\left(S\left(m_{j}\right) \mid \underline{m}^{\prime}\right)=\left(S\left(m_{j}\right)\right)$. Thus $m_{j} \in\left(S\left(m_{j}\right) \mid \underline{m}^{\prime}\right)$, and Lemma 3.3 tells us that $-\log p\left(\left(m_{j}\right) \mid\left(\underline{m}^{\prime}\right)\right)=\log q$. Thus $p\left(\left(m_{j}\right) \mid\left(\underline{m}^{\prime}\right)\right)=q^{-1}$, and substitution of this in (1) proves $[\underline{m}]=q^{N+1-j}$, as required.

To prove the final part of the theorem, let $\underline{I}=\underline{I}(\underline{C})$ be the incidence structure associated with the MDS code and let $\underline{A}=\underline{A}(\underline{I})$ be the authentication scheme associated with $\underline{I}$. Let $p(e)$ be the uniform distribution on the set $E$ of points of $\underline{I}$ and let $p\left(s_{1}, \ldots, s_{n}\right)$ be a process defined on the parallel classes $S$ of $\underline{I}$ that satisfies $p\left(s_{j} \mid s_{1}, \ldots, s_{j-1}\right)=0$ if and only if $s_{j} \in\left\{s_{1}, \ldots, s_{j-1}\right\}$. We prove that $\underline{A}$ is $N$-perfect by using Lemma 3.1 to show that the conditions of Lemma 3.3 are satisfied.

To this end, let $0 \leq n \leq N$, let $\underline{m}=\left(m_{1}, \ldots, m_{n}\right)$ be such that $p(\underline{m}) \neq 0$, let $s \in S$ with $p(s \mid S(\underline{m})) \neq 0$, and let $m \in(s \mid \underline{m})$. Since $p(\underline{m})=p(S(\underline{m})) p(\underline{m})) \neq 0$, it follows that the parallel classes $S\left(m_{1}\right), \ldots, S\left(m_{n}\right)$ are distinct. Moreover, since
$p(s \mid S(\underline{m})) \neq 0$, the parallel class $s$ is distinct from $S\left(m_{1}\right), \ldots, S\left(m_{n}\right)$. Thus, from Lemma 3.1, we have

$$
[\underline{m}]=q^{N+1-n} \quad \text { and } \quad[\underline{m}, m]=q^{N+1-n-1} .
$$

Thus

$$
p((m) \mid(\underline{m}))=[\underline{m}, m] /[\underline{m}]=q^{-1} .
$$

It follows that $(s \mid \underline{m})=(s)$. However, $H(E)=\log |E|,|E|=q^{N+1}$ by Lemma 3.1, and $[s]=q$ by Corollary 3.2; so all the equalities in Lemma 3.3 hold.
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#### Abstract

The authors consider fault-tolerant circuit-switching networks under a random switch failure model. Three circuit-switching networks of theoretical importance-nonblocking networks, rearrangeable networks, and superconcentrators-are studied. The authors prove lower bounds for the size (the number of switches) and depth ( the largest number of switches on a communication path) of such fault-tolerant networks and explicitly construct such networks with optimal size $\Theta\left(n(\log n)^{2}\right)$ and depth $\Theta(\log n)$.
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1. Introduction. In this paper, we study some fault-tolerant circuit-switching networks under a random switch failure model. In this model, each electrical switch in the network is independently in one of the following three states: (1) open failure (the switch is permanently off and fails to be on) with probability $0<\varepsilon_{1}<\frac{1}{2}$, (2) closed failure (the switch is permanently on and fails to be off ) with probability $0<\varepsilon_{2}<\frac{1}{2}$, and (3) normal state (the switch functions correctly) with probability $1=\varepsilon_{1}-\varepsilon_{2}$. For simplicity of notation, we assume that $\varepsilon_{1}-\varepsilon_{2}=\varepsilon$. The measure of fault tolerance is the probability of the network fulfilling the communication task in the presence of switch failures. This model is essentially equivalent to that of Moore and Shannon [MS], who introduced it in the context of relay circuits computing Boolean functions. The model retains its relevance, since open and closed failures represent the two dominant failures modes both for metallic-contact switches (still frequently used, especially for video switching) and MOSFETs (metal-oxide semiconductor field-effect transistors), a common switching element in VLSI circuits.
2. The networks. The circuit-switching networks we study in this paper are nonblocking networks, rearrangeable networks, and superconcentrators. Nonblocking networks were introduced by $\operatorname{Clos}$ [ Cl ] in 1953 to epitomize the activity of telephone communication. Beneš [B] in 1964 described the rearrangeable network. Rearrangeable networks are useful architectures for parallel machines. Aho, Hopcroft, and Ullman [AHU] in 1974 posed the problem of superconcentrators. Although their purpose was to hope to use them to establish a nonlinear lower bound for the Boolean circuit complexity of multiplication, superconcentrators proved to be central in a number of communication networks. For example, superconcentrators provide support for the task queue scheme ( see [Co]) in parallel computing. Tremendous efforts on these networks have been made, and significant results obtained.

In this paper, we describe a circuit-switching network in terms of an acyclic directed graph. Terminals of the network (wires that connect the network to the outside world) are represented by distinguished vertices called inputs and outputs. Electrical links are represented by vertices other than inputs and outputs, and switches (single-pole single throw, connecting two links) by edges between the two corresponding vertices. The three states of a switch in the random switch failure model are therefore interpreted as (1) the edge ceases to exist (open failure), (2) two vertices of the edge contract to one (closed

[^10]failure), and (3) the edge is unaffected (normal state). In this paper, we say "graph" and "network" without distinction, and the same is true for "edge" and "switch."

Given a directed graph with $n$ inputs and $n$ outputs, it is said to be a "nonblocking n-network" if, given any set of vertex-disjoint paths from inputs to outputs and given any input and output not involved in these established paths, a new path that is vertexdisjoint from the established paths can be found from the requesting input to the requesting output; it is said to be a "rearrangeable n-network" if, given any one-to-one correspondence between the inputs and the outputs, there exists a set of $n$ vertex-disjoint paths joining each input to its corresponding output; it is said to be an " $n$-superconcentrator" if, for every $r \leq n$, every set of $r$ inputs, and every set of $r$ outputs, there exists a set of $r$ vertex-disjoint paths from the given inputs to the given outputs. It is obvious that a nonblocking $n$-network is a rearrangeable $n$-network, and a rearrangeable $n$-network is an $n$-superconcentrator.

The networks considered in this paper are based on directed graphs and distinguish the roles of inputs and outputs as terminals. Variants of these definitions exist for networks based on undirected graphs, and for which there is but one class of terminals. Our definition of "nonblocking" is also referred to as "strictly nonblocking," to distinguish it from the somewhat weaker notion of "wide-sense nonblocking" that also appears in the literature. The networks we call "rearrangeable" are sometimes referred to as "permutation" networks, though the latter term is also used for some variants of this notion.

The measures of complexity applied to such networks are size (the number of edges) and depth (the largest number of edges on any path from an input to an output). Shannon [S] showed an $\Omega(n \log n)$ size lower bound of rearrangeable $n$-networks. Beneš [B] presented an $O(n \log n)$ size and $O(\log n)$ depth construction for rearrangeable $n$-networks. The existence of $O(n \log n)$ size and $O(\log n)$ depth nonblocking $n$-networks was proved by Bassalygo and Pinsker [BP]. For $n$-superconcentrators, an $\Omega(n)$ size lower bound is obvious, and Valiant [V] showed an $O(n)$ size upper bound.
3. Fault tolerance. Given $0<\varepsilon<\frac{1}{2}$, consider a network $N$ subject to the random switch failure model. Let the event space $\Omega$ be the set of all graphs obtained from $N$. The probability measure on each graph is assigned in accordance to the number of failed edges. More precisely, if a graph $G \in \Omega$ has $k$ failed edges, the probability that the random instance of $N$ equals $G$ is $(2 \varepsilon)^{k}(1-2 \varepsilon)^{n-k}$, where $n$ is the number of edges in $N$. Given $0<\delta<1$, we say that $N$ is an $(\varepsilon, \delta)$-nonblocking n-network if the probability that the random instance of $N$ contains a nonblocking $n$-network consisting of edges of normal state is greater than $1-\delta$. Similarly, we define an $(\varepsilon, \delta)$-n-rearrangeable network and an ( $\varepsilon, \delta$ )-n-superconcentrator. We observe that an $(\varepsilon, \delta)$-nonblocking $n$-network is an $(\varepsilon, \delta)$-rearrangeable $n$-network, and an ( $\varepsilon, \delta$ )-rearrangeable $n$-network is an ( $\varepsilon, \delta$ )-nsuperconcentrator. It is clear that, by choosing arbitrarily small $\delta$, an $(\varepsilon, \delta)$-nonblocking $n$-network or an $(\varepsilon, \delta)$-rearrangeable $n$-network or an $(\varepsilon, \delta)$ - $n$-superconcentrator can fulfill its communication task with arbitrarily high probability.

The goal of this paper is to analyze the asymptotic behaviors of the size and depth of the ( $\varepsilon, \delta$ )-nonblocking $n$-network, the ( $\varepsilon, \delta$ )-rearrangeable $n$-network, and the ( $\varepsilon, \delta$ )-$n$-superconcentrator. For this purpose, the exact values of $0<\varepsilon<\frac{1}{2}$ and $0<\delta<1$ do not matter. To see this, we first need a result of Moore and Shannon [MS].

Define an $\left(\varepsilon, \varepsilon^{\prime}\right)$-1-network to be a directed graph with two distinguished vertices called input and output, in which each edge is randomly and independently subject to closed and open failures with probabilities of $\varepsilon$, respectively, and in which the probabilities that the input and the output contract into one vertex and that there is no path from the input to the output are both less than $\varepsilon^{\prime}$.

Proposition 1 (Moore and Shannon). Given $0<\varepsilon<\frac{1}{2}$ and $0<\varepsilon^{\prime} \leq \varepsilon$, there is an explicit construction of an $\left(\varepsilon, \varepsilon^{\prime}\right)-1$-network with $c_{\varepsilon}\left(\log _{2}\left(1 / \varepsilon^{\prime}\right)\right)^{2}$ edges and $d_{\varepsilon} \log _{2}\left(1 / \varepsilon^{\prime}\right)$ depth, where $c_{\varepsilon}$ and $d_{\varepsilon}$ are constants depending only on $\varepsilon$.

To observe the fact that the exact value of $\varepsilon$ does not affect the asymptotic behaviors of the size and depth, we suppose that $0<\varepsilon_{1} \leq \varepsilon_{2}<\frac{1}{2}$ and that $\Phi$ is an $\left(\varepsilon_{1}, \delta\right)$-nsuperconcentrator with size $L$ and depth $D$, for some $\delta<1$. By Proposition 1, there is an ( $\varepsilon_{2}, \varepsilon_{1}$ )-1-network $\Psi$ of size $a$ and depth $b$ ( $a$ and $b$ are depending only on $\varepsilon_{2}$ ). The result of substituting this network $\Psi$ for each edge in $\Phi$ is clearly an ( $\left.\varepsilon_{2}, \delta\right)$ - $n$-superconcentrator with size at most $a L$ and depth at most $b D$. Similar arguments apply to $(\varepsilon, \delta)$ rearrangeable $n$-networks and ( $\varepsilon, \delta$ )-nonblocking $n$-networks as well.

To see the invariance with respect to the value of $\delta$, we suppose that $0<\delta_{1} \leq$ $\delta_{2}<1$ and that $\Phi$ is an $\left(\varepsilon, \delta_{2}\right)-n$-superconcentrator, for some $\varepsilon<\frac{1}{2}$. The failure probability of $\Phi$ is a polynomial in $\varepsilon$ and the constant term of this polynomial vanishes (since the network does not fail unless some switch fails). If we replace $\varepsilon$ by $\varepsilon \delta_{1} / \delta_{2}$, every term in this polynomial decreases to at most $\delta_{1} / \delta_{2}$ times its previous value. Thus $\Phi$ is also an $\left(\varepsilon \delta_{1} / \delta_{2}, \delta_{1}\right)$-n-superconcentrator. Again, substitute each edge in $\Phi$ by an $\left(\varepsilon, \varepsilon \delta_{1} / \delta_{2}\right)$-1-network and the resulting network is an ( $\varepsilon, \delta_{1}$ )-n-superconcentrator with the size and depth being affected by only a constant factor. Similar arguments apply to ( $\varepsilon, \delta$ )-rearrangeable $n$-networks and ( $\varepsilon, \delta)$-nonblocking $n$-networks as well.
4. Main result and the overall strategy. In this paper, we show that the size and depth of $(\varepsilon, \delta)$ - $n$-superconcentrators, ( $\varepsilon, \delta)$-rearrangeable $n$-networks, and ( $\varepsilon, \delta$ )-nonblocking $n$-networks are $\Theta\left(n(\log n)^{2}\right)$ and $\Theta(\log n)$.

The overall strategy is that we prove the $\Omega\left(n(\log n)^{2}\right)$ and $\Omega(\log n)$ lower bounds for size and depth of a $\left(\frac{1}{4}, \frac{1}{2}\right)$ - $n$-superconcentrator, and we construct $\left(10^{-6}, \delta\right)$-nonblocking $n$-networks with $O\left(n(\log n)^{2}\right)$ size and $O(\log n)$ depth for arbitrarily small $\delta$. The success of this strategy is ascribed to an observation we made earlier, that, for any $0<\varepsilon<\frac{1}{2}$ and $0<\delta<1$, an $(\varepsilon, \delta)$-nonblocking $n$-network is an ( $\left.\varepsilon, \delta\right)$-rearrangeable $n$ network, and an $(\varepsilon, \delta)$-rearrangeable $n$-network is an $(\varepsilon, \delta)$ - $n$-superconcentrator. Thus a lower bound (for size or depth) of the ( $\varepsilon, \delta)-n$-superconcentrator is a lower bound of all three, and an upper bound of the ( $\varepsilon, \delta)$-nonblocking $n$-network is an upper bound of all three.

The lower bounds are proved in $\S 5$. In $\S 6$ we construct the $(\varepsilon, \delta)$-nonblocking $n$ network. A few observations on our upper bound are in order. First, the upper bound is based on an explicit construction and is not merely an existence proof. Second, with high probability we can find a nonblocking network contained in the fault-tolerant network merely by discarding faulty components and their immediate neighbors, so no difficult computations are hidden here. Third, because the contained network is "strictly" nonblocking (see Feldman, Friedman, and Pippenger [FFP] for details), routing can be performed by a "greedy" application of a standard path-finding algorithm, so again no difficult computations are involved.
5. The lower bounds. The strategy of the lower bound proof is as follows. We associate with each input a neighborhood containing all vertices within a logarithmic distance of the input. We show that, for a large set of inputs, these neighborhoods are disjoint (otherwise, two inputs would be shorted by closed failures with high probability). This gives the lower bound for depth. We then partition the vertices in the neighborhoods of these inputs into zones according to their distance from the input. We show that, for a large number of inputs, each of these zones must have logarithmic size (otherwise, some input would be isolated by open failures with high probability). Summing over the zones
of each neighborhood and the neighborhoods of the inputs gives the lower bound for size.

Given a graph $G$, we say the distance from vertex $\xi_{1}$ to vertex $\xi_{2}$, dist $\left(\xi_{1}, \xi_{2}\right)$, is the number of edges in the shortest path (not necessarily directed) from $\xi_{1}$ to $\xi_{2}$; the distance from a vertex $\xi$ to an edge $e=\langle\nu, \mu\rangle$, dist $(\xi, e)$, is $\min \{\operatorname{dist}(\xi, \mu)$, $\operatorname{dist}(\xi, \nu)\}+1$.

Lemma 1. A tree with l leaves, in which every internal node has degree at least 3, contains at least l/42 edge-disjoint paths, each joining 2 leaves, and each having length at most 3.

Proof. We begin by observing that we may assume that each internal node has degree exactly 3 . For, if not, we may replace each internal node with degree $d>3$ by a "tree" comprising $d-2$ new nodes with degree 3 . If we find a set of edge-disjoint paths of length at most 3 in the resulting tree, these will correspond to edge-disjoint paths of no greater length in the original graph. Suppose then that $T$ is a tree with $l$ leaves in which each internal node has degree 3 . Clearly, there must be $l-2$ internal nodes. Let us say that a leaf $L$ is "bad" if there is no other leaf with distance at most 3 from $L$. We show that there are at most $6 l / 7$ bad leaves. If $L$ is bad, there are seven internal nodes with distance at most 3 from $L$ (see Fig. 1). Let $L$ "pay" one dollar to each of those nodes. We claim that each of the $l-2$ internal nodes "collects" at most six dollars, from which it follows that there are at most $6(l-2) / 7 \leq 6 l / 7 \mathrm{bad}$ leaves. If some internal node $V$ collects more than six dollars from bad leaves at distance at most 3 , then more than one of these bad leaves must be adjacent to one of the six or fewer nodes at distance 2 from $V$. However, no more than one bad leaf can be adjacent to an internal node (see Fig. 2). Thus at least $l / 7$ leaves are "good" (that is, not bad). Suppose that there are $m$ good leaves. Let $\mathscr{L}$ be a maximal set of edge-disjoint paths, each joining two good leaves and each having length at most 3 . Say that a good leaf is "lucky" if it is the endpoint of a path in $\mathscr{L}$, and that it is "unlucky" otherwise. If $L$ is unlucky, there must be a path $P$ in $\mathscr{L}$ within distance 2 of $L$. (There is a leaf within distance 3 of $L$, since $L$ is good, and only a path in $\mathscr{L}$ could prevent $L$ from being joined to such a leaf in the maximal set $\mathscr{L}$.) Let each unlucky leaf "pay" one dollar to some such path $P$. Each path $P$ "collects" at most four dollars from unlucky leaves, since there are at most four leaves with distance at most 2 from $P$ (see Fig. 3). It follows that there are at most four unlucky leaves for each path in $\mathscr{L}$. Since there are exactly two lucky leaves for each path in $\mathscr{L}$, and $m \geq$ $l / 7$ good leaves (lucky and unlucky), this implies that there are at most $m / 6 \geq l / 42$ paths in $\mathscr{L}$.

Remark. The bound " $l / 42$ " in Lemma 1 can be improved to " $l / 4$," but this requires a more elaborate analysis, which will be presented elsewhere (see Lin [L]).

Corollary 1. A forest $F$ of lleaves, in which every internal node has degree at least 3, contains at least l/42 edge-disjoint paths, each joining 2 leaves, and each having length at most 3.


Fig. 1. A bad leaf.


Fig. 2. An internal node collects at most six dollars.

Lemma 2. Let $\Phi$ be a ( $\left.\frac{1}{4}, \frac{1}{2}\right)$-n-superconcentrator. For all sufficiently large $n$, at least $n / 2$ inputs of $\Phi$ have distance (ignoring the direction of each edge) at least $\left(\frac{1}{8}\right) \log _{2} n$ from each other input.

Proof. Suppose that each of $n / 2$ inputs $v$ has a path $\pi(v)$ of length at most $j$ to some other input. We obtain a contradiction if $j=\left(\frac{1}{8}\right) \log _{2} n$ and $n$ is sufficiently large. Define a forest by (1) starting with the empty forest, (2) considering each such input in turn, and (3) adding to the forest the longest initial segment of $\pi(v)$ that is edge-disjoint from the forest generated thus far. Thus the resulting forest $F$ has at least $n / 2$ leaves, and each "stretch" (sequence of consecutive vertices of degree 2) has length at most $j$. Let $G$ be the forest obtained from $F$ by replacing each stretch, together with the edges incident with its vertices, by a single edge. In $G$ every internal node is of degree at least 3 , so we may apply Corollary 1 to obtain at least $n / 84$ edge-disjoint paths, each having length at most 3 and each joining one leaf to another. Replacing each edge of these paths by the corresponding stretch, we obtain in $F$ at least $n / 84$ edge-disjoint paths, each having length at most $3 j$ and each joining one input of $\Phi$ to another. Note that, if each of the $3 j$ edges on one of the $n / 84$ paths is in the closed failure state, two inputs of $\Phi$ will contract to a single vertex, and the result will certainly not be an $n$-superconcentrator. Since this can happen with probability at most $\frac{1}{2}$, we have $1-\left(1-\left(\frac{1}{4}\right)^{3 j}\right)^{n / 84}<\frac{1}{2}$. If we set $j=\left(\frac{1}{6}\right) \log _{2}(n /(84 \ln 2))$, we obtain a contradiction using the inequality $(1-x)^{y}<e^{-x y}$. Thus, if we set $j=\left(\frac{1}{8}\right) \log _{2} n$, we obtain a contradiction for all sufficiently large $n$.

ThEOREM 1. Let $\Phi$ be a $\left(\frac{1}{4}, \frac{1}{2}\right)$-n-superconcentrator. For all sufficiently large $n, \Phi$ has size at least $\left(\frac{1}{256}\right) n\left(\log _{2} n\right)^{2}$ and depth at least $\left(\frac{1}{16}\right) \log _{2} n$.

Proof. Say an input is "good" if it has distance at least $\left(\frac{1}{8}\right) \log _{2} n$ from each other input. By Lemma 2, there are at least $n / 2$ good inputs. (Note that the existence of two good inputs implies, by the triangle inequality of the distance, that the depth is at least $\left(\frac{1}{16}\right) \log _{2} n$.) For each good input $v$, let $B(v)$ denote the set of all edges at distance at


图: Lucky leaf $\square$ : Unlucky leaf
Fig. 3. Each path collects at most four dollars from unlucky leaves.
most $\left(\frac{1}{16}\right) \log _{2} n$ from $v$. For any pair $v$ and $w$ of good inputs, the sets $B(v)$ and $B(w)$ must be disjoint, since otherwise the distance between $v$ and $w$ would be less than $\left(\frac{1}{8}\right) \log _{2} n$. Thus it will suffice to show that, for each good input $v$, the set $B(v)$ contains at least $\left(\frac{1}{128}\right)\left(\log _{2} n\right)^{2}$ edges for all sufficiently large $n$. If an input $v_{0}$ has all $n$ outputs adjacent to some edges in $B\left(v_{0}\right)$, then it is certainly true that $\left|B\left(v_{0}\right)\right| \geq\left(\frac{1}{128}\right)\left(\log _{2} n\right)^{2}$, since the number of edges in $B\left(v_{0}\right)$ cannot be less than the number of outputs adjacent to these edges, and $n \geq\left(\frac{1}{128}\right)\left(\log _{2} n\right)^{2}$ for all sufficiently large $n$. Thus we may assume that, for each good input $v$, there is an output $w(v)$ that is not adjacent to an edge in $B(v)$. Consider an arbitrary good input $v$. Set $i=\left\lfloor\left(\frac{1}{16}\right) \log _{2} n\right\rfloor \geq\left(\frac{1}{32}\right) \log _{2} n$. Partition $B(v)$ into subsets $B_{1}(v), \ldots, B_{i}(v)$, where $B_{h}(v)$ comprise those edges at distance $h$ from $v$. Let $B^{*}(v)$ denote the set $B_{h}(v)$ with the minimum number of edges. It will suffice to show that each set $B^{*}(v)$ contains at least $\left(\frac{1}{4}\right) \log _{2} n$ edges. Let $b$ be the cardinality of the set $B^{*}(v)$ with the minimum number of edges. It will suffice to show that $b \geq$ $\left(\frac{1}{4}\right) \log _{2} n$ for all sufficiently large $n$. Consider an arbitrary good input $v$. Any path from $v$ to $w(v)$ must contain an edge in $B^{*}(v)$, since the distance from $v$ can increase at most 1 at each successive edge of a path. If edges of $B^{*}(v)$ are all in open state, all paths from $v$ to $w(v)$ are broken, and the resulting network is certainly not an $n$-superconcentrator. This can happen with probability at most $\frac{1}{2}$. Thus we have $1-\left(1-\left(\frac{1}{4}\right)^{b}\right)^{n / 2}<\frac{1}{2}$. As before, this implies that $b \geq\left(\frac{1}{2}\right) \log _{2}(n / 2 \ln 2) \geq\left(\frac{1}{4}\right) \log _{2} n$ for all sufficiently large $n$.
6. The upper bounds. In this section, we explicitly construct ( $\left.10^{-6}, \delta\right)$-nonblocking $n$-networks with $O\left(n(\log n)^{2}\right)$ edges and $O(\log n)$ depth for arbitrarily small $\delta$.

The strategy of the upper bound proof is as follows. We use a standard recursive construction for nonblocking networks, but scale the construction up by a logarithmic factor and terminate the recursion with subnetworks of logarithmic size (rather than constant size). We then use networks (called "directed grids" in this paper) of logarithmic by logarithmic size based on the "hammock" of Moore and Shannon [MS] to interface the inputs and outputs to the terminal subnetworks.

The basic building blocks of the construction are ( $c, c^{\prime}, t$ )-expanding graphs and ( $l, w)$-directed grids. A $\left(c, c^{\prime}, t\right)$-expanding graph is a bipartite directed graph with two distinguished sets of $t$ vertices called inlets and outlets, respectively, where every set of $c$ inlets is joined by edges to at least $c^{\prime}$ outlets (that is, for every set $C$ of $c$ inlets, there exist a set $C^{\prime}$ of $c^{\prime}$ outlets, such that, for every outlet $\zeta^{\prime}$ and $C^{\prime}$, there is an inlet $\zeta$ in $C$ and an edge ( $\zeta, \zeta^{\prime}$ )). The constructions of ( $a n, b n, n$ )-expanding graphs (where $0<a<b<1$ are constants) with linear sizes (with respect to $n$ ) are quite standard. See Bassalygo and Pinsker [BP] for the probabilistic version, and see Gabber and Galil [GG] for the explicit construction. (We need to mention that the first explicit construction was presented by Margulis [M] and currently the best-known explicit construction is due to Lubotzky, Phillips, and Sarnak [LPS].) An ( $l, w$ )-directed grid is a directed graph with $w$ stages and $l$ vertices in each stage. A vertex in the $j$ th stage and the $i$ th row is denoted by a binary tuple $(i, j), 1 \leq i \leq l$ and $1 \leq j \leq w$. An edge from vertex $(i, j)$ to vertex $\left(i^{\prime}, j^{\prime}\right)$ exists if and only if $i^{\prime}=i$ and $j^{\prime}=j+1$ or $i^{\prime}=i+1$ and $j^{\prime}=j+1$. (See Fig. 4.)

Suppose that we wish to construct an ( $\varepsilon, \delta)$-nonblocking $n$-network with $n=4^{\nu}$. Set $\gamma=\left\lceil\log _{4}(34 \nu)\right\rceil$, so that $136 \nu \geq 4^{\gamma} \geq 34 \nu$. We first construct a nonblocking $4^{\nu+\gamma_{-}}$ network through the recursive construction illustrated in Pippenger [P82, §9]. (This network is a directed graph with $2(\nu+\gamma)+1$ stages, with $4^{\nu+\gamma}$ inputs on stage 0 and $4^{\nu+\gamma}$ outputs on stage $2(\nu+\gamma)$. Each other stage contains $64 \cdot 4^{\nu+\gamma}$ vertices. Edges only exist between some vertices in adjacent stages. The subgraph indiced by inputs and vertices in stage 1 consists of $4^{\nu+\gamma-1}$ disjoint bipartite graphs, each having four inputs


Fig. 4. $A(4,8)$-directed grid.
on one side and 256 vertices on the other side. Similar property holds for the subgraph induced by outputs and vertices in the adjacent stage. The subgraph induced by vertices in stage $i$ and stage $i+1$ (for all $1 \leq i \leq \nu+\gamma-1$ ) consists of $4^{\nu+\gamma-i}$ disjoint ( $32 \cdot 4^{i}$, $\left.32(1+(2-\sqrt{3}) / 8) \cdot 4^{i}, 64 \cdot 4^{i}\right)$-expanding graphs, with each vertex on stage $i$ having ten out-edges and vertex on stage $i+1$ ten in-edges. The subnetwork from stage $\nu+\gamma$ to stage $2(\nu+\gamma)$ is a mirror image of that from stage 0 to stage $\nu+\gamma$. Network $N^{\prime}$ is a mirror image of network $N$ if $N^{\prime}$ is obtained from $N$ by (1) exchanging the inputs with the outputs and (2) reversing the direction of every edge.) We then remove vertices in the first and last $\gamma$ stages and edges incident with them and let $\mathscr{M}$ be the remaining graph. The first stage of $\mathscr{M}$ consists of $4^{\nu}$ disjoint sets vertices, each being the inlets of a ( $32 \cdot 4^{\gamma}, 33.07 \cdot 4^{\gamma}, 64 \cdot 4^{\gamma}$ )-expanding graph ( note that $32(1+(2-\sqrt{3}) / 8)>33.07$ ). Construct $4^{\nu}\left(\nu, 64 \cdot 4^{\gamma}\right)$-directed grids $\Phi_{1}, \ldots, \Phi_{4^{\nu}}$. Joined to each vertex in the first stage of $\Phi_{i}\left(i=1, \ldots, 4^{\nu}\right)$ is an edge from an input vertex. Combine $\mathscr{M}$ with $\Phi_{1}, \ldots$, $\Phi_{4^{\nu}}$ and the associated inputs by (1) letting the $4^{\nu}\left(32 \cdot 4^{\gamma}, 33.07 \cdot 4^{\gamma}, 64 \cdot 4^{\gamma}\right)$-expanding graphs in the first stage of $\mathscr{M}$ correspond to $\Phi_{1}, \ldots, \Phi_{4^{\nu}}$ in any one-to-one fashion, and (2) in each such corresponding pair, identifying the inlets of the expanding graph with the vertices in the last stage of the directed grids in any one-to-one fashion. Similarly, construct $4^{\nu}\left(\nu, 64 \cdot 4^{\gamma}\right)$-directed grids $\Psi_{1}, \ldots, \Psi_{4^{\nu}}$; join an output by edges to every vertex in the last stage of each $\Psi_{j}\left(j=1, \ldots, 4^{\nu}\right)$; combine $\Psi_{1}, \ldots, \Psi_{4^{\nu}}$ and the associated outputs with $\mathscr{M}$ (and the above combined $\Phi_{1}, \ldots, \Phi_{4^{\nu}}$ and the associated inputs) by identifying vertices of the first stage of $\Psi_{1}, \ldots, \Psi_{2^{\nu}}$ with vertices in the last stage of $\mathscr{M}$. Call the resulting network $\mathfrak{N}$. (See Fig. 5.)


Fig. 5. Network $\mathcal{N}$.

Network $\mathcal{N}$ has $2(\nu+\nu)+1=4 \nu+1$ stages. The $4^{\nu}$ inputs and $4^{\nu}$ outputs are on stage 0 and stage $4 \nu$, respectively. Each other stage contains $64 \cdot 4^{\nu+\gamma}$ vertices. The subnetwork from stage 1 to stage $\nu$ and that from stage $3 \nu$ to stage $4 \nu-1$ consist of $\Phi_{1}, \ldots$, $\Phi_{4^{\nu}}$ and $\Psi_{1}, \ldots, \Psi_{4^{\nu}}$, respectively. The subnetwork from stage $\nu$ to stage $3 \nu$ is $\mathscr{M}$. Each input has out-degree $64 \cdot 4^{\gamma}$; a vertex in $\Phi_{i}$ has in-degree 2 and out-degree 2, except vertices on their first stages (in-degree 1) and last stages (out-degree 10); a vertex in the left-hand half of $\mathscr{M}$ (stage $\nu$ to stage $2 \nu$ of $\mathcal{N}$ ) has in-degree 10 and out-degree 10, except vertices on stage $\nu$ (in-degree 2). The subnetwork from stage $2 \nu$ to stage $4 \nu$ (called $\mathcal{N}_{\mathscr{R}}$ ) is a mirror image of that from stage 0 to stage $2 \nu$ (called $\mathcal{N}_{\mathscr{L}}$ ). In particular, the righthand half of $\mathscr{M}$, called $\mathscr{M}_{\mathscr{P}}$, is a mirror image of $\mathscr{M}_{\mathscr{L}}$, the left-hand half of $\mathscr{M}$. Network $\mathcal{N}$ has $1408 \nu 4^{\nu+\gamma}$ edges because there are $1280 \nu 4^{\nu+\gamma}$ edges in $\mathscr{M}, 128(\nu-1) 4^{\nu+\gamma}$ edges in $\Phi_{i}$ and $\Psi_{i}$, for all $1 \leq i \leq 4^{\nu}$, and $128 \cdot 4^{\nu+\gamma}$ edges adjacent to inputs and outputs.

Let $\eta$ be a vertex of $\mathscr{N}$ that is not an input or an output. Say a vertex $\eta$ of $\mathscr{N}$ is faulty, if an edge $\langle\tau, \eta\rangle$ or $\langle\eta, \xi\rangle$ is in open failure or closed failure state. Given a set of vertex-disjoint direct paths from inputs to outputs in $\mathcal{N}$, for an input, an output, or a vertex that is not faulty, it is said to be idle if it is not involved in these paths, busy otherwise. Say an (idle) vertex $\xi_{1}$ has access to another (idle) vertex $\xi_{2}$ if there is a path of idle vertices from $\xi_{1}$ to $\xi_{2}$. It is clear that, if $\xi_{1}$ has access to $\xi_{2}$ and $\xi_{2}$ has access to $\xi_{3}$, then $\xi_{1}$ has access to $\xi_{3}$. A network $N$ is a majority-access network if, given any set of directed paths from inputs to outputs, every idle input has access to a majority (strictly more than half) of the outputs.

Lemma 3. Let $\xi$ be an idle input of network $\mathcal{N}$. The probability that $\xi$ has access to at least $32 \cdot 4^{\gamma}+1$ vertices in the last stage of $\Phi_{\xi}$ (i.e., strictly more than half) is at least $1-c_{1} \nu(144 \varepsilon)^{\nu}$, where $c_{1}=1 /(1-72 \varepsilon)$.

Proof. Let us begin by estimating the probability that $\xi$ does not have access to any vertex at the last stage of $\Phi_{\xi}$. There is no busy vertex in $\Phi_{\xi}$, since $\xi$ is idle and $\mathcal{N}$ is a directed and staged graph. By Menger's theorem (see, e.g., Chapter 5 of [CL]), there is a " (vertex ) cut set" of $\Phi_{\xi}$ (i.e., the removal of which and their adjacent edges will separate $\xi$ and the vertices at the last stage) consisting of faulty vertices only. Consider a cut set $C$ of $l$ vertices. Then it must be $l \geq 64 \cdot 4^{\gamma}$, since $\Phi_{\xi}$ has this many rows. If every vertex in $C$ is faulty, the probability is at most $(24 \varepsilon)^{l}$, since each vertex in $\Phi_{\xi}$ (other than $\xi$, which is not in any cut set we consider) is adjacent to at most twelve edges. For any given $l$, the number of such cut set $C$ is at most $\nu 3^{l}$, since they are $\nu$ vertices at the first row of $\Phi_{\xi}$ to start $C$, and at most three ways (each along an edge) to continue at each step. Thus the probability that $\xi$ does not have access to any vertex at the last stage of $\Phi_{\xi}$ is at most

$$
\sum_{l \geq 64 \cdot 4 \gamma} \gamma 3^{l}(24 \varepsilon)^{l}=c_{1} \nu(72 \varepsilon)^{64 \cdot 4 \gamma}
$$

Consider an arbitrary set $S$ of $32 \cdot 4^{\gamma}$ vertices in the last stage of $\Phi_{\xi}$. The probability that $\xi$ does not have access to any vertex in $S$ is at most $c_{1} \nu(72 \varepsilon)^{64 \cdot 4^{\gamma}}$. There are at most

$$
\binom{64 \cdot 4^{\gamma}}{32 \cdot 4^{\gamma}}<2^{64 \cdot 4 \gamma}
$$

such $S$. This implies that the probability of $\xi$ having access to at least $32 \cdot 4^{\gamma}+1$ vertices in the last stage of $\Phi_{\xi}$ is at least $1-c_{1} \nu(144 \varepsilon)^{\nu}$, since $64 \cdot 4^{\gamma}>\nu$.

LEMMA 4. In $a\left(32 \cdot 4^{\mu}, 33.07 \cdot 4^{\mu}, 64 \cdot 4^{\mu}\right)$-expanding graph in $\mathscr{M}_{\mathscr{L}}$, for any $\gamma \leq$ $\mu \leq \nu+\gamma-1$ (the expanding graph is in the subgraph from stage $\mu+\nu-\gamma$ to stage $\mu+\nu-\gamma+1$ of $\mathcal{N}$ ), the probability that it has more than $0.07 \cdot 4^{\mu}$ outlets faulty is at most $e^{-0.06 \cdot 4^{\mu}}$.

Proof. There are $1280 \cdot 4^{\mu}$ edges incident with outlets of the $\left(32 \cdot 4^{\mu}, 33.07 \cdot 4^{\mu}\right.$, $64 \cdot 4^{\mu}$ )-expanding graph (each vertex has ten in-edges and ten out-edges). For each such edge, let $x_{j}$ be the random variable such that $x_{j}=0$ if the edge is in normal state, $x_{j}=0$ otherwise, for all $1 \leq j \leq 1280 \cdot 4^{\mu}$. It is clear that $\operatorname{Pr}\left[x_{j}=1\right]<2 \varepsilon$ and $\operatorname{Pr}\left[x_{j}=0\right]>$ $1-2 \varepsilon$. Let $T=\sum_{j=1}^{1280 \cdot 4^{\mu}} x_{j}$,

$$
\operatorname{Pr}\left[T>0.07 \cdot 4^{\mu}\right]=\operatorname{Pr}\left[e^{T}>e^{0.07 \cdot 4^{\mu}}\right]<\mathrm{E}\left[e^{T}\right] / e^{0.07 \cdot 4^{\mu}}
$$

by Markov's inequality. As $x_{j}$ 's are independent,

$$
\mathrm{E}\left[e^{T}\right]=\prod_{j=1}^{1280 \cdot 4^{\mu}} \mathrm{E}\left[e^{x_{j}}\right]<(1+2 \varepsilon e)^{1280 \cdot 4^{\mu}}<e^{2560 e c \cdot 4^{\mu}}
$$

since $(1+x)^{y}<e^{x y}$, and $2560 e \varepsilon<0.01$ when $\varepsilon=10^{-6}$. Thus the probability that there are more than $0.07 \cdot 2^{\mu}$ outlets faulty is at most $e^{0.01 \cdot 4^{\mu}-0.07 \cdot 4^{\mu}}=e^{-0.06 \cdot 4^{\mu}}$.

LEMMA 5. The probability that there exists $a\left(32 \cdot 4^{\mu}, 33.07 \cdot 4^{\mu}, 64 \cdot 4^{\mu}\right)$-expanding graph in $\boldsymbol{M}_{\mathscr{L}}$ with more than $0.07 \cdot 4^{\mu}$ faulty outlets, for some $\gamma \leq \mu \leq \nu+\gamma-1$, is less than $\nu(2 / e)^{2 \nu}$.

Proof. It is simply a problem of counting the number of expanding graphs with respect to the number of outlets. There are $4^{\nu+\gamma-\mu}\left(32 \cdot 4^{\mu}, 33.07 \cdot 4^{\mu}, 64 \cdot 4^{\mu}\right)$-expanding graphs between stage $\nu+\mu-\gamma$ and stage $\nu+\mu-\gamma+1$ of $\mathscr{M}_{\mathscr{L}}$, for all $\gamma \leq \mu \leq$ $\nu+\gamma-1$. By Lemma 4, the probability that there is an expanding graph with no more than $0.07 \cdot 4^{\mu}$ outlets is at most

$$
\sum_{\mu=\gamma}^{\nu+\gamma-1} 4^{\nu+\gamma-\mu} e^{-0.06 \cdot 4^{\mu}}<\sum_{\mu=\gamma}^{\nu+\gamma-1} 4^{\nu} e^{-0.06 \cdot 4^{\gamma}}<\nu 4^{\nu} e^{-2 \nu},
$$

since $4^{r} \geq 34 \nu$.
Lemma 6. With probability at least $1-c_{1} \nu(144 \varepsilon)^{\nu}-\nu(2 / e)^{2 \nu}, \mathcal{N}_{\mathscr{L}}$ is a majorityaccess network.

Proof. We may assume in this proof that each ( $32 \cdot 4^{\mu}, 33.07 \cdot 4^{\mu}, 64 \cdot 4^{\mu}$ )-expanding graph in $\mathscr{M}_{\mathscr{L}}$ has at least $0.07 \cdot 4^{\mu}$ outlets faulty, and each idle input $\xi$ has access to at least $32 \cdot 4^{\gamma}+1$ vertices in the last stage of $\Phi_{\xi}$. It is clear by Lemmas 3 and 5 that the probability of the assumption failing is at most $1-c_{1} \gamma(144 \varepsilon)^{64 \cdot 4 \gamma}-\nu(2 / e)^{2 \nu}$. For each pair of inputs $\xi_{1}$ and $\xi_{2}$, we say their relativity, relat $\left(\xi_{1}, \xi_{2}\right)=$ relat $\left(\xi_{2}, \xi_{1}\right)$, is $d(1 \leq$ $d \leq \nu$ ) if and only if the directed paths starting from the two inputs may share a vertex at or after the $(d+\nu)$ th stage but cannot share any vertex before the $(d+\nu)$ th stage. It is observed that, for each input $\xi$, there are $4^{d}-4^{d-1}=3 \cdot 4^{d-1}$ other inputs $\xi^{\prime}$ with relat ( $\xi, \xi^{\prime}$ ) $=d$, for any $d$ with $1 \leq d \leq \nu$. Now suppose that $\xi$ is an arbitrary idle input, let the subnetwork $N_{0}$ of $\mathscr{N}$ be $\Phi_{\xi}$, and let $N_{k}$ be the subnetwork induced by vertices that can only be reached by $\xi$ and $4^{k}-1$ other inputs $\xi^{\prime}$ with relat $\left(\xi, \xi^{\prime}\right) \leq k$. It is clear that $N_{k}$ has $4^{k}$ inputs and $64 \cdot 4^{\gamma+k}$ outputs. We prove by induction on $k$ that $\xi$ has access to at least $32 \cdot 4^{\gamma+k}+1$ outputs of $N_{k}$, thus, in particular, has access to strictly more than half of the outputs of $\mathcal{N}_{\mathscr{L}}=N_{\nu}$. The base case $N_{0}$ is obviously true because of our assumption. Consider $N_{k+1}$. The outputs of $N_{k}$ are linked to the output of $N_{k+1}$ via four $\left(32 \cdot 4^{\gamma+k}, 33.07 \cdot 4^{\gamma+k}, 64 \cdot 4^{\gamma+k}\right.$ )-expanding graphs (with the inlets being the outputs of $N_{k}$ and the outlets being four disjoint subsets of the outputs of $N_{k+1}$ ). By the induction hypothesis, $\xi$ has access to at least $32 \cdot 4^{\gamma+k}+1$ outputs of $N_{k}$. These $32 \cdot 4^{\gamma+k}+1$ vertices are joined by edges to at least $4 \cdot 33.07 \cdot 4^{\gamma+k}$ outputs of $N_{k+1}$ (via the four ( $32 \cdot 4^{\gamma+k}$, $33.07 \cdot 4^{\gamma+k}, 64 \cdot 4^{\gamma+k}$ )-expanding graphs). By our assumption, there are at most $0.07 \cdot 4^{\gamma+k+1}$ outputs of $N_{k+1}$ are faulty. There are at most $4^{k+1}-1$ outputs of $N_{k+1}$ that are busy, because each busy output is one-to-one corresponding (via a directed path)
to a busy input of $N_{k+1}$, and there are at most $4^{k+1}-1$ such inputs. Thus, $\xi$ has access to at least $4 \cdot 33.07 \cdot 4^{\gamma+k}-0.07 \cdot 4^{\gamma+k+1}-4^{k+1}+1>32 \cdot 4^{\gamma+k+1}+1$ outputs of $N_{k+1}$. This completes our induction.

Corollary 2. With probability at least $1-c_{1} \nu(144 \varepsilon)^{\nu}-\nu(2 / e)^{2 \nu}$, the mirror image of $\mathcal{N}_{s}$ is a majority-access network.

We observe that, if $\mathscr{N}_{\mathscr{L}}$ and the mirror image of $\mathscr{N}_{\mathscr{A}}$ are both majority-access networks and the inputs and outputs of $\mathscr{N}$ are distinct (no two input(s) and output(s) contracting to a single vertex), then $\mathscr{N}$ contains a nonblocking $4^{\nu}$-network of nofailure edges.

Lemma 7. With probability at most $c_{2} \nu^{2}(160 \varepsilon)^{2 \nu}$, where $c_{2}=4^{15} /(1-40 \varepsilon)$, there exist two input ( $s$ ) and output( $s$ ) that contract to a single vertex.

Proof. The correctness of the lemma follows four observations. First, any simple path joining two input(s) and output(s) must contain at least $2 \nu$ edges. Second, for any $l \geq 2 \nu$, there are at most $\left(64 \cdot 4^{\gamma}\right)^{2}(40)^{l-2}$ such paths of length $l$, since the degree of inputs and outputs is $64 \cdot 4^{\gamma}$ and that of the other vertices is at most 40 . Note that $\left(64 \cdot 4^{\gamma}\right)^{2}(40)^{l-2}<4^{14} \nu^{2}(40)^{l}$, since $4^{\gamma} \leq 136 \nu$. Third, the probability that a path of length $l$ gets "shorted" (all edges on the path are in closed failure state) is less than $\varepsilon^{l}$. Last, there are at most $\left(2 \cdot 4^{\nu}\right)^{2}$ such input or output pairs.

Theorem 2. Network $\mathcal{N}$ is a $\left(10^{-6}, \delta\right)$-nonblocking n-network with at most $4^{9} n\left(\log _{4} n\right)^{2}$ edges and $5 \log _{4} n$ depth for arbitrarily small $\delta$, when $n$ is sufficiently large.

Proof. We have seen that network $\mathcal{N}$ contains at most $1408 \nu 4^{\nu+\gamma}$ edges and has $4 \nu+1$ depth, where $n=4^{\nu}$ and $\gamma=\left\lceil\log _{4} 34 \nu\right\rceil$. Work out the constant using $4^{\gamma} \leq 136 \nu$. The probability that $\mathcal{N}$ fails to contain a nonblocking $n$-network of no-failure edges is less than $2\left(c_{1} \nu(144 \varepsilon)^{\nu}-\nu(2 / e)^{2 \nu}\right)+c_{2} \nu^{2}(160 \varepsilon)^{2 \nu}$, by Lemma 6, Corollary 2, and Lemma 7. This value can be arbitrarily small when $n=4^{\nu}$ is sufficiently large, given $\varepsilon=10^{-6}$.
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# SORTING ON A MESH-CONNECTED COMPUTER WITH DELAYING LINKS* 
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#### Abstract

A mesh-connected processor array is considered in which the links are faulty in the following sense: Each attempt by two neighboring processors to communicate by exchanging messages may fail with some constant probability. A message sent across a link and not delivered is said to be delayed by the link. It is assumed that all the links delay with the same fixed delay probability, independently of each other.

The problem of sorting is addressed in this model. It is proved that an $n \times n$ mesh can be sorted in the expected time $O(n)$ with large probability. More precisely, it is shown that there are two constants $c>0$ and $r>1$, depending on the delay probability, such that the $n \times n$ mesh is sorted in time $c n+t$ with the probability at least $1-r^{-t}$. One specific algorithm is considered, but the analysis shows that many known algorithms could sort in the expected time $O(n)$, after some natural modifications.
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1. Introduction. Parallel computers with a large number of components may have some of the processors or links not fully operational. Hence it is an important feature of algorithms designed for such computers to be efficient in the presence of faults.

Faulty components can be introduced to a model of communication network in many ways. The most-often-investigated scenario assumes strictly that, if a processor or link is faulty, then it does not perform any of the specified set of functions; next, it is stipulated whether faults are generated randomly or if the worst-case is considered. A communication network with such permanently faulty components might be tried to be reconfigured to obtain a network of the same pattern of interconnections among processors but of a smaller size. Hastad, Leighton, and Newman [4] showed how to reconfigure hypercube networks with random faulty components, and Kaklamanis et al. [5] studied faulty arrays of processors and their reconfigurations. These results have shown that both hypercubes and meshes are very robust in the presence of randomly generated (permanently) faulty components.

In this paper, we study a different model of a network with faulty components. We assume that all the processors are operational but the links may delay messages. This means that an attempt to exchange messages along a link may fail with some fixed probability $p$. This number $p$ is called the delay probability. If a message is not delivered, then the processors may keep repeating attempts to communicate until eventually there is a success. It is assumed that all the links delay with the same probability independently of each other.

A network with delaying links does not need to be reconfigured. What becomes a problem is to design algorithms that are robust in this situation and to evaluate their expected behavior. In this paper, we consider $n \times n$ meshes of processors with delaying links and show that they can sort in time $O(n)$ with large probability. The analysis shows that many known algorithms can be readily adapted to this model and sort within time $O(n)$.

[^11]A large part of the analysis described in this paper is devoted to the odd-even transposition sort running on a line of processors. If links are delaying, then the behavior of the algorithm is shown to be bound by the behavior of the following stochastic process. There is a binary tree with a series of queues associated with each node. The number of queues at a node depends on the depth of the node. There are a number of customers, and each of them must be served by all the nodes on some branch. The customers go through all the queues at a node and next are redirected to the children. The process terminates when all customers have been served.

The paper is organized as follows. Section 2 contains the analysis of the odd-even transposition sort and is broken into sections about the series of queues, the tree process, and the main theorem. Section 3 is about the analysis of a sorting algorithm on the square meshes. Section 4 contains remarks and open problems.
2. Line of processors. In this section, we study the odd-even transposition sort on a line of processors connected by delaying links. It is shown that the algorithm completes sorting in time proportional to the length of the line, with a large probability. The last section contains a theorem giving estimates on this probability. This theorem can be also derived from the results of Berman and Simon [1]. The probabilistic analysis of this section was applied by the authors to evaluate the behavior of a gossiping protocol in a faulty environment in [2].

The odd-even transposition sort operates as follows: All the odd-numbered processors exchange their keys with the right neighbors in the odd-numbered steps and with the left neighbors in the even-numbered steps. If an exchange is successful, then the left processor keeps the smaller key and the right one the larger key. It is known that with all the links being operational it takes at most $n$ steps to sort the line.

An often-used approach to proving correctness of a sorting algorithm is by using the $0-1$ principle, which states that the algorithm sorts all inputs if it sorts the inputs of 0 's and 1's. This principle is valid if the algorithm sorts by conditional exchanges, because we can interpret 0's as the keys smaller than some specific key and 1's as the remaining keys. Our approach is similar, the difference being that the keys dividing the sequence into 0's and 1's are directly specified during various stages of the algorithm.

The odd-even transposition sort can be conceptually divided into the following stages. Partition all the keys into two equal groups $A$ and $B$, where each element of $A$ is less than or equal to each element of $B$. Wait until all the (smaller) elements of $A$ are to the left of all the (greater) elements of $B$. Then apply the same procedure to two halves: Divide them into equal groups of smaller and larger keys and wait until the smaller are to the left of the larger. Repeat this iteratively until the whole line is sorted. In the following, the elements of $A$ are interpreted as 0 's and the elements of $B$ as 1 's. The whole process can be visualized as a tree. There is a line of $n$ processors at the root, each storing either a 0 or a 1 , the numbers of 0's and 1's being equal. In general, a node with a line of $k$ processors has two children, each with $k / 2$ processors and with equal numbers of 0 's and 1 's. The process is started at the root and terminates when all the nodes are done. Starting a node means starting to sort the associated line of processors. As soon as a node becomes sorted, then both of its children are started. The time is the maximum over all the branches of the tree. We assume that $n$ is a power of 2 .

Consider a node of the tree and a line of $k$ processors associated with it. We may assume that initially all the 0's are to the right of the 1's. Our approach is to interpret the 1's as servers and 0's as customers in a queuing system. Each customer must go through all the servers. Once a customer has been served by a server, it is moved to the queue (maybe empty) of the customers waiting for service from the next server. For
a 0 (customer) to be served by a 1 (server) means to be exchanged with it. All the 0 's between two consecutive 1's are in the same queue waiting for service from the left 1 . If two consecutive 1's are adjacent, then this means that the queue is empty.

We must have two things done: One is the analysis of a sequence of queues, each with a geometric time of service, and the second is the analysis of the behavior of a tree that has a series of queues at each node. These are done in the next sections.
2.1. Series of queues. The starting point is a series of $n$ servers with $n$ customers waiting in queue for the first server. Each server processes the customers and in this way generates them for the next server, if there is any. The output of the first server is geometric. The second server operates in a similar way, but, since it must wait for the first customer for at least one unit of time, its output does not have a geometric distribution on the waiting time. The same is true for the remaining servers, who must wait for their first customers even longer. When the system operates long enough, the distribution of the output of each server converges to the geometric one, and the effect of the time to wait for the first customers diminishes. We do not estimate the rate of this convergence; instead, we work directly with the limit stationary distribution. This is done in two steps: First, we assume that the customers are not given but must be generated and, next, that there are some additional "dummy" customers in the system that must be cleared before processing the true customers.

Suppose that, instead of exactly $n$ customers waiting for service from the first server, the customers have been generated with a geometric distribution and, next, that each of them is served by a series of $n$ servers. This system can be interpreted as a (homogeneous) Markov chain where a state is determined by the numbers of customers in each queue. Initially, each queue is empty. Let us first consider a single server.

A single server is also a Markov chain. We consider a situation in which customers are generated with a geometric distribution and they are also served with a geometric distribution, but these two distributions are different. The reason for this is that we need an ergodic chain. A helpful visualization of the situation is obtained by interpreting the process as a discrete random walk in one dimension with a reflecting barrier. There are three possibilities in each step. If a new customer is generated and none completes its service, then the number of customers increases; this is interpreted as a move away from the barrier. Alternatively, a customer completes the service but no new one is generated so the number of customers decreases; this corresponds to a move toward the barrier. In any other situation, the number of customers does not change, and there is no move. It is well known that such a Markov chain is ergodic if and only if the probability of a move toward the barrier is greater than of a move away from it (cf. [6]).

Suppose that in each unit of time there is a new customer generated with some input probability $p$ and also, if the queue is nonempty, then the first customer is served with some output probability $q$. So the input and output (if the queue is nonempty) have geometric distributions on their waiting times with parameters $p$ and $q$, respectively. The system is said to be in state $i$ if there are $i$ customers in the queue. If there are $k>0$ customers waiting for service, then the probability of decreasing of this number is $l=$ $(1-p) q$, and the probability of increasing it is $r=(1-q) p$. The matrix $\mathrm{P}=\left(p_{i j}\right)$ of transition probabilities, where

$$
\left.p_{i j}=\operatorname{Pr} \text { (state } j \text { is entered next } \mid i \text { is the current state }\right)
$$

is as follows:

1. $p_{i j}=0$ if $|i-j|>1$;
2. $p_{00}=1-p, p_{10}=l$;
3. $p_{01}=p, p_{11}=1-l-r, p_{21}=l$;
4. If $k>1$, then $p_{k-1, k}=r, p_{k, k}=1-l-r, p_{k+1, k}=l$.

This defines an irreducible and aperiodic Markov chain. If $p<q$, then it is ergodic, in the sense that the probability distribution

$$
\mathbf{P}^{(k)}=\mathbf{P}^{(0)} \mathbf{P}^{k}
$$

converges to some distribution $\mathbf{P}$ independently of the input distribution $\mathbf{P}^{(0)}$. The ergodicity follows from the fact that an aperiodic and irreducible Markov chain is ergodic if there is a nonnull solution $x=\left(x_{i}\right)$ of the equation $x=x \mathrm{P}$, with $\sum\left|x_{i}\right|<\infty$ (cf. [6]). There is a unique solution satisfying the conditions $\sum_{i=0}^{\infty} x_{i}=1$ and $x_{i} \geq 0$. It gives the stationary distribution having the property that, if it is the initial distribution $\mathbf{P}^{(0)}$, then all the subsequent distributions $\mathbf{P}^{(n)}=\mathbf{P}^{(0)} \cdot \mathbf{P}^{n}$ are the same as $\mathbf{P}^{(0)}$. For a proof of the next lemma, see Kemeny, Snell, and Knapp [6].

LEMMA 2.1. If the input probability $p$ is smaller than the output probability $q$, then the single-queue system is ergodic.

LEMMA 2.2. If the initial distribution is equal to the stationary distribution, then the output has a geometric distribution with the parameter being the input probability p.

Proof. A new customer completes the service with probability $q$, provided that the queue is nonempty. Hence the unconditional probability of a new customer being served is $\left(1-x_{0}\right) \cdot q$. To find $x_{0}$, note that

$$
\begin{aligned}
1 & =\sum_{i=0}^{\infty} x_{i}=x_{0}+x_{1} \sum_{i=0}^{\infty}\left(\frac{r}{l}\right)^{i}=x_{0}+x_{1} \cdot \frac{1}{1-\frac{r}{l}} \\
& =x_{0}+x_{0} \cdot \frac{p}{l} \cdot \frac{l}{l-r}=x_{0} \cdot \frac{l-r+p}{l-r}
\end{aligned}
$$

Hence

$$
x_{0}=\frac{l-r}{l-r+p}=1-\frac{p}{l-r+p}=\frac{q-p}{q}=1-\frac{p}{q},
$$

and therefore $\left(1-x_{0}\right) \cdot q=p / q \cdot q=p$.
A similar phenomenon, as described in the above lemma, occurs if the queue has an exponential service time, this being a continuous-time distribution (cf. Gross and Harris [3]).

Now let us return to the original series of queues. Suppose that, if a queue is nonempty, then the first customer is served with probability $q$. Suppose also that the input for the first server is generated with the geometric distribution with parameter $p$, where $0<p<q$. It follows from Lemma 2 that, if the initial distribution of each queue is the stationary distribution, then the whole series of queues is in a stationary distribution, and the output of the system is described by the geometric distribution with parameter $p$. This observation is a basis of our approach. We must get $n$ customers through a series of $n$ queues, but the time to accomplish this is even longer if in the beginning there are some $d$ "dummy" customers in the system, where the number $d$ is determined by the stationary distribution. In such a situation, the time to process $n$ "true" customers becomes the sum of the time needed to clear the system of the dummy customers and the time to process the next $n$ customers. First, we estimate the number of the dummy customers.

LEMMA 2.3. Let $s_{k}$ be the probability that initially there are $k$ dummy customers in all the $n$ queues. If $p$ is selected, so that $p=q^{2}$, then the following inequality holds:

$$
s_{k} \leq\binom{ n+k-1}{k}\left(\frac{q}{1+q}\right)^{k}
$$

Proof. The generating function of the geometric distribution with parameter $p$ is

$$
Q(x)=p+p(1-p) x+p(1-p)^{2} x^{2}+\cdots
$$

and the sum of $n$ random variables $X_{i}$, each having a geometric distribution with parameter $p$, has the generating function

$$
Q^{n}(x)=\sum_{k=0}^{\infty}\binom{n+k-1}{k} p^{n}(1-p)^{k} x^{k}
$$

describing the negative binomial distribution. The stationary distribution of the number of customers in a single queue is not exactly geometric since

$$
x_{0}=1-\frac{p}{q} \quad \text { and } \quad x_{i}=\left(1-\frac{p}{q}\right) \cdot \frac{p}{l} \cdot\left(\frac{r}{l}\right)^{i-1} \quad \text { for } i \geq 1 .
$$

Approximate this sequence by the one with values

$$
y_{i}=a \cdot\left(1-\frac{r}{l}\right) \cdot\left(\frac{r}{l}\right)^{i} \quad \text { for } i=0,1,2, \ldots
$$

in the sense that the inequality $x_{i} \leq y_{i}$ should hold for each $i \geq 0$. If $i \geq 1$, then this means that

$$
a \cdot\left(1-\frac{r}{l}\right) \cdot\left(\frac{r}{l}\right)^{i} \geq\left(1-\frac{p}{q}\right) \cdot \frac{p}{l} \cdot\left(\frac{r}{l}\right)^{i-1},
$$

which is equivalent to $a \geq(1-p) /(1-q)$. The number $a=(1-p) /(1-q)$ is also good for $i=0$ because of the inequality

$$
\frac{1-p}{1-q} \cdot\left(1-\frac{r}{l}\right) \geq 1-\frac{p}{q}
$$

Let $P(x)=\sum_{k=0}^{\infty} x_{k} x^{k}$ be the generating function of the stationary distribution and let $R(x)=\sum_{k=0}^{\infty} r_{k} x^{k}$ be the generating function of the geometric distribution $r_{k}=$ $(1-r / l)(r / l)^{k}$. If $P^{n}(x)=\sum_{k=0}^{\infty} s_{k} x^{k}$ and $[a R(x)]^{n}=\sum_{k=0}^{\infty} t_{k} x^{k}$, then the inequality $s_{k} \leq t_{k}$ holds because $x_{k} \leq a r_{k}$. The number $s_{k}$ is the probability that there are $k$ customers in all the queues, and the number $t_{k}$ is given by the formula

$$
t_{k}=a^{n}\binom{n+k-1}{k}\left(1-\frac{r}{l}\right)^{n} \cdot\left(\frac{r}{l}\right)^{k} .
$$

This formula can be simplified, since

$$
a^{n}\left(1-\frac{r}{l}\right)^{n}=\left[\frac{1-p}{1-q}\left(1-\frac{p(1-q)}{q(1-p)}\right)\right]^{n}=\left[\frac{q-p}{(1-q) q}\right]^{n}
$$

The only requirement on $p$ is the inequality $0<p<q$ to be true. Pick $p=q^{2}$ so that $(q-p) /(1-q) q=1$. Then the bound on $s_{k}$ becomes

$$
s_{k} \leq\binom{ n+k-1}{k}\left(\frac{r}{l}\right)^{k}=\binom{n+k-1}{k}\left(\frac{q}{1+q}\right)^{k}
$$

Let $S=S_{n}$ be the random variable equal to the time that it takes to get $n$ true customers served by the series of $n$ queues. Let $A_{d}$ be the event that initially there are $d$ dummy customers in the system. Then the following equality holds:

$$
\operatorname{Pr}(S=t)=\sum_{d=0}^{\infty} \operatorname{Pr}\left(S=t \mid A_{d}\right) \cdot \operatorname{Pr}\left(A_{d}\right)
$$

The distribution of $A_{d}$ has just been estimated, we need a bound on the number $\operatorname{Pr}(S=$ $\left.t \mid A_{d}\right)$. This probability is the same as that of an event when there is a sequence of $t$ Bernoulli trials, each with the probability $p$ of success, and the last trial exactly contributes the $(d+n)$ th success. (This follows from Lemma 2.2 and the subsequent discussion.) Hence

$$
\operatorname{Pr}\left(S=t \mid A_{d}\right)=\binom{t-1}{d+n-1} p^{d+n}(1-p)^{t-n-d}
$$

Therefore the probability $\operatorname{Pr}(S=t)$ is bounded as follows:

$$
\begin{aligned}
\operatorname{Pr}(S=t) & \leq \sum_{d=0}^{\infty}\binom{t-1}{d+n-1} p^{d+n}(1-p)^{t-n-d}\binom{n+d-1}{d}\left(\frac{q}{1+q}\right)^{d} \\
& =p^{n}(1-p)^{t-n} \sum_{d=0}^{t-n}\binom{t-1}{d+n-1}\binom{n+d-1}{d}\left(\frac{q}{1+q} \cdot \frac{p}{1-p}\right)^{d}
\end{aligned}
$$

Transform the product of two binomial coefficients according to the formula

$$
\binom{a}{b}\binom{b}{c}=\binom{a}{c}\binom{a-c}{b-c}
$$

and introduce the notation $\lambda=q /(1+q) \cdot p /(1-p)$. This yields

$$
\operatorname{Pr}(S=t) \leq(1-p)^{t}\left(\frac{p}{1-p}\right)^{n} \sum_{d=0}^{t-n}\binom{t-1}{d}\binom{t-1-d}{n-1} \lambda^{d} .
$$

The sum can be estimated as follows:

$$
\begin{aligned}
\sum_{d=0}^{t-n}\binom{t-1}{d}\binom{t-1-d}{n-1} \lambda^{d} & \leq\binom{ t-1}{n-1} \sum_{d=0}^{t-n}\binom{t-1}{d} \lambda^{d} \\
& \leq\binom{ t-1}{n-1}(1+\lambda)^{t-1}
\end{aligned}
$$

Therefore

$$
\operatorname{Pr}(S=t) \leq[(1-p)(1+\lambda)]^{t}\binom{t-1}{n-1}\left(\frac{p}{1-p}\right)^{n} \cdot \frac{1}{1+\lambda}
$$

Observe that $(1-p)(1+\lambda)=1-p+p q /(1+q)<1$. Estimate the binomial coefficient by the following general inequality:

$$
\binom{x}{y} \leq\left(\frac{e x}{y}\right)^{y}
$$

and introduce the notation $\gamma=(1-p)(1+\lambda)$ to obtain

$$
\operatorname{Pr}(S=t) \leq \gamma^{t}\left[\frac{(t-1) e}{n-1}\right]^{n-1} \cdot\left(\frac{p}{1-p}\right)^{n} \cdot \frac{1}{1+\lambda}=\gamma^{t-1}\left[\frac{t-1}{n-1} \cdot \frac{e p}{1-p}\right]^{n-1} p
$$

LEMMA 2.4. There are two constants $d$ and $c$, where $0<d<1$ and $c>0$, such that

$$
\operatorname{Pr}(S=t) \leq(1-d) d^{t}
$$

for $t \geq c n$.
Proof. Take as $d$ any number satisfying the inequalities $\gamma<d<1$. It follows from the above considerations that, to have the inequality $\operatorname{Pr}(S=t) \leq(1-d) d^{t}$, it is sufficient to have

$$
\begin{equation*}
p \gamma^{t-1}\left(\frac{t-1}{n-1} \cdot \frac{e p}{1-p}\right)^{n-1} \leq(1-d) d^{t} \tag{1}
\end{equation*}
$$

Denote

$$
b=\frac{e p}{1-p}, \quad f=\frac{p}{(1-d) d}, \quad \text { and } \quad \xi=\frac{\gamma}{d} .
$$

Then inequality (1) can be rewritten as

$$
\begin{equation*}
\xi^{t-1}\left(\frac{t-1}{n-1} \cdot b\right)^{n-1} \cdot f \leq 1 \tag{2}
\end{equation*}
$$

Substitute $t-1=g(n-1)$. This transforms inequality (2) into

$$
\left(\xi^{g} g b\right)^{n-1} \leq \frac{1}{f}
$$

Let $g$ be such that $\xi^{g} \cdot g \cdot b \leq \min (1,1 / f)$. Take $c$ so large that if $t>c n$ then $t-1 \geq g(n-1)$, because then

$$
\xi^{t-1}\left(\frac{t-1}{n-1} b\right)^{n-1} f=\left(\xi^{g} g b\right)^{n-1} f \leq \xi^{g} g b f \leq 1
$$

for $n>1$.
Lemma 2.4 shows that from some moment the distribution of the time $S$ needed to sort $n 0$ 's and 1's is bounded by the geometric distribution with parameter $d$. The time period of length $c n$ is called the principal time, and, if $S>c n$, then $S-c n$ is the delay time. It follows from Lemma 2.4 that the delay time can be bounded by a geometric distribution with parameter $d$. Let $n$ denote the number of processors. Then the sum of all the principal times over a branch is $c\left(n / 2+n / 2^{2}+\cdots+1\right)=c n$, and the overall time for a branch is $c n$ plus the sum of the delay times of all the nodes.
2.2. Tree process. In this section, we consider the maximum of the delay times over the branches of the tree of queues. The problem can be considered in the following generic form. Suppose that there is a full binary tree of height $k$, and a node process is associated with each node, which is a sequence of Bernoulli trials, each trial with probability $\delta$ of success. The whole tree defines the tree process as follows: It starts with the initialization of the node process of the root, and, generally if a node process terminates, then immediately the node processes at its children are started (if there are any). The tree process terminates when all the node processes have terminated. Let $G=G_{n}$ be the random variable equal to the time that the tree process must terminate, where $n=2^{k}$. The following notation is used in the following:

$$
\begin{gathered}
P_{k}(t)=\operatorname{Pr}(G \leq t) \\
R_{k}(t)=1-P_{k}(t)=\operatorname{Pr}(G>t)
\end{gathered}
$$

Throughout the paper, the notation $\lg x$ means $\log _{2} x$.
LEMMA 2.5. The following inequality holds:

$$
R_{k}(t) \leq(1-\delta)^{t-1}+2 \delta \sum_{i=1}^{t-1}(1-\delta)^{i-1} R_{k-1}(t-i)
$$

for $k>1$.
Proof. It follows from the definition of the tree process that numbers $P_{k}(t)$ satisfy the following recursive equality:

$$
P_{k}(t)=\sum_{i=1}^{t-1} \delta(1-\delta)^{i-1} \cdot P_{k-1}^{2}(t-i)
$$

Substitute $1-R_{i}(x)$ for $P_{i}(x)$ to obtain

$$
\begin{aligned}
1-R_{k}(t) & =\sum_{i=1}^{t-1} \delta(1-\delta)^{i-1}\left[1-R_{k-1}(t-1)\right]^{2} \\
& =\sum_{i=1}^{t-1} \delta(1-\delta)^{i-1}-2 \delta \sum_{i=1}^{t-1}(1-\delta)^{i-1} R_{k-1}(t-i)+\Delta,
\end{aligned}
$$

where $\Delta=\sum_{i=1}^{t-1} \delta(1-\delta)^{i-1} R_{k-1}^{2}(t-i) \geq 0$. Rearrange the terms to obtain

$$
R_{k}(t)=1-\sum_{i=1}^{t-1} \delta(1-\delta)^{i-1}+2 \delta \sum_{i=1}^{t-1}(1-\delta)^{i-1} R_{k-1}(t-i)-\Delta
$$

Use the equality

$$
1-\sum_{i=1}^{t-1} \delta(1-\delta)^{i-1}=(1-\delta)^{t-1}
$$

and discard $-\Delta$ to obtain the inequality.
LEMMA 2.6. There are two constants $x>0$ and $y>1$, depending on $\delta$, such that the following inequality holds:

$$
\begin{equation*}
R_{k}(t) \leq 2^{k x} \cdot y^{-t} \tag{3}
\end{equation*}
$$

Proof. The proof is by induction on $k$, and simultaneously we stipulate the conditions that $x$ and $y$ must satisfy for the proof to be correct.

If $k=1$, then $R_{1}(t)=(1-\delta)^{t}$. Inequality (3) holds if $y$ satisfies the inequality $y(1-\delta)<1$. Take $y$ such that $1<y<1 /(1-\delta)$.

Let $k>1$. By Lemma 2.4 and the inductive assumption,

$$
\begin{aligned}
R_{k}(t) \leq & (1-\delta)^{t-1}+2 \delta \sum_{i=1}^{t-1}(1-\delta)^{i-1} \cdot 2^{(k-1) x} \cdot y^{-t+i} \\
= & (1-\delta)^{t-1}+2^{k x} \cdot y^{-t} \cdot 2^{1-x} \cdot \delta \cdot y \\
& \quad \cdot \frac{1-[(1-\delta) y]^{t-1}}{1-(1-\delta) y} \leq(1-\delta)^{t-1}+2^{k x} \cdot y^{-t} \cdot z,
\end{aligned}
$$

where

$$
z=\frac{2^{1-x} \delta y}{1-(1-\delta) y}
$$

We need the following inequality to be true:

$$
(1-\delta)^{t-1}+2^{k x} \cdot y^{-t} \cdot z \leq 2^{k x} \cdot y^{-t}
$$

This is equivalent to

$$
((1-\delta) y)^{t} \cdot 2^{-k x} \leq(1-\delta)(1-z)
$$

The left-hand side of the last inequality is largest for $t=1$. For this value, the following is equivalent:

$$
\begin{equation*}
y 2^{-k x} \leq 1-z \tag{4}
\end{equation*}
$$

Note that, for sufficiently large $x$, the inequality $1-z>0$ holds; namely,

$$
1<z \text { iff } 2^{1-x} \cdot \frac{\delta y}{1-(1-\delta) y}<1 \text { iff } x>\lg \left(\frac{2 \delta y}{1-(1-\delta) y}\right)
$$

since $y(1-\delta)<1$. Then inequality (4) is equivalent to

$$
2^{k x} \geq \frac{y}{1-z}
$$

Take $x$ sufficiently large to satisfy this inequality.
COROLLARY 2.7. If $x$ and $y$ are the same as in Lemma 2.6, then

$$
\operatorname{Pr}\left(G_{n}>(x+t) \log _{y} n\right) \leq n^{-t}
$$

Proof. Denote $s=(x+t) \log _{y} n$. Then, by Lemma 2.6,

$$
\operatorname{Pr}\left(G_{n}>s\right)=R_{k}(s) \leq 2^{k x} y^{-s}=2^{x \lg n} \cdot y^{-(x+t) \log _{y} n}=n^{x} n^{-x} n^{-t}=n^{-t} .
$$

2.3. Back to the line of processors. The analysis of the tree of processes concerns the delay time $G_{n}$, the total time bounded by $c n+G_{n}$, where $c n$ is the principal time as defined in §2.1.

ThEOREM 2.8. Let $T$ denote the time needed to sort a line of $n$ processors with delaying links. There are constants $r>1$ and $D>0$ such that the following is true:

$$
\operatorname{Pr}(T>D n+t)<r^{-t}
$$

Proof. Let numbers $x$ and $y$ be as in Lemma 2.6. Take for $r$ any number satisfying $1<r<y$. Number $D$ will be specified later, but it will be greater than $c$, where $c n$ is the principal time. By the definition of the principal time, the following inequality holds:

$$
\operatorname{Pr}(T>D n+t)<\operatorname{Pr}\left(G_{n}>(D-c) n+t\right)
$$

Denote $s=(D-c) n+t$. Then, by Corollary 2.7,

$$
\operatorname{Pr}\left(G_{n}>s\right)<n^{-\left(s / \log _{y} n-x\right)}=2^{-s \cdot \lg n / \log _{y} n+x \lg n}=2^{-s \lg y+x \lg n}=y^{-s} \cdot n^{x}
$$

The inequality $y^{-s} n^{x} \leq r^{-t}$ holds if and only if $y^{-(D-c) n} n^{x} \leq\left(\frac{y}{r}\right)^{t}$. Take

$$
D=c+\frac{x}{\lg y} \geq c+\frac{x \lg n}{n \lg y}
$$

because then $y^{-(D-c) n} \cdot n^{x} \leq 1 \leq(y / r)^{t}$.
The following terminology, extending that from $\S 2.1$, will be used in the following to refer to bounds like those in Theorem 2.8. Suppose that $X_{n}$ is a random variable equal to the length of a time period depending on $n$ and also that an exponential inequality

$$
\operatorname{Pr}\left(X_{n}>f(n)+t\right)<r^{-t}
$$

holds. Then $f(n)$ is called the principal time, $t$ is the delay time, and $r$ is the exponential factor.
3. The two-dimensional case. In this section, we discuss sorting on a square mesh of processors interconnected by delaying links. If we take an algorithm that has the operations of sorting of rows or columns as its basic steps, then we expect it to sort in time $O(n)$ because the analysis from the previous section guarantees that each single row or column is sorted quickly. There are many such algorithms known in the literature, among them those developed by Lang et al. [8], Ma, Sen, and Scherson [12], or Schnorr and Shamir [14]. To be specific, we consider a simple algorithm of Leighton described in [11]. It sorts in the snake-like order, that is, the rows are ordered to the right and to the left, alternatingly. The global snake is an indexing scheme of processors corresponding to the snake-like ordering. The following is the algorithm that we later analyse.

## Sorting Algorithm

1. Recursively sort each quadrant in the snake-like order.
2. Sort the rows alternatingly to the right and to the left.
3. Sort the columns.
4. Perform $4 n$ steps of the odd-even transposition sort along the global snake.

Steps 2-4 are referred to as merging. This algorithm sorts in $O(n)$ time if all the links are fully operational (cf. [11]). In the situation when the links are delaying, a next step of the algorithm cannot start before the previous one has been completed. To control this, the following mechanism can be used. Consider, for instance, the step of sorting all the rows in parallel. Designate the leftmost processors as control processors and the top leftmost one as master processor. In each row, the rightmost processor sends to the
left not only the key but also an additional control packet. This packet travels to the left and verifies if the row is sorted by comparing its value with the encountered keys. If the ordering has henceforth been correct, then the packet remembers the current key and is moved to the left; otherwise, it gets destroyed. When a control packet eventually reaches the control processor, then it testifies that the whole row has been sorted. The master processor learns about all the rows being sorted by receiving a packet originated by the bottom control processor and then forwarded and confirmed by the other control processors. The master processor then sends a signal to all the processors to start the next step.

We prove that this algorithm sorts the mesh in time $O(n)$ with large probability. In the next sections, the consecutive steps of the algorithm are investigated.
3.1. Merging. Suppose that there are four $k / 2 \times k / 2$ submeshes, where $k \leq n$, and that they are merged by steps $2-4$ of the algorithm. The first phase is sorting $k$ rows or columns. Let $U_{j}$ be the delay time to sort the $j$ th column, where $1 \leq j \leq k$. We need to estimate the distribution of

$$
U=\max \left\{U_{j} \mid 1 \leq j \leq k\right\}
$$

It follows from Theorem 2.8 that

$$
\operatorname{Pr}\left(U_{j}<t\right)>1-r^{-t}
$$

for some $r>1$. Hence

$$
\operatorname{Pr}(U<t)>\left(1-r^{-t}\right)^{n}>1-n r^{-t}
$$

We would rather have an inequality of the form

$$
\operatorname{Pr}(U<t)>1-s^{-t}
$$

for some $s>1$ and sufficiently large $t$. Take $s=(r+1) / 2$. Then

$$
\operatorname{Pr}(U<t)>1-s^{-t} \text { iff } t \cdot \lg \left(\frac{2 r}{r+1}\right)>\lg n
$$

Therefore there is a constant $c$ such that, if $t>c \lg n$, then

$$
\operatorname{Pr}(U<t)>1-s^{-t}
$$

for $s>1$. The time period $c \lg n$ is a contribution to the overall principal time.
The next phase of merging is the $4 k$ steps of the odd-even transposition sort along the global snake. Divide the snake into intervals of length $4 k$ and assume that the algorithm is performed only within the intervals. Next, shift the intervals by $2 k$, execute the algorithm, and finally execute the algorithm once more on the original partition. Similarly as for the phase of sorting rows and columns in parallel, we obtain an exponential bound on the delay time with the principal time being $O(\lg n)$. Also, the coordination of steps by the master processor can be handled in the same way.
3.2. Recursion. The algorithm can be implemented bottom-up, that is, the submeshes are sorted and next merged into larger and larger ones. There are $\lg n$ levels. We estimate the maximum time of merging on a level. The obtained bounds are again exponential with only polylogarithmic principal time.

We have proved that the time $T$ to merge four $k \times k$ submeshes satisfies the inequality

$$
\operatorname{Pr}(X>c k+t)<r^{-t}
$$

for some $c>0$ and $r>1$. Let $r_{i}$ denote the exponential factor on the level $i$. Define $r_{0}=r$ and $r_{i}=r-i(r / 2 \lg n)$, for $i=1,2, \ldots, \lg n$. If there are $l$ merges on level $i$ and $U_{j}$ denotes the delay time of the $j$ th merge, then the overall delay time on this level $U=\max \left\{U_{j} \mid 1 \leq j \leq l\right\}$ is estimated as follows:

$$
\operatorname{Pr}(U<t)>\left(1-r_{i}^{-t}\right)^{l}>1-n^{2} r_{i}^{-t} .
$$

This can be extended to $1-n^{2} \cdot r_{i}^{-t}>1-r_{i+1}^{-t}$ for sufficiently large $t$; namely,

$$
1-n^{2} \cdot r_{i}^{-t}>1-r_{i+1}^{-t} \quad \text { iff } t>\frac{2 \ln n}{\ln \left(\frac{r_{i}}{r_{i+1}}\right)}
$$

However,

$$
\frac{r_{i}}{r_{i+1}}=\frac{r-\frac{i r}{2 \lg n}}{r-\frac{(i+1) r}{2 \lg n}}=1+\frac{1}{2 \lg n-i-1}<1+q \frac{1}{\lg n}
$$

Since $\ln (1+x) \leq x$, for $0<x<1$, we obtain $t>2 \ln 2 \lg ^{2} n$. Therefore there is a polylogarithmic contribution to the principal time at each level.

The delay times are summed over the levels: If $X_{i}$ is the delay on level $i$, then the total delay is $T=\sum_{i=1}^{\lg n} X_{i}$. Since $\operatorname{Pr}\left(X_{i}>t\right)<(r / 2)^{-t}$, for $1 \leq i \leq \lg n$, we can assume that all the distributions of $X_{i}$ 's are bounded by some geometric distribution with parameter $p, 0<p<1$, specifically,

$$
\operatorname{Pr}\left(X_{i}=t\right) \leq p(1-p)^{t}
$$

Then

$$
\operatorname{Pr}(T=t) \leq\binom{\lg n+t-1}{t} p^{\lg n} \cdot(1-p)^{t}
$$

The general bound

$$
\binom{n}{k} \leq \frac{n^{n}}{k^{k}(n-k)^{n-k}}
$$

yields

$$
\binom{x+y}{x} \leq\left(1+\frac{x}{y}\right)^{y} \cdot\left(1+\frac{y}{x}\right)^{x} .
$$

From this, we obtain

$$
\binom{t+\lg n-1}{t} \leq\left(1+\frac{\lg n-1}{t}\right)^{t} \cdot\left(1+\frac{t}{\lg n-1}\right)^{\lg n-1}
$$

Use $(1+x / t)^{t} \leq e^{x}$ to transform this into

$$
\binom{t+\lg n-1}{t} \leq e^{\lg n-1} \cdot\left(1+\frac{t}{\lg n-1}\right)^{\lg n-1}
$$

Substitute it in the bound on $\operatorname{Pr}(T=t)$ to obtain

$$
\operatorname{Pr}(T=t) \leq\left[e p\left(1+\frac{t}{\lg n-1}\right)\right]^{\lg n}(1-p)^{t}
$$

We would like it to be bounded by $q^{t}$ for some $0<q<1$ and sufficiently large $t$. Take any $1-p<q<1$, such as $q=1-p / 2$. Then the inequality

$$
\left[e p\left(1+\frac{t}{\lg n-1}\right)\right]^{\lg n}(1-p)^{t}<q^{t}
$$

holds only if the following holds:

$$
t>-\ln \left(\frac{1-p}{q}\right) \lg n \ln (e p t)
$$

for $t \geq 2$ and $n \geq 8$, because then $1+t /(\lg n-1) \leq t$. Take $t>\ln ^{2} n$. Then

$$
\frac{t}{\ln (e p t)}>\frac{\lg ^{2} n}{\ln \left(e p \lg ^{2} n\right)}>-\ln \left(\frac{1-p}{q}\right) \lg n
$$

Hence $\operatorname{Pr}(T=t) \leq q^{t}$ for $t>\lg ^{2} n$. From this, it follows that

$$
\operatorname{Pr}\left(T>\lg ^{2} n+t\right) \leq \sum_{i=\lg ^{2} n+t}^{\infty} q^{i}<q^{t}
$$

this being valid for sufficiently large $n$. This formula contributes only $O\left(\lg ^{2} n\right)$ to the principal time.

THEOREM 3.1. There are constants $c>0$ and $r>1$ such that an $n \times n$ mesh with delaying links can be sorted in time $c \cdot n+t$ with the probability at least $1-r^{-t}$.

Proof. The time to sort the mesh is a sum of some finite fixed set of random variables, each depending on $n$ and satisfying an exponential inequality with at most linear principal time.
4. Conclusions and open problems. We considered the problem of sorting on a mesh-connected processor array in which every attempt of communication between two neighboring processors fails with a constant probability and all such failures are independent of each other. It was proved that an $n \times n$ mesh can be sorted in the expected time $O(n)$. Although we considered one specific sorting algorithm, it follows from the presented analysis that many other known algorithms can be readily adapted to sort in time $O(n)$ on the model under consideration. This holds, for instance, for the algorithms developed in [8], [10], [12]-[15].

The results presented in this paper can be extended to include sorting on multidimensional meshes (cf. [7], [9], [12], [15]). It would be also interesting to consider sorting and related problems for other architectures with delaying links, such as hypercubes or butterflies.
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# LABELING CHORDAL GRAPHS: DISTANCE TWO CONDITION* 
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#### Abstract

An $L(2,1)$-labeling of a graph $G$ is an assignment of nonnegative integers to the vertices of $G$ such that adjacent vertices get numbers at least two apart, and vertices at distance two get distinct numbers. The $L(2,1)$-labeling number of $G, \lambda(G)$, is the minimum range of labels over all such labelings. It is shown that, for chordal graphs $G$ with maximum degree $\Delta(G), \lambda(G) \leq(\Delta(G)+3)^{2} / 4$; in particular, if $G$ is a unit interval graph with chromatic number $\chi(G), \lambda(G) \leq 2 \chi(G)$, which is a better bound. As a consequence, it is shown that the conjecture $\lambda(G) \leq \Delta^{2}(G)$ by Griggs and Yeh [SLAM J. Discrete Math., 5 (1992), pp. 586-595] is true for chordal graphs.
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1. Introduction. In the channel assignment problem, we wish to assign a channel (nonnegative integer) to each TV or radio transmitter such that interfering transmitters get channels whose separation is not in a set of disallowed separations. This problem was first formulated as a graph coloring problem by Hale [4], who introduced the notion of $T$-coloring of a graph. Here, the transmitters are represented by the vertices of a graph, called the interference graph, the edges represent interference, the channels are the colors assigned to the vertices, and $T$ is the set of disallowed separations. For recent surveys about $T$-colorings and the channel assignment problem, see Roberts [6], [7] and Tesman [8].

In 1988, Roberts (in a private communication to Griggs) proposed a variation of the channel assignment problem, where "close" transmitters must receive different channels and "very close" transmitters must receive channels at least two apart. Griggs and Yeh [3] and Yeh [9] consider a more general problem. Given a real number $d>0$, an $L_{d}(2,1)$ labeling of a graph $G$ is an assignment $f$ of nonnegative real numbers to the vertices of $G$ such that, if $x$ and $y$ are two adjacent vertices, then $|f(x)-f(y)| \geq 2 d$, and, if the distance between $x$ and $y$ is two, then $|f(x)-f(y)| \geq d$.

Griggs and Yeh [3] concentrate their attention on the $L_{d}(2,1)$-labeling number of $G$, denoted by $\lambda(G, d)$, the smallest number $m$ such that $G$ has an $L_{d}(2,1)$-labeling with no label greater than $m$. If $f$ is an $L_{d}(2,1)$-labeling of $G$, we say that $f \in L_{d}(2,1)(G)$, and then

$$
\lambda(G, d)=\min _{f \in L_{d}(2,1)(G)}\|f(G)\|
$$

where $\|f(G)\|=\max _{v \in V(G)} f(v) . \lambda(G, d)$ is sometimes called the span and is the minimum separation between the largest and the smallest channels used. Griggs and Yeh characterize $\lambda(G, d)$ in terms of $\lambda(G, 1)$ and find that for $\lambda(G, 1)$ it suffices to consider labelings using only nonnegative integers. So, in what follows, we focus on $L_{1}(2,1)$ labelings using only nonnegative integers. For simplicity, we denote $L_{1}(2,1)(G)$ by $L(2,1)(G)$, and $\lambda(G, 1)$ by $\lambda(G)$. Griggs and Yeh [3] find exact values for $\lambda(G)$ for particular graphs $G$.

[^12]Proposition 1.1 (Griggs and Yeh [3]). (i) Let $P_{n}$ be a path on $n \geq 2$ vertices. Then

$$
\lambda\left(P_{n}\right)= \begin{cases}2, & \text { if } n=2 \\ 3, & \text { if } n=3,4 \\ 4, & \text { if } n \geq 5\end{cases}
$$

(ii) Let $C_{n}$ be a circuit on $n \geq 3$ vertices. Then $\lambda\left(C_{n}\right)=4$.

For some other families of graphs, they find interesting bounds for $\lambda(G)$. To mention a few, $\lambda(T) \leq \Delta(T)+2$, if $T$ is a tree with maximum degree $\Delta(T) \geq 1 ; \lambda\left(Q_{n}\right) \leq 2 n+1$, if $Q_{n}$ is an $n$-cube, i.e, a graph with vertices given by the $n$-tuples with 0,1 coordinates, and with two vertices adjacent if they differ in only one coordinate.

They also propose the following interesting conjecture.
CONJECTURE 1.2 (Griggs and Yeh [3]). For any graph $G$ with maximum degree $\Delta(G) \geq 2, \lambda(G) \leq \triangle^{2}(G)$.

Many classes of graphs satisfy this conjecture, for instance, the class of graphs with diameter 2 considered by Griggs and Yeh [3]. In $\S 2$ we show that one more important class of graphs satisfies Conjecture 1.2, namely, the chordal graphs, i.e., graphs that do not contain induced circuits with more than three vertices. A better bound for $\lambda(G)$ is obtained if we restrict our attention to a particular subfamily of the chordal graphs, namely, the unit interval graphs.

The class of unit interval graphs and its generalization, the class of R-unit sphere graphs, are of particular interest in the channel assignment problem. A graph is $R$-unit sphere if we can assign a closed sphere of unit diameter in R -space to each vertex so that edges correspond to pairs of spheres that overlap. When transmitters are located in R -space, for $\mathrm{R}=1,2$, or 3 , interference sometimes takes place if and only if two transmitters are within $m$ miles. In this case, the interference graph is an R-unit sphere graph. Unfortunately, no useful characterization of $R$-unit sphere graphs is known except when $\mathbf{R}=1$. The 1 -unit sphere graphs are sometimes called unit interval graphs since a closed sphere of unit diameter in 1 -space is simply an interval of unit length. So the unit interval graphs can be interpreted as interference graphs of transmitters located in a linear corridor, where interference corresponds to being within $m$ miles. In $\S 2$, in addition to finding an upper bound for $\lambda(G)$ when $G$ is unit interval, we also characterize unit interval graphs with a certain number of vertices, for which this bound is tight.
2. $\mathbf{L}(\mathbf{2}, 1)$-labelings of unit interval graphs. We begin this section by presenting an upper bound for $\lambda(G)$, for $G$ a chordal graph. First, let us recall an important property of chordal graphs due to Dirac. A simplicial vertex of a graph is a vertex such that its neighbors induce a clique in the graph.

THEOREM 2.1 (Dirac [1]). If $G$ is a chordal graph, then it has a simplicial vertex.
In particular, if $G$ is a chordal graph and $v$ is a simplicial vertex, then the graph $G-v$, obtained from $G$ by removing vertex $v$ and all the edges incident to $v$, is also chordal.

THEOREM 2.2. Let $G$ be a chordal graph with maximum degree $\triangle(G)$. Then $\lambda(G) \leq$ $(\triangle(G)+3)^{2} / 4$.

Proof. The proof is by induction on the number of vertices of $G,|V(G)|$. If $|V(G)|=$ 1 , then $\lambda(G)=0=\triangle(G)$, and obviously $\lambda(G) \leq(\triangle(G)+3)^{2} / 4$. Suppose that $|V(G)|>$ 1 and that $G$ is chordal. By Theorem 2.1, since $G$ is chordal, it has a simplicial vertex, say $v$, and $G-v$ is also chordal. We can apply induction to conclude that

$$
\lambda(G-v) \leq \frac{(\triangle(G-v)+3)^{2}}{4} \leq \frac{(\triangle(G)+3)^{2}}{4}
$$

Let $f \in L(2,1)(G-v)$ with $\|f(G-v)\|=\lambda(G-v)$ and denote by $k$ the degree of $v$ in $G$. Then $v$ is distance one away from $k$ vertices and distance two away from at most $k(\triangle(G)-k)$ vertices (recall that $v$ and its neighbors form a clique in $G$ ). Therefore there are at most $3 k+k(\triangle(G)-k)$ numbers used by $f$ to be avoided by $v$. However, the function $g(k)=3 k+k(\triangle(G)-k)$ has its maximum at $k=(\triangle(G)+3) / 2$ and $g((\triangle(G)+$ 3) $/ 2)=(\triangle(G)+3)^{2} / 4$; i.e., there are at most $\left\lfloor(\triangle(G)+3)^{2} / 4\right\rfloor$ numbers used by $f$ to be avoided by $v$. Hence there is still at least one number in $\left\{0,1, \ldots,\left\lfloor(\triangle(G)+3)^{2} / 4\right\rfloor\right\}$ to be assigned to $v$ to extend $f$ into a labeling in $L(2,1)(G)$.

Unfortunately, we do not have examples where this upper bound is sharp.
As a corollary, we have that chordal graphs with maximum degree greater than 1 satisfy Conjecture 1.2.

COROLLARY 2.3. Let $G$ be a chordal graph with maximum degree $\triangle(G) \geq 2$. Then $\lambda(G) \leq \triangle^{2}(G)$.

Proof. Let $G$ be a chordal graph with $\Delta(G) \geq 2$. If $\Delta(G)=2$, then $G$ is a disjoint union of paths and triangles. So, by Proposition 1.1, $\lambda(G) \leq 4=\Delta^{2}(G)$. If $\Delta(G) \geq 3$, then $(\triangle(G)+3)^{2} / 4 \leq \triangle^{2}(G)$, and therefore, by Theorem 2.2, $\lambda(G) \leq \Delta^{2}(G)$.

In the following, we use the notation $n(G), \chi(G)$, and $\omega(G)$ to denote the number of vertices, the chromatic number, and the size of the maximum clique of the graph $G$, respectively. Where there is no possibility of confusion, we write $n=n(G), \chi=\chi(G)$, and $\omega=\omega(G)$.

We concentrate on a particular family of chordal graphs, the unit interval graphs, and, in the next theorem, we improve the bound for $\lambda(G)$ given by Theorem 2.2. Roberts [5] showed that a graph $G$ is unit interval if and only if it has a compatible vertex ordering, i.e., an ordering $v_{1}, v_{2}, \ldots, v_{n}$ of vertices in $G$ so that, if $i<j<k$ and $\left\{v_{i}, v_{k}\right\}$ is an edge, then $\left\{v_{i}, v_{j}\right\},\left\{v_{j}, v_{k}\right\}$ are edges in $G$. With this characterization, it is not difficult to see that unit interval graphs are chordal. It is worth noting that, if $G$ is a unit interval, then $\chi(G)=\omega(G)$ can be seen easily by greedily (proper) coloring the vertices in the compatible ordering.

Theorem 2.4. Suppose that $G$ is a unit interval graph. Then

$$
2 \chi(G)-2 \leq \lambda(G) \leq 2 \chi(G)
$$

Proof. Let $G$ be a unit interval graph and suppose that $v_{1}, v_{2}, \ldots, v_{n}$ is a compatible vertex ordering. Start labeling the vertices from the beginning of the compatible vertex ordering in order, with the numbers in the following sequence:

$$
2 \chi-2,2 \chi-4, \ldots, 2,0,2 \chi-1,2 \chi-3, \ldots, 3,1,2 \chi
$$

If the sequence of numbers finishes and there are vertices still unlabeled (i.e., if $n(G)>$ $2 \chi(G)+1$ ), continue labeling, repeating the same sequence until no more vertices remain to be labeled.

Let us show that the above labeling is in $L(2,1)(G)$. Only two possible problems could occur. We now investigate them.

Problem 1. A vertex $u$ labeled $2 i$ with $i \in\{0,1, \ldots, \chi(G)\}$ is adjacent to a vertex $v$ labeled $2 i \pm 1$ : We show that this problem cannot occur. If $u=v_{q}$, then the first vertex following $u$ labeled $2 i \pm 1$, if there is such a vertex, is $v_{q+\chi}$. So, if $v_{q}$ and $v_{q+\chi}$ are adjacent, then the vertices $v_{q}, v_{q+1}, \ldots, v_{q+\chi}$ form a clique of size $\chi(G)+1$, which is an impossibility, since $\chi(G) \geq \omega(G)$ for any $G$. Thus $v_{q}$ and $v_{q+\chi}$ are not adjacent; then $v$ cannot follow $u$ and be adjacent to it, since otherwise $v$ will follow $v_{q+\chi}$ and force the adjacency of $v_{q}$ and $v_{q+\chi}$. On the other hand, the vertex labeled $2 i \pm 1$ preceding $v_{q}$ that is closest to $v_{q}$, if there is any, is $v_{q-\chi}$. If $v_{q}$ and $v_{q-\chi}$ are adjacent, however, then $v_{q-\chi}, v_{q-\chi+1}, \ldots, v_{q}$
form a clique of size $\chi(G)+1$, a contradiction. Then $v$ cannot precede $u$ and be adjacent to it, since otherwise $v$ will precede $v_{q-\chi}$ and force the adjacency of $v_{q}$ and $v_{q-\chi}$.

Problem 2. Two vertices at distance two get the same label: Let $u$ and $v$ be two vertices at distance two and, without loss of generality, assume that $u=v_{q}$ and that $v$ follows $u$ in the compatible vertex ordering. If $v_{q}$ has label $i \in\{0,1, \ldots, 2 \chi(G)\}$, then the first vertex following $v_{q}$ with label $i$, if there is any, is $v_{q+2 \chi+1}$. So $v=v_{p}$ for some $p \geq q+2 \chi(G)+1$. Since $u$ and $v$ are at distance two, then there is a vertex $v_{r}$ such that $v_{q}$ and $v_{p}$ are adjacent to $v_{r}$. Now $q<r<p$, for otherwise, say, without loss of generality, that $r>p$. Then $v_{r}$ adjacent to $v_{q}$ implies $v_{p}$ adjacent to $v_{q}$, contrary to the assumption that $v_{p}$ and $v_{q}$ are at distance two. Therefore either $v_{q}, v_{q+1}, \ldots, v_{r}$ or $v_{r}, v_{r+1}, \ldots, v_{p}$ is a clique of size greater than $\chi(G)$ (because $p \geq q+2 \chi(G)+1$ ), a contradiction. Hence Problem 2 cannot occur either.

Note that the labeling constructed above has span $2 \chi(G)$; hence $\lambda(G) \leq 2 \chi(G)$. Obviously, $\lambda(G) \geq 2 \chi(G)-2$ since $G$ contains a clique of size $\chi(G)$.

An immediate corollary of the proof of Theorem 2.4 is the following.
COROLLARY 2.5. Suppose that $G$ is a unit interval graph with $n(G)<2 \chi(G)+1$. Then $2 \chi(G)-2 \leq \lambda(G) \leq 2 \chi(G)-1$.

Since, for any graph $G, \chi(G) \leq \triangle(G)+1$, it follows from Theorem 2.4 that, if $G$ is unit interval and $\triangle(G) \geq 0$, then

$$
2 \chi(G)-2 \leq \lambda(G) \leq 2 \chi(G) \leq 2(\triangle(G)+1) \leq \frac{(\triangle(G)+3)^{2}}{4}
$$

improving the upper bound given by Theorem 2.2 for general chordal graphs when $\triangle(G) \neq 1$. Also, note that $\lambda(G) \geq 2 \chi(G)-2$ holds for all perfect graphs, not just unit interval graphs.

The lower bound for $\lambda(G)$ given in Theorem 2.4 is attained, for instance, when $G$ is a complete graph. In Proposition 2.7, we show that the upper bound for $\lambda(G)$ is also tight.

Lemma 2.6. Let $f \in L(2,1)(G)$ with $\|f(G)\|=t$. If $v$ is a vertex of degree $t-1$, then $f(v) \in\{0, t\}$.

Proof. The proof is straightforward, and we omit the details.
An $r$-path is a graph with vertex set $v_{1}, v_{2}, \ldots, v_{n}, n>r$, and $v_{i}, v_{i+1}, \ldots, v_{i+r}$ is a clique, for $i=1,2, \ldots, n-r$. Clearly, an $r$-path is unit interval, has chromatic number $r+1$, and $v_{1}, v_{2}, \ldots, v_{n}$ is a compatible vertex ordering.

PROPOSITION 2.7. Let $G$ be an $r$-path with $2 r+3$ vertices. Then $\lambda(G)=2(r+1)=$ $2 \chi(G)$.

Proof. If $r=1$, then $G$ is a path on five vertices and, by Proposition 1.1, $\lambda(G)=4=$ $2 \chi(G)$. Suppose that $r>1$ and assume, by way of contradiction, that $\lambda(G) \leq 2 \chi(G)-1$. Let $f \in L(2,1)(G)$ with $\|f(G)\|=2 \chi(G)-1$.

By Lemma 2.6, since $v_{\chi}, v_{\chi+1}, v_{\chi+2}$ have degree $2 r=2 \chi(G)-2$, they must get labels in $\{0,2 \chi(G)-1\}$. However, $r>1$ forces $v_{\chi}, v_{\chi+1}, v_{\chi+2}$ to be a triangle, and it is not possible to label it with only two distinct numbers. Therefore $\lambda(G)=2 \chi(G)$.

It seems to be difficult to characterize those unit interval graphs $G$ with $\lambda(G)=$ $2 \chi(G)$. By Corollary 2.5, we know that such graphs must have at least $2 \chi(G)+1$ vertices. The next few results give a characterization of unit interval graphs $G$ with $\lambda(G)=2 \chi(G)$ and $n(G)=2 \chi(G)+1$.

Lemma 2.8. Let $G$ be a unit interval graph with $n(G)=2 \chi(G)+1$ vertices. If there is a compatible vertex ordering $v_{1}, v_{2}, \ldots, v_{n}$ of the vertices such that either
(i) $\left\{v_{1}, v_{\chi}\right\} \notin E(G)$, or
(ii) $\left\{v_{\chi+2}, v_{n}\right\} \notin E(G)$, or
(iii) $\left\{v_{2}, v_{\chi+1}\right\},\left\{v_{3}, v_{\chi+2}\right\}, \ldots,\left\{v_{\chi}, v_{2 \chi-1}\right\} \notin E(G)$, or
(iv) $\left\{v_{3}, v_{\chi+2}\right\},\left\{v_{4}, v_{\chi+3}\right\}, \ldots,\left\{v_{\chi+1}, v_{2 \chi}\right\} \notin E(G)$,
then $\lambda(G) \leq 2 \chi(G)-1$.
Proof. If one of the above items is satisfied, then labeling $v_{1}, v_{2}, \ldots, v_{n}$ in order with the numbers in the sequence
(i) $1,2 \chi-2,2 \chi-4, \ldots, 2,0,2 \chi-1,2 \chi-3, \ldots 3,1$,
(ii) $1,3, \ldots, 2 \chi-3,2 \chi-1,0,2, \ldots, 2 \chi-4,2 \chi-2,1$,
(iii) $2 \chi-1,2 \chi-3, \ldots, 3,1,2 \chi-2,2 \chi-4, \ldots, 2,0,2 \chi-1$, and
(iv) $2 \chi-1,0,2, \ldots, 2 \chi-4,2 \chi-2,1,3, \ldots, 2 \chi-3,2 \chi-1$,
respectively, we obtain a labeling in $L(2,1)(G)$. So $\lambda(G) \leq 2 \chi(G)-1$.
Before presenting the next main result, Theorem 2.12, we must introduce further notation and some auxiliary results.

For each integer $k>2$, let

$$
K_{i}(k)=\left\{x_{i}(k), x_{i+1}(k), \ldots, x_{i+k-1}(k)\right\}
$$

for $i=1,2, \ldots, k+1$, where

$$
x_{j}(k)=2(k-j), \quad x_{k+j}(k)=2(k-j)+1,
$$

for $j=1,2, \ldots, k$. Let $H_{k}$ be the graph with vertex set

$$
V\left(H_{k}\right)=\left\{x_{1}(k), x_{2}(k), \ldots, x_{2 k}(k)\right\}
$$

so that

$$
\{x, y\} \in E\left(H_{k}\right) \Leftrightarrow x, y \in K_{i}(k)
$$

for some $i=1,2, \ldots, k+1$. Note that $H_{k}$ is an $r$-path for $r=k-1$ with $\left\{K_{i}(k): i=\right.$ $1,2, \ldots, k+1\}$ as the set of all its maximal cliques. It is clear that the following property is satisfied.

PROPERTY 2.9. If $i<j<l$ are integers and $x \in K_{i}(k) \cap K_{l}(k)$, then $x \in K_{j}(k)$.
Actually, we should mention that Property 2.9 gives us a characterization of interval graphs. A graph $G$ is an interval graph if we can assign an interval to each vertex so that edges correspond to pairs of intervals that overlap.

THEOREM 2.10 (Fulkerson and Gross [2]). A graph is interval if and only if there is a ranking $K_{1}, K_{2}, \ldots, K_{p}$ of all its maximal cliques, which satisfies Property 2.9.

The following lemma provides all the possible sets of labels to be assigned to the cliques of size $k$ in an arbitrary graph $G$, by a labeling $f \in L(2,1)(G)$ with $\|f(G)\| \leq$ $2 k-1$. This family of sets proves to have an interval graph structure.

Lemma 2.11. Let $G$ be a graph and let $k$ be an integer greater than 2. Suppose that there is an $f \in L(2,1)(G)$ such that $\|f(G)\| \leq 2 k-1$. If $K$ is a clique of $G$ with size $k$, then $f(K)=K_{i}(k)$ for some $i=1,2, \ldots, k+1$, where $f(K)=\{f(v): v \in K\}$.

Proof. We argue by induction on $k$. If $k=3$, then

$$
x_{1}(3)=4, \quad x_{2}(3)=2, \quad x_{3}(3)=0, \quad x_{4}(3)=5, \quad x_{5}(3)=3, \quad x_{6}(3)=1,
$$

and we can check that

$$
K_{1}(3)=\{4,2,0\}, \quad K_{2}(3)=\{2,0,5\}, \quad K_{3}(3)=\{0,5,3\}, \quad K_{4}(3)=\{5,3,1\}
$$

are all the possible sets of labels that can be associated by $f$ to a clique of size 3 .

Suppose that $k>3$. Let $K$ be a clique of size $k$. Since $\lambda(K)=2 k-2$, either $2 k-1$ or $2 k-2$, but not both, is in $f(K)$. Let $G^{\prime}$ be the graph obtained from $G$ by removing all the vertices labeled $2 k-1$ or $2 k-2$ and the edges incident to them. More formally, $G^{\prime}=G-X$, where $X=\{x \in V(G): f(x)=2 k-1$ or $2 k-2\}$. Let $f^{\prime}$ be the restriction of $f$ to the vertices of $G^{\prime}$, i.e., $f^{\prime}(x)=f(x)$ for $x \in V\left(G^{\prime}\right)$. Note that $f^{\prime} \in L(2,1)\left(G^{\prime}\right)$ and $\left\|f^{\prime}\left(G^{\prime}\right)\right\| \leq 2 k-3=2(k-1)-1$. Let $v \in K$ with $f(v) \in\{2 k-1,2 k-2\}$. Then $K^{\prime}=K-v$ is a clique of size $k-1$ in $G^{\prime}$. By the induction hypothesis $f^{\prime}\left(K^{\prime}\right)=K_{i}(k-1)$ for some $i=1,2, \ldots,(k-1)+1$. However, $K_{j}(k-1) \cap\{2 k-1,2 k-2\}=\emptyset$, for $j=1,2, \ldots,(k-1)+1$ and

$$
\begin{gathered}
K_{1}(k)=K_{1}(k-1) \cup\{2 k-2\}, \\
K_{i+1}(k)=K_{i}(k-1) \cup\{2 k-1\}, \quad i=1,2, \ldots, k .
\end{gathered}
$$

Therefore

$$
f(K)=f\left(K^{\prime} \cup\{v\}\right)=f^{\prime}\left(K^{\prime}\right) \cup\{f(v)\}=K_{j}(k)
$$

for some $j=1,2, \ldots, k+1$.
Finally, the next result gives a characterization of unit interval graphs $G$ on $n(G)=$ $2 \chi(G)+1$ vertices with $\lambda(G)=2 \chi(G)$. It essentially shows that the converse in Lemma 2.8 also holds.

THEOREM 2.12. Let $G$ be a unit interval graph on $n(G)=2 \chi(G)+1$ vertices and $\chi(G)>2$. There is a compatible vertex ordering $v_{1}, v_{2}, \ldots, v_{n}$ such that either
(i) $\left\{v_{1}, v_{\chi}\right\},\left\{v_{\chi+2}, v_{n}\right\},\left\{v_{q}, v_{q+\chi-1}\right\} \in E(G)$ for some $3 \leq q \leq \chi(G)$, or
(ii) $\left\{v_{1}, v_{\chi}\right\},\left\{v_{2}, v_{\chi+1}\right\},\left\{v_{\chi+1}, v_{n-1}\right\},\left\{v_{\chi+2}, v_{n}\right\} \in E(G)$, if and only if $\lambda(G)=2 \chi(G)$.

Proof. Suppose first that $\lambda(G)=2 \chi(G)$ under the hypothesis of the theorem and choose any compatible vertex ordering. Observe that neither one of the items in the statement of Lemma 2.8 can occur. So one of the above items must occur.

Conversely, suppose that (ii) holds and by way of contradiction that there is $f \in$ $L(2,1)(G)$ such that $\|f(G)\| \leq 2 \chi(G)-1$. Since $v_{1}, v_{2}, \ldots, v_{n}$ is a compatible vertex ordering and $\left\{v_{2}, v_{\chi+1}\right\},\left\{v_{\chi+1}, v_{n-1}\right\} \in E(G)$, the sets

$$
A=\left\{v_{2}, v_{3}, \ldots, v_{\chi+1}\right\}, \quad B=\left\{v_{\chi+1}, v_{\chi+2}, \ldots, v_{n-1}\right\}
$$

are two cliques with $A \cap B=\left\{v_{\chi+1}\right\}$. Since $v_{\chi+1}$ has degree $2 \chi-2,\|f(G)\|=2 \chi(G)-1$, and $v_{\chi+1}$ must get label 0 or $2 \chi(G)-1$ by Lemma 2.6. Suppose that $f\left(v_{\chi+1}\right)=0$ (the case where $f\left(v_{\chi+1}\right)=2 \chi(G)-1$ is symmetric). By Lemma 2.11 , the only possible sets of labels that can be assigned to $A$ or $B$ are

$$
\begin{aligned}
& K_{1}(\chi(G))=\{0,2,4, \ldots, 2 \chi(G)-2\} \\
& K_{\chi}(\chi(G))=\{0,3,5, \ldots, 2 \chi(G)-1\}
\end{aligned}
$$

since the vertices in $A-\left\{v_{\chi+1}\right\}$ are at distance two of vertices in $B-\left\{v_{\chi+1}\right\}$, so $f(A) \cap$ $f(B)=\{0\}$. Suppose that $f(A)=K_{1}(\chi(G))$. Since $\left\{v_{1}, v_{\chi}\right\} \in E(G),\left\{v_{1}, v_{2}, \ldots, v_{\chi}\right\}$ is also a clique and $f\left(\left\{v_{2}, v_{3}, \ldots, v_{\chi}\right\}\right)=\{2,4, \ldots, 2 \chi(G)-2\}$, the only possible label for $v_{1}$ is 0 . However, $v_{1}$ is at distance two from $v_{\chi+1}$ labeled 0 . Therefore $f(A)$ cannot be $K_{1}(\chi(G))$. Similarly, $f(B)$ cannot be $K_{1}(\chi(G))$, and we have reached a contradiction. Hence $\lambda(G)=2 \chi(G)$.

On the other hand, suppose that (i) holds and, by way of contradiction, assume that there is $f \in L(2,1)(G)$ with $\|f(G)\| \leq 2 \chi(G)-1$. Since $\left\{v_{1}, v_{\chi}\right\},\left\{v_{\chi+2}, v_{n}\right\}$, $\left\{v_{q}, v_{q+\chi-1}\right\} \in E(G)$, for some $3 \leq q \leq \chi(G)$, and $v_{1}, v_{2}, \ldots, v_{n}$ is a compatible vertex ordering,

$$
A=\left\{v_{1}, v_{2}, \ldots, v_{\chi}\right\}, \quad B=\left\{v_{\chi+2}, v_{\chi+3}, \ldots, v_{n}\right\}, \quad C=\left\{v_{q}, v_{q+1}, \ldots, v_{q+\chi-1}\right\}
$$

are cliques of size $\chi(G)$.
By the previous lemma, there are $i, j, l \in\{1,2, \ldots, \chi(G)+1\}$ such that $f(A)=$ $K_{i}(\chi(G)), f(B)=K_{j}(\chi(G))$, and $f(C)=K_{l}(\chi(G))$. Since $3 \leq q \leq \chi(G), A \cap C$, $C \cap B, A-C, B-C$, and $C-(A \cup B)$ are nonempty sets, and $A \cap B \cap C=\emptyset$. Clearly, $i \neq l \neq j$. Suppose that $i<l$ (the case where $i>l$ is similar). If $j<l$, either $l \leq \chi(G)$ or $i, j \geq 2$, since $K_{i}(\chi(G)) \cap K_{l}(\chi(G)) \neq \emptyset$ and $K_{j}(\chi(G)) \cap K_{l}(\chi(G)) \neq \emptyset$. Then, however, $K_{i}(\chi(G)) \cap K_{j}(\chi(G)) \cap K_{l}(\chi(G)) \neq \emptyset$. This forces the existence of a vertex $v \in C \cap B$ and a vertex $w \in A$ (or, symmetrically, $v \in C \cap A$ and $w \in B$ ) such that $f(v)=f(w)$. Note, however, that $v$ and $w$ are distinct, since $A \cap B \cap C=\emptyset$, and they are at distance at most two, so they cannot get the same label, a contradiction. Therefore we must have $i<l<j$. Since $n(G)=2 \chi(G)+1$ and we have $2 \chi(G)$ labels in $\{0,1, \ldots, 2 \chi(G)-1\}$, there must exist a label $y$ and two vertices $v$ and $w$ with this label. However, if $v \in C$, then the distance in $G$ between $v$ and $w$ is at most two, so $f(v) \neq f(w)$. So $v \notin C$. Similarly, $w \notin C$. Then, without loss of generality, $v \in A$ and $w \in B$. Then $y \in K_{i}(\chi(G)) \cap K_{j}(\chi(G))$, and, by Property 2.9 , since $i<l<j$, $y \in K_{l}(\chi(G))$. However, any vertex in $C$ with label $y$ is distinct from $v$ and $w$, and it is at distance at most two from $v$ and $w$, a contradiction. So $\lambda(G)=2 \chi(G)$.
3. Further research. The ultimate objective of our work is to understand Griggs and Yeh's Conjecture 1.2, mentioned in the Introduction, by restricting ourselves to the class of chordal graphs and, in particular, to the class of unit interval graphs. This seems to be a reasonable way to approach a problem of this surprising difficulty, especially considering the fact that positive results for very simple classes of graphs are not easy to obtain. A natural class of graphs to be examined next would be the class of interval graphs.

Let us close by addressing a few more questions left unsolved in this paper.
(i) Is the upper bound of Theorem 2.2 sharp?
(ii) Generalize Theorem 2.12 for unit interval graphs $G$ with more than $2 \chi(G)+1$ vertices.
(iii) Characterize unit interval graphs $G$ with $\lambda(G)=2 \chi(G)-2$ and with $\lambda(G)=$ $2 \chi(G)-1$ (from Theorem 2.4, we know that $2 \chi(G)-2 \leq \lambda(G) \leq 2 \chi(G)$ ).
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#### Abstract

A class of strong valid inequalities is described for the single-item uncapacitated economic lot-sizing problem with start-up costs. It is shown that these inequalities yield a complete polyhedral characterization of the problem. The corresponding separation problem is formulated as a shortest path problem. Finally, a reformulation as a plant location problem is shown to imply the class of strong valid inequalities, which shows that this reformulation is tight, also.
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1. Introduction. Good integer linear programming formulations for NP-hard problems are a valuable aid in solving these problems with linear-programming-based solution methods. One way of improving formulations with strong valid inequalities is by looking at relaxations or substructures that are polynomially solvable. For such a relaxation, contrary to the original NP-hard problem, we may be able to find a complete linear description. This holds, for instance, for several economic lot-sizing problems. Research on strong valid inequalities for the uncapacitated single-item economic lot-sizing problem (ELS), as defined by Wagner and Whitin [17] and Manne [11], started with Barany, Van Roy, and Wolsey [1], [2], who developed the so-called ( $l, S$ )-inequalities. The polyhedral structure of generalizations of the economic lot-sizing problem has been the subject of several papers. Leung, Magnanti, and Vacani [9] and Pochet and Wolsey [13] give strong valid inequalities for the capacitated ELS. Pochet and Wolsey [12] consider the extension with backlogging. They describe an implicit characterization of the problem.

We consider the extension of the economic lot-sizing problem with start-up costs included (ELSS), i.e., costs for switching on a machine or changing over between different items. Schrage [15] introduced these costs to distinguish between normal set-up costs, which are incurred in each period that a certain item is produced, and costs that appear only in the first of a consecutive set of periods in which an item is produced. Problems in which start-up costs appear have been studied by Van Wassenhove and Vanderhenst [16], Karmarkar and Schrage [7] and Fleischmann [4]. The standard dynamic programming formulation of the economic lot-sizing problem with start-up costs can be solved in $O(T \log T)$ time; here $T$ is the length of the planning horizon (see van Hoesel [5]).

The polyhedral structure of several mixed integer programming formulations for ELSS was first investigated by Wolsey [18]. For the formulation in a natural set of variables, he derived a class of strong valid inequalities by generalizing the $(l, S)$-inequalities for the corresponding formulation of the economic lot-sizing problem (Barany, Van Roy, and Wolsey [2]). In this manuscript, we further generalize these inequalities to the socalled ( $l, R, S$ )-inequalities. The main result that we present is that these inequalities imply a complete linear description for this formulation. We use a proof technique due to Lovász [10], which appears to be especially suitable for problems where a greedy al-

[^13]gorithm solves the dual linear program arising from a complete linear description of the problem (see van Hoesel, Wagelmans, and Kolen [6]). Conditions under which the ( $l, R, S$ )-inequalities are facet-defining are provided by van Hoesel [5]). In addition, we discuss separation for the $(l, R, S)$-inequalities by formulating this problem as a set of $T$ shortest path problems on acyclic networks, each with $O\left(T^{2}\right)$ nodes.

A related formulation for ELS is the plant location reformulation, in which the production variables are split. This formulation has been introduced by Krarup and Bilde [8]. The plant location reformulation for ELSS is shown to be at least as strong as the formulation in the original variables. This is done by viewing the inequalities as di-cut inequalities (Rardin and Wolsey [14]) in a fixed-charge min-cost flow problem. For other related formulations and similar results, see Wolsey [18] and Eppen and Martin [3].

In $\S 2$ ELSS is formulated as a mixed integer programming problem. The $(l, R, S)$ inequalities are introduced and shown to be valid. In $\S 3$ it is shown that the $(l, R, S)$ inequalities provide a complete linear description. The separation algorithm for the ( $l, R, S$ )-inequalities can also be found in this section. In $\S 4$ the plant location model is discussed. Finally, in $\S 5$ some concluding remarks are made.
2. Formulation of ELSS: The ( $\boldsymbol{l}, \boldsymbol{R}, \boldsymbol{S}$ )-inequalities. Consider ELSS with a planning horizon consisting of $T$ periods. For each period $t$, a demand $d_{t}$ must be satisfied by production in one or more of the periods in $\{1, \ldots, t\}$. The costs for production in period $t$ are $c_{t}$ per unit. If production takes place in period $t$, a set-up must be performed at a cost of $f_{t}$. This is the formulation of ELS as defined by Wagner and Whitin [17]. In ELSS there are additional fixed costs for start-ups: Each set of consecutive periods in which a set-up is performed should begin with a period $t$ in which a start-up is performed at a cost of $g_{t}$. For reasons of simplicity, in the formulation we present, the inventory variables are deleted (see, for instance, Wolsey [18] or van Hoesel [5]). ELSS can be modelled as a mixed integer program with the following parameters and variables.

Parameters:
$d_{t}(1 \leq t \leq T)$ : the demand of the item in period $t$;
$c_{t}(1 \leq t \leq T)$ : the unit production cost of the item in period $t$;
$f_{t}(1 \leq t \leq T)$ : the set-up cost of the item in period $t$;
$g_{t}(1 \leq t \leq T)$ : the start-up cost of the item in period $t$;
Variables:
$x_{t}(1 \leq t \leq T)$ : the production of the item in period $t$;
$y_{t}(1 \leq t \leq T) \begin{cases}1 & \text { if a set-up of the item is incurred in period } t ; \\ 0 & \text { otherwise. }\end{cases}$
$z_{t}(1 \leq t \leq T) \begin{cases}1 & \text { if a start-up of the item is incurred in period } t ; \\ 0 & \text { otherwise; }\end{cases}$
(ELSS) $\quad \min \sum_{t=1}^{T}\left(g_{t} z_{t}+f_{t} y_{t}+c_{t} x_{t}\right)$,

$$
\begin{array}{ll}
\text { s.t. } & \sum_{t=1}^{T} x_{t}=d_{1, T},  \tag{2}\\
& \sum_{\tau=1}^{t} x_{\tau} \geq d_{1, t}, \quad(1 \leq t \leq T-1)
\end{array}
$$

$$
\begin{array}{lll}
y_{t} \leq y_{t-1}+z_{t}, & \left(y_{0} \equiv 0\right), & (1 \leq t \leq T), \\
x_{t} \leq d_{t, T} y_{t}, & (1 \leq t \leq T), \\
x_{t} \geq 0, & (1 \leq t \leq T), \\
y_{t}, z_{t} \in\{0,1\}, & (1 \leq t \leq T) .
\end{array}
$$

By $d_{s, t}(1 \leq s \leq t \leq T)$, we denote the cumulative demand of the periods $\{s, \ldots, t\}$, i.e., $d_{s, t}=\sum_{\tau=s}^{t} d_{\tau}$.

Constraint (2) restricts production to the total demand over the planning horizon. Constraints (3) ensure that ending inventory in each period is nonnegative. Constraints (4) model the start-ups. Constraints (5) force a set-up in a period with positive production. Note that (2) and (3) (for $t-1$ ) imply the upper bound $d_{t, T}$ on the production in each period $t$ as mentioned in (5).

The remainder of this section is devoted to the description of the $(l, R, S)$-inequalities and a proof of their validity. Take an arbitrary period $l \in\{1, \ldots, T\}$ and let $N_{l}=$ $\{1, \ldots, l\}$. Let $S$ be an arbitrary subset of $\left\{1, \ldots, N_{l}\right\}$ and $R$ be a subset of $S$, such that the first element in $S$ is also in $R$. The corresponding $(l, R, S)$-inequality is defined as follows:

$$
\begin{equation*}
\sum_{t \in N_{l} \backslash S} x_{t}+\sum_{t \in R} d_{t, l} y_{t}+\sum_{t \in S \backslash R} d_{t, l}\left(z_{p(t)+1}+\ldots+z_{t}\right) \geq d_{1, l} \tag{8}
\end{equation*}
$$

where $p(t) \equiv \max \{j \in S \mid j<t\}$. If $S \cap\{1, \ldots, t-1\}=\emptyset$, then $p(t) \equiv 0$.
Example. $l=15 ; S=\{2,4,5,7,10,11,14\} ; R=\{2,10\}$. The coefficients of the left-hand side of the $(l, R, S)$-inequality are given in the following table:

| $t$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{t}$ | 1 |  | 1 |  |  | 1 |  | 1 | 1 |  |  | 1 | 1 |  | 1 |
| $y_{t}$ |  | $d_{2, l}$ |  |  |  |  |  |  |  | $d_{10, l}$ |  |  |  |  |  |
| $z_{t}$ |  |  | $d_{4, l}$ | $d_{4, l}$ | $d_{5, l}$ | $d_{7, l}$ | $d_{7, l}$ |  |  |  | $d_{11, l}$ | $d_{14, l}$ | $d_{14, l}$ | $d_{14, l}$ |  |

The inequalities derived in Wolsey [18] are a special case of the $(l, R, S)$-inequalities in the sense that each maximal set of consecutive periods in $S$ should begin with a period in $R$ there. The above example is not included, because the set $\{4,5\}$ does not begin with an element in $R(4 \in S \backslash R)$.

Lemma 2.1. The ( $l, R, S$ )-inequalities are valid.
Proof. Take an arbitrary $(l, R, S)$-inequality as defined above. Denote an arbitrary feasible solution by $(x, y, z)=\left\{x_{t}, y_{t}, z_{t} \mid t=1, \ldots, T\right\}$. We prove that this solution satisfies the $(l, R, S)$-inequality. We distinguish two cases.

Case 1. $S$ does not contain a period with positive production, i.e., $x_{t}=0$ for all $t \in S$. Then

$$
\sum_{t \in N_{l} \backslash S} x_{t}=\sum_{t=1}^{l} x_{t} \geq d_{1, l} .
$$

Case 2. $S$ contains a period with production. Let $s$ be the first such period, i.e., $x_{s}>0$. First,

$$
\sum_{t \in N_{l} \backslash S} x_{t} \geq \sum_{t \in N_{s-1} \backslash S} x_{t}=\sum_{t \in N_{s-1}} x_{t} \geq d_{1, s-1} .
$$

Now choose $\tau$ as small as possible such there are set-ups in all periods $\{\tau, \ldots, s\}$, i.e., $z_{\tau}=y_{\tau}=\cdots=y_{s}=1$. Since at least one of these variables appears in the lefthand side of the $(l, R, S)$-inequality with a coefficient that is at least $d_{s, l}$, the inequality is satisfied by this solution.
3. Linear description of ELSS and separation for the $(l, R, S)$-inequalities. The main result in this section is that addition of the $(l, R, S)$-inequalities to the model for ELSS gives a complete polyhedral description. More precisely, we show the following result.

THEOREM 3.1. Constraints (2), (4), (6), the variable bounding constraints $0 \leq y_{t}, z_{t} \leq 1(1 \leq t \leq T)$, and the ( $\left.l, R, S\right)$-inequalities (8) describe the convex hull of ELSS.

Note that inequalities (3) are ( $t, \emptyset, \emptyset$ )-inequalities. Inequalities (5) can be derived from (2) and (8), where $S=R=\{t\}$ and $l=T$.

The technique we use to prove the theorem is somewhat different from the usual techniques. Basically, the idea is to show that, for an arbitrary objective function, denoted by $\sum_{t=1}^{T}\left(\alpha_{t} x_{t}+\beta_{t} y_{t}+\gamma_{t} z_{t}\right)$, the set of optimal solutions, denoted by $M(\alpha, \beta, \gamma)$, satisfies one of the inequality constraints as equality. Clearly, then the inequality constraints must include all facets of the convex hull of solutions.

We consider an arbitrary cost function $\sum_{t=1}^{T}\left(\alpha_{t} x_{t}+\beta_{t} y_{t}+\gamma_{t} z_{t}\right)$ and we denote its set of optimal solutions by $M(\alpha, \beta, \gamma)$.

Case $0 . \min \left\{\alpha_{t} \mid t=1, \ldots, T\right\}=\delta \neq 0$.
As $\sum_{t=1}^{T} x_{t}=d_{1, T}$, we can subtract $\delta$ times inequality (2) from the objective function without changing the set of optimal solutions.

Thus, in the following, we can assume that $\min \left\{\alpha_{t} \mid t=1, \ldots, T\right\}=0$.
Case 1. $\gamma_{t}<0$ for some $t \in\{1, \ldots, T\}$.
Any solution with $z_{t}=0$ can be improved by setting $z_{t}=1$. Thus $M(\alpha, \beta, \gamma) \subseteq$ $\left\{(x, y, z) \mid z_{t}=1\right\}$.

Case 2. $\gamma_{t} \geq 0$ for all $t, \beta_{t}<0$ for some $t$.
(i) $\beta_{t}+\gamma_{t}<0$ for some $t$.

Any solution with $y_{t}=0$ can be improved by setting $y_{t}=z_{t}=1$. Thus $M(\alpha, \beta, \gamma) \subseteq$ $\left\{(x, y, z) \mid y_{t}=1\right\}$.
(ii) $\beta_{t}+\gamma_{t} \geq 0$ for all $t$.

Let $s=\min \left\{t \mid \beta_{t}<0\right\}$. We show that $M(\alpha, \beta, \gamma) \subseteq\left\{(x, y, z) \mid y_{s-1}+z_{s}=y_{s}\right\}$. As $\gamma_{s}>0$, any solution with $y_{s-1}=z_{s}=1$ can be improved by setting $z_{s}=0$. In addition, any solution with $y_{s-1}+z_{s}=1$ and $y_{s}=0$ can be improved by setting $y_{s}=1$. Thus, the claim follows.

We are left with objective functions satisfying $\min \left\{\alpha_{t} \mid t=1, \ldots, T\right\}=0 ; \beta_{t} \geq 0$ $(t=1, \ldots, T) ; \gamma_{t} \geq 0(t=1, \ldots, T)$. In the following, $l, S$, and $R$ are determined, step by step, in this order. First, the period $l$ is fixed. This is done such that the demands of the periods $\{l+1, \ldots, T\}$ can be produced at no cost, with respect to the given objective function. For notational convenience, a period $T+1$ is defined with $\alpha_{T+1}=0, \beta_{T+1}=0$, $\gamma_{T+1}=0$, and the demand of $T+1$ is supposed to be positive.

Choice of $l$. Take $k$ and $m(1 \leq k \leq m \leq T+1)$, both minimal, such that $\gamma_{k}=\beta_{k}=$ $\cdots=\beta_{m}=\alpha_{m}=0$. The period $l$ is chosen as the last period in $\{1, \ldots, m-1\}$ with positive demand, i.e., $d_{l}>0$, and $d_{l+1}=\cdots=d_{m-1}=0$. If $d_{1, m-1}=0$, then $l \equiv 0$.

Case 3. Since $d_{l+1, m-1}=0$, any production in the periods $\{l+1, \ldots, T\}$ can be moved to period $m$ at no cost, by taking $z_{k}=y_{k}=\ldots=y_{m}=1$.

It follows that (i) if $\alpha_{t}>0$ for some $t \geq l+1$, then $M(\alpha, \beta, \gamma) \subseteq\left\{(x, y, z) \mid x_{t}=0\right\}$; (ii) If $\beta_{t}>0$ for some $t \geq \min \{k, l+1\}$, then $M(\alpha, \beta, \gamma) \subseteq\left\{(x, y, z) \mid y_{t}=0\right\}$; (iii) If $\gamma_{t}>0$ for some $t \geq \min \{k, l+1\}$, then $M(\alpha, \beta, \gamma) \subseteq\left\{(x, y, z) \mid z_{t}=0\right\}$.

If the contrary holds in one of these cases, then the solution can be improved by taking the solution mentioned above.

Note that, if $l=0$, then we are finished. In that case, the only objective function left is the one with zero cost coefficients for all variables. Thus, in the following, we may assume that $l>0$. Moreover, we may suppose that, for $t \geq \min \{k, l+1\}$, we have $\beta_{t}=\gamma_{t}=0$, and, for $t \geq l+1$, we have $\alpha_{t}=0$. We proceed by specifying the choices of $S$ and $R$.

Choice of $S . S:=\left\{t \leq l \mid \alpha_{t}=0\right\}$.
Choice of $R . R:=\left\{t \in S \mid \beta_{t}>0\right\}$.
With regard to the following case note that, if $l=T$, then $S$ is not empty, since $\min \left\{\alpha_{t} \mid t=1, \ldots, T\right\}=0$.

Case 4. If $S=\emptyset$, then $M(\alpha, \beta, \gamma) \subseteq\left\{(x, y, z) \mid \sum_{t=1}^{l} x_{t}=d_{1, l}\right\}$.
$S=\emptyset$ implies that $l<T$ and $\alpha_{t}>0$ for $t \in\{1, \ldots, l\}$. Therefore, if $I_{l}>0$ (the inventory at the end of period $l$ ), then the production costs can be reduced by transferring units of production from the last production period in $\{1, \ldots, l\}$ to period $l+1$. Note that $\alpha_{l+1}=\beta_{l+1}=\gamma_{l+1}=0$. This proves the claim, since $I_{l}=0$ implies that $\sum_{t=1}^{l} x_{t}=d_{1, l}$.

In the following, we may suppose that $S \neq \emptyset$.
Case 5. Suppose that, for some $t \in S \backslash R$, there is an $s \in\{p(t)+1, \ldots, t\}$ with $\beta_{s}>0$. Then for this $t$ the following holds: $M(\alpha, \beta, \gamma) \subseteq\left\{(x, y, z) \mid y_{s}+z_{s+1}+\cdots+z_{t}=y_{t}\right\}$.

Note that the equation $y_{s}+z_{s+1}+\cdots+z_{t}=y_{t}$ implies that $y_{t-1}+z_{t}=y_{t}(s<t$ since $t \notin R$ ). Before we proceed, some properties of the coefficients of the variables are stated. First, $\beta_{s}>0$ and $\beta_{s+1}, \ldots, \beta_{t}=0$ (since $t \notin R$ ). Second, $\alpha_{s}, \ldots, \alpha_{t-1}>0$, since $s \in\{p(t)+1, \ldots, t-1\}$, and, since $t \in S$, we have $\alpha_{t}=0$. Finally, if $\gamma_{\tau}=0$ for some $\tau \in\{s+1, \ldots, t\}$, then $\gamma_{\tau}=\beta_{\tau}=\cdots=\beta_{t}=\alpha_{t}=0$, which implies that $l<t$, a contradiction. It follows that $\gamma_{s+1}, \ldots, \gamma_{t}>0$. Concluding, the variables on the left-hand side of the constraint $y_{s}+z_{s+1}+\cdots+z_{t}=y_{t}$ have positive cost coefficients, and the variable on the right-hand side has cost coefficient zero.
(i) First, suppose that $y_{s}+z_{s+1}+\cdots+z_{t} \geq 2$. Let $u$ be the first period in $\{s+1, \ldots, t\}$ in which the variable $z_{u}$ has value 1 . If $y_{s}=1$, then a cost reduction can be achieved by setting $y_{s+1}, \ldots, y_{u}=1$, and $z_{u}=0$. If $y_{s}=0$, then let $v$ be the first period after $u$ with $z_{v}=1$. In this case, a cost reduction can be obtained by setting $y_{u}=\cdots=y_{v}=1$ and $z_{v}=0$.
(ii) Second, suppose that $y_{s}+z_{s+1}+\cdots+z_{t}=1$ and $y_{t}=0$. If no production takes place in $s, \ldots, t-1$, then setting $y_{s}+z_{s+1}+\cdots+z_{t}=0$ leads to a cost reduction without losing feasibility. Otherwise, production takes place in one or more of the periods $\{s, \ldots, t-1\}$. Let $u$ be the last production period in $\{s, \ldots, t-1\}$. If $I_{t-1}>0$, then production from period $u$ can be transferred to $t$, at a cost reduction, since $\beta_{u+1}=\cdots=\beta_{t}=\alpha_{t}=0$, and $\alpha_{u}, \ldots, \alpha_{t-1}>0$. Thus, we may assume that $I_{t-1}=0$. Then $d_{t}$ must be zero, since $y_{t}=0$, which implies that $l>t$. Thus, the positive demand $d_{t+1, l}$ is produced at a positive cost in some of the periods in the set $\{t+1, \ldots, l\}$; otherwise, $l$ would have been chosen smaller (see choice of $l$ ). Now, how-
ever, it is cheaper to produce this demand in period $t$ at zero cost. Of course, this implies that $y_{u+1}=\cdots=y_{t}=1$, where $u$ is the last production period in $\{s, \ldots, t-1\}$.

In the following, we may assume that, for each $t \in S \backslash R$, we have $\beta_{p(t)+1}=\cdots=$ $\beta_{t}=0$. The following case treats the problem, where the first element in $S$ in not in $R$.

Case 6. If $\beta_{1}=\cdots=\beta_{t}=0$, where $t$ is the first element in S , then we have the following: $M(\alpha, \beta, \gamma) \subseteq\left\{(x, y, z) \mid \sum_{\tau=1}^{t-1} x_{t}=d_{1, t-1}\right\}$.

By definition of $t$, we have $\{1, \ldots, t-1\} \cap S=\emptyset$, and thus $\alpha_{1}, \ldots, \alpha_{t-1}>0$. Moreover, since $t \in S$, we have $\alpha_{t}=0$. If $y_{1}+\cdots+y_{t}=0$, then $\sum_{\tau=1}^{t} x_{t}=0=d_{1, t-1}$. If $y_{1}+\cdots+y_{t} \geq 1$, then we can produce in $t$ at no additional production costs, and thus, since $\alpha_{1}, \ldots, \alpha_{t-1}>0$, we have $I_{t-1}=0$. Therefore, $\sum_{\tau=1}^{t-1} x_{t}=d_{1, t-1}$.

It follows from Case 6 that we may assume that the first period in $S$ is in $R$.
Case 7. We claim that the $(l, R, S)$-inequality

$$
\begin{equation*}
\sum_{t \in N_{l} \backslash S} x_{t}+\sum_{t \in R} d_{t, l} y_{t}+\sum_{t \in S \backslash R} d_{t, l}\left(z_{p(t)+1}+\cdots+z_{t}\right) \geq d_{1, l} \tag{9}
\end{equation*}
$$

is satisfied as equality for all points in $M(\alpha, \beta, \gamma)$.
The following properties concerning the cost coefficients are valid:
For $t \in N_{l} \backslash S, \alpha_{t}>0$, by definition of $S$;
For $t \in R, \beta_{t}>0, \alpha_{t}=0$, by definition of $R$;
For $t \in S \backslash R, \gamma_{p(t)+1}, \ldots, \gamma_{t}>0$, since $\beta_{p(t)+1}=\cdots=\beta_{t}=\alpha_{t}=0$. Otherwise, $l<t$.
(i) Suppose that $y_{t}=0$ for all $t \in R$ and $z_{p(t)+1}+\cdots+z_{t}=0$ for all $t \in S \backslash R$. Then $y_{t}=0$ for all $t \in S$, which implies that there is no production in the periods of $S$. Moreover, the contribution of the variables in the left-hand side of the periods in $S$ is zero. It remains to prove that $\sum_{t \in N_{l} \backslash S} x_{t}=d_{1, l}$. If $I_{l}>0$, then the costs can be decreased by transferring production from the last production period in $\{1, \ldots, l\}$ to $l+1$. Recall that $\alpha_{l+1}=\beta_{l+1}=\gamma_{l+1}=0$. Thus $I_{l}=0$. This proves the claim.

Now take the minimal $t \in S$ such that $y_{t}=1$ (if $t \in R$ ) or $z_{p(t)+1}+\cdots+z_{t} \geq 1$ (if $t \in S \backslash R$ ).
(ii) If $t \in R$, then by the minimality of $t$ this gives the following: (a) For $\tau<t$, $\tau \in R, y_{\tau}=0$, and (b) For $\tau<t, \tau \in S \backslash R, z_{p(\tau)+1}, \ldots, z_{\tau}=0$. Since $\alpha_{t}=0$, and $y_{t}=1$, the production of $d_{t, l}$ can take place at no additional cost in $t$. Therefore, the following hold:
(c) For $\tau>t, \tau \in N_{l} \backslash S, x_{\tau}=0$, since $\alpha_{\tau}>0$,
(d) For $\tau>t, \tau \in R, y_{\tau}=0$, since $\beta_{\tau}>0$,
(e) For $\tau>t, \tau \in S \backslash R, z_{p(\tau)+1}=\cdots=z_{\tau}=0$, since $\gamma_{p(\tau)+1}, \ldots, \gamma_{\tau}>0$.

Thus, the value of the left-hand side of the $(l, R, S)$-inequality is reduced to the quantity $\sum_{\tau \in N_{t-1} \backslash S} x_{\tau}+d_{t, l}$. It remains to be proved that $\sum_{\tau \in N_{t-1} \backslash S} x_{\tau}$ equals $d_{1, t-1}$. Suppose that $I_{t-1}>0$. From the minimality of $t$, it follows that there are no production periods in $S \cap N_{t-1}$, and therefore we can reduce the production costs by transferring production from the last production period in $N_{t-1}$ to $t$.
(iii) If $t \in S \backslash R$, then let $s \in\{p(t)+1, \ldots, t\}$ be the first period with $z_{s}=1$. By the minimality of $t$ we have the following:
(a) For $\tau<t, \tau \in R, y_{\tau}=0$,
(b) For $\tau<t, \tau \in S \backslash R, z_{p(\tau)+1}, \ldots, z_{\tau}=0$.

Moreover, since $t$ is minimal $\{s, \ldots, t-1\} \cap S=\emptyset$, and therefore $p(t)<s$. Since $\beta_{s}=\cdots=\beta_{t}=\alpha_{t}=0$, the production of $d_{t, l}$ can take place at no additional cost in $t$. Therefore
(c) For $\tau>t, \tau \in N_{l} \backslash S, x_{\tau}=0$, since $\alpha_{\tau}>0$,
(d) For $\tau>t, \tau \in R, y_{\tau}=0$, since $\beta_{\tau}>0$,
(e) For $\tau>t, \tau \in S \backslash R, z_{p(\tau)+1}=\cdots=z_{\tau}=0$, since $\gamma_{p(\tau)+1}, \ldots, \gamma_{\tau}>0$.

Note that $z_{s+1}, \ldots, z_{t}=0$; otherwise, the costs can be reduced by setting $y_{s+1}=$ $\cdots=y_{t}=1$. By the minimality of $s$, it follows that $z_{p(t)+1}=\cdots=z_{s-1}=0$.

Since the coefficient of $z_{s}$ is $d_{t, l}$, the value of the left-hand side of the $(l, R, S)$ inequality is reduced to the quantity $\sum_{\tau \in N_{t-1} \backslash S} x_{t}+d_{t, l}$. It remains to be proved that $\sum_{\tau \in N_{t-1} \backslash S} x_{t}$ equals $d_{1, t-1}$. Suppose that $I_{t-1}>0$. From the minimality of $t$, it follows that there are no production periods in $S \cap N_{t-1}$, and therefore we can reduce the production costs by transferring production from the last production period in $N_{t-1}$ to $t$.

This ends the proof of the theorem. The following theorem shows which of the $(l, R, S)$-inequalities define facets of the convex hull of ELSS (for a proof, see van Hoesel [5]).

Theorem 3.2. Suppose that the demands $d_{t}(1 \leq t \leq T)$ are positive. The $(l, R, S)$ inequalities define facets, if and only if the following conditions hold. $1 \in S \neq \emptyset$ and $l<T$ or $|R|=1$.

A separation algorithm for the $(l, R, S)$-inequalities. Here, we show that the separation algorithm for the $(l, R, S)$-inequalities can be formulated as a shortest path problem.

We fix $l$. Then we define the following three nodes for each $t \in\{0, \ldots, l\}: u_{t}, v_{t}$, and $w_{t}$. Moreover, a starting node $n_{0}$ and an ending node $n_{l}$ are defined. There are the following three arcs with $n_{0}$ as a tail: $\left(n_{0}, u_{0}\right),\left(n_{0}, v_{0}\right)$, and ( $\left.n_{0}, w_{0}\right)$ all with zero costs. Moreover, there are the following three arcs with head $n_{l}:\left(u_{l}, n_{l}\right),\left(v_{l}, n_{l}\right)$, and $\left(w_{l}, n_{l}\right)$, also with zero costs. To model the ( $l, R, S$ )-inequalities in a network, we define three types of arcs, below:

Type 1. arcs $\left(u_{t-1}, u_{t}\right),\left(v_{t-1}, u_{t}\right),\left(w_{t-1}, u_{t}\right)$ with cost $x_{t}$,
Type 2. $\operatorname{arcs}\left(u_{t-1}, v_{t}\right),\left(v_{t-1}, v_{t}\right),\left(w_{t-1}, v_{t}\right)$ with cost $d_{t, l} y_{t}$,
Type 3. $\operatorname{arcs}\left(v_{p(t)}, w_{t}\right),\left(w_{p(t)}, w_{t}\right)$ with cost $\sum_{\tau=p(t)+1}^{t-1} x_{\tau}+\sum_{\tau=p(t)+1}^{t} d_{t, l} z_{\tau}$.
Each path in the network corresponds to the left-hand side of a unique $(l, R, S)$ inequality. In particular, the nodes $\left\{v_{t}\right\}$ and $\left\{w_{t}\right\}$ correspond to the sets $R$ and $S \backslash R$, respectively. Therefore, the shortest path in the network can be compared with $d_{1, l}$ to find a violated $(l, R, S)$-inequality for a fixed $l$. See Fig. 1.

There are $O\left(l^{2}\right)$ arcs in the network, and, since it is acyclic, the shortest path problem in the network can be solved in $O\left(l^{2}\right)$ time. Repeated for each period $l \in\{1, \ldots, T\}$, this leads to an $O\left(T^{3}\right)$ algorithm to find the most-violated $(l, R, S)$-inequality. This is to be compared with the single max-flow calculation on a graph with $O\left(T^{3}\right)$ nodes derived in Rardin and Wolsey [14].
4. The uncapacitated facility location reformulation of ELSS. In this section, we consider the uncapacitated facility location reformulation of ELSS (ELSS-UFL) in which the production variables are split. The variables $x_{t, \tau}(1 \leq t \leq \tau \leq T)$ are introduced as the production of the item in period $t$ to satisfy demand in period $\tau$. Clearly, the connection with the original production variables is $x_{t}=\sum_{\tau=t}^{T} x_{t, \tau}$. ELSS-UFL is modeled as follows:

> (ELSS-UFL) $\quad \min \sum_{t=1}^{T}\left(g_{t} z_{t}+f_{t} y_{t}+c_{t}\left(\sum_{\tau=t}^{T} x_{t, \tau}\right)\right)$,
> s.t. $\left.\quad \sum_{t=1}^{\tau} x_{t, \tau}=d_{\tau}, \quad(1 \leq \tau \leq T),\right]$

$u_{p(t) \bigcirc}$
$\bigcirc u_{t}$


Fig. 1. Arcs in the network for the separation problem.

$$
\begin{equation*}
x_{t, \tau} \leq d_{\tau} y_{t}, \quad(1 \leq t \leq \tau \leq T) \tag{13}
\end{equation*}
$$

$$
\begin{equation*}
y_{t} \leq y_{t-1}+z_{t}, \quad\left(y_{0} \equiv 0\right) \quad(1 \leq t \leq T) \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
x_{t, \tau} \geq 0 \tag{14}
\end{equation*}
$$

$$
(1 \leq t \leq \tau \leq T)
$$

$$
\begin{equation*}
y_{t}, z_{t} \in\{0,1\} \tag{15}
\end{equation*}
$$

$$
(1 \leq t \leq T)
$$

The LP-relaxation of ELSS-UFL is not tight, in the sense that it still allows fractional solutions. By adding the following constraints, the so-called ( $r, s, \tau$ )-inequalities, we get a reformulation of ELSS, which is at least as strong as the formulation given in the previous section.

Let $1 \leq r \leq s \leq \tau \leq T$,

$$
\sum_{t \in N_{\tau} \backslash\{r, \ldots, s\}} x_{t, \tau}+d_{\tau}\left(y_{r}+z_{r+1}+\ldots+z_{s}\right) \geq d_{\tau}
$$

These inequalities can be found in Wolsey [18]. The ( $r, s, \tau$ )-inequalities can be viewed as cuts in the following fixed-charge multicommodity network flow problem. The flow network consists of the following vertices and arcs. There is a source $s$, and there are the following three layers of nodes: $\left\{u_{t} \mid 1 \leq t \leq T\right\},\left\{v_{t} \mid 1 \leq t \leq T\right\}$, and $\left\{w_{t} \mid 1 \leq\right.$ $t \leq T\}$.

The arcs $\left(s, u_{t}\right),(1 \leq t \leq T)$ model the fixed start-up charges; i.e., if such an arc contains a positive flow, then $z_{t}=1$.

The arcs $\left(u_{t}, v_{t}\right),(1 \leq t \leq T)$ model the fixed set-up charges.
The arcs $\left(v_{t}, u_{t+1}\right),(1 \leq t \leq T-1)$ are included to allow for multiple set-ups in consecutive periods without a start-up in these periods.

The $\operatorname{arcs}\left(v_{t}, w_{t}\right),(1 \leq t \leq T)$, model the production in period $t$.
The production is exactly equal to the flow through the arc. Finally, the flows through the arcs $\left(w_{t}, w_{t+1}\right),(1 \leq t \leq T-1)$ denote the inventory at the end of period $t$ or, equivalently, at the beginning of period $t+1$. There are $T$ different commodities $\tau,(1 \leq \tau \leq T)$ in the network, consisting of the source $s$ and sink $w_{\tau}$, and with a demand of $d_{\tau}$ units of flow. For a commodity $\tau$, the flow through the arcs $\left(v_{t}, w_{t}\right),(1 \leq t \leq \tau)$ is the production in period $t$ for period $\tau$, and therefore it is denoted by $x_{t, r}$. The arcs $\left(w_{t}, w_{t+1}\right)$, ( $1 \leq t \leq \tau-1$ ) contain the inventory at the end of period $t$ for demand in period $\tau$. It is denoted by $I_{t, \tau}$.

Example. Consider a feasible flow of $d_{\tau}$ units of a given commodity $\tau$. The flow "through" a cut $(V, W)$ separating $s$ and $w_{\tau}$ is at least $d_{\tau}$ units. For each type of arc, we can derive an upper bound on the flow through such arcs as follows. The flow through an $\operatorname{arc}\left(s, u_{t}\right)$ is bounded by $d_{\tau} z_{t}$, the flow through an arc $\left(u_{t}, v_{t}\right)$ is bounded by $d_{\tau} y_{t}$. Finally, the flow through an arc $\left(v_{t}, w_{t}\right)$ equals $x_{t, \tau}$. We consider cuts that "contain" these types of arcs only. In that case, it follows trivially that the sum of these upper bounds for all arcs in the cut, constitutes an upper bound on the flow $d_{\tau}$. See Fig. 2.


Fig. 2. Fixed-charge flow network.
The cut $(V, W)$ that constitutes the validity of the $(r, s, \tau)$-inequality is the following:

$$
\begin{gathered}
V=\left\{s, u_{1}, \ldots, u_{r}, u_{s+1}, \ldots, u_{\tau}, v_{1}, \ldots, v_{r-1}, v_{s+1}, \ldots, v_{\tau}\right\} \\
W=\left\{u_{r+1}, \ldots, u_{s}, v_{r}, \ldots, v_{s}, w_{1}, \ldots, w_{\tau}\right\}
\end{gathered}
$$

Clearly, we may take more closed intervals $\{r, \ldots, s\}$, as long as they are mutually disjoint. In fact, for a given $l, R$, and $S$, we take the maximal closed intervals that start
with a period in $R$ and end with a period in $S \backslash R$ such that no intermediate periods are in $R$. This leads to the following valid inequality for $\tau$ :

$$
\sum_{t \in N_{\tau} \backslash S_{\tau}} x_{t, \tau}+\sum_{t \in R_{\tau}} d_{\tau} y_{t}+\sum_{t \in S_{\tau} \backslash R_{\tau}} d_{\tau}\left(z_{p(t)+1}+\cdots+z_{t}\right) \geq d_{\tau}
$$

Here $R_{\tau}=N_{\tau} \cap R$ and $S_{\tau}=N_{\tau} \cap S$. Addition of these inequalities for $\tau=1, \ldots, l$ results in the ( $l, R, S$ )-inequality. This result can be found in Rardin and Wolsey [14]. There it has been shown that the ( $r, s, \tau$ )- inequalities are so-called di-cut inequalities in the uncapacitated fixed-charge network flow model.

Note. If the demands in all periods are positive, we can obtain a more compact model than ELSS-UFL. The latter contains $O\left(T^{3}\right)$ constraints. This can be reduced to $O\left(T^{2}\right)$ as follows. ELSS has always an optimal solution in which $x_{t, \tau} / d_{\tau}$ are nonincreasing in $\tau$ ( $t$ fixed). A simple exchange argument then shows that the ( $r, s, s$ )-inequalities suffice.
5. Concluding remarks. We characterized the convex hull of the set of feasible solutions of ELSS by use of the ( $l, R, S$ )-inequalities and we provided a separation algorithm for these inequalities. This formulation has $O(T)$ variables and an exponentional number of constraints. In addition, we showed that the uncapacitated facility location reformulation is tight. This formulation has $O\left(T^{2}\right)$ variables and $O\left(T^{3}\right)$ constraints. If the demands are strictly positive, the number of constraints can be reduced to $O\left(T^{2}\right)$.

These results are of a purely theoretical nature. It is therefore hard to judge which of the two formulations is better used in practical problems in which ELSS appears as a relaxation.
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# A NOTE ON MULTISET PERMUTATIONS* 
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#### Abstract

The author studies permutations of the multiset $\{1,1,2,2, \ldots, m, m, m+1, m+2, \ldots, n\}$ such that $1,2, \ldots, n$ occurs as a not-necessarily consecutive subsequence. From the theory of symmetric functions, the generating function for the number of these permutations is known [Goulden and Jackson, Combinatorial Enumeration, John Wiley, New York, 1983, p. 73]. It is used to obtain a recurrence relation and then to give a purely combinatorial proof of the recurrence.
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1. Introduction. We want to give a combinatorial proof of the following theorem. THEOREM. Let $\mathcal{I}_{m}(n)$ be the set of permutations of the multiset

$$
\{1,1,2,2, \ldots, m, m, m+1, m+2, \ldots, n\}
$$

such that $1,2, \ldots, n$ occurs as a not-necessarily consecutive subsequence. Let $I_{m}(n)$ denote the cardinality of $\mathcal{I}_{m}(n)$. Then

$$
\begin{equation*}
I_{m+1}(n)=(n+2 m) I_{m}(n)-m(n+m) I_{m-1}(n), \tag{1}
\end{equation*}
$$

where $m \geq 1, n \geq 1, I_{0}(n)=1$, and $I_{1}(n)=n$.
H. S. Wilf pointed out that this is implied by a theorem of Gessel [G, p. 261].

Notation and definitions. We say that a permutation of a multiset has an n-increasing subsequence, if $1,2, \ldots, n$ is a not-necessarily consecutive subsequence of the permutation. We use $ש$ to denote multiset union. We call a letter $x$ in a permutation of a multiset inessential if it appears in no $n$-increasing subsequence, otherwise essential. We use $[n]$ to denote the set $\{1,2, \ldots, n\}$. Let $x \in[n]$ and let $S$ be a $(k-1)$-subset of $[n]$ that does not contain $x$. We define $\Phi(x, S)$ (respectively, $\Psi(x, S)$ ) to be the set of all permutations of the multiset $[n] \mathbb{U} S\{x\}$ with an $n$-increasing subsequence such that both copies of $x$ are essential and the set of all letters that occur between the two copies of $x$ is a nonempty (respectively, possibly empty) subset of $S$.

To prove the theorem, we need the following lemma.
LEMMA 1. Let $S$ be a $(k-1)$-subset of $[n]$ and let $\mathcal{T}$ be the set of permutations of $[n] ש S$ with an n-increasing subsequence. Then $|\mathcal{T}|=I_{k-1}(n)$.

Proof. The result is true for all such sets $S$ if it is true for one such. If $S=[k-1]$, however, then the assertion is just the definition of $I_{k-1}(n)$.

## 2. Description of the sets $\mathcal{P}_{\boldsymbol{m + 1}}$ and $\boldsymbol{\mathcal { Q }}_{\boldsymbol{m}}$.

Lemma 2. Let $x \in[n]$ and let $S$ be $a(k-1)$-subset of $[n]$ that does not contain $x$. Then $(n+k-1) I_{k-1}(n)-I_{k}(n)$ is the cardinality of $\Phi(x, S)$.

Proof. Let $\mathcal{T}^{\prime}$ (respectively, $\mathcal{T}^{\prime \prime}$ ) be the set of permutations of $[n] 巴 S$ (respectively, $[n] \mathbb{ש} S \in\{x\}$ ) that have an $n$-increasing subsequence. We identify a set of permutations that are counted by the expression $(n+k-1) I_{k-1}(n)-I_{k}(n)$. Note that, by Lemma 1 , $\left|\mathcal{T}^{\prime}\right|=I_{k-1}(n)$ and $\left|\mathcal{T}^{\prime \prime}\right|=I_{k}(n)$. For each permutation $\sigma^{\prime}$ in $\mathcal{T}^{\prime}$, we construct $n+k-1$ distinct permutations by successively inserting $x$ into each of the $n+k$ available slots and noting that two of these slots, namely, the two that surround the copy of $x$ that is already

[^14]present, give the same result. As $\sigma^{\prime}$ runs through all elements of $\mathcal{T}^{\prime}$, we create a multiset that is counted by $(n+k-1) I_{k-1}(n)$, since $\left|\mathcal{T}^{\prime}\right|=I_{k-1}(n)$ by Lemma 1 . It remains to identify the permutations that have been doubly created in this construction.

Let $\mathcal{F}_{k}$ be the set of $\tau \in \mathcal{T}^{\prime \prime}$ such that one of the two copies of $x \in \tau$ is inessential. We claim that a permutation $\tau_{k}$ has been double-counted if and only if $\tau_{k} \notin \mathcal{F}_{k}$ and its two copies of $x$ are not adjacent. First, if $\tau_{k} \in \mathcal{F}_{k}$, then $\tau_{k}$ has been counted only once because the deletion of the $x$ that is inessential yields a $\sigma^{\prime} \in \mathcal{T}^{\prime}$. The map is reversible. Second, suppose that $\tau_{k} \notin \mathcal{F}_{k}$ and that its two copies of $x$ are adjacent. Then such a $\tau_{k}$ has been counted only once because the deletion of either copy of $x$ yields the same $\tau$. The map is also reversible. Third, if $\tau_{k} \notin \mathcal{F}_{k}$ and its two copies of $x$ are not adjacent, then $\tau_{k}$ has been counted twice, which completes the proof of the claim. The permutations that are doubly counted are exactly all the permutations in $\Phi(x, S)$. Thus the lemma follows.

Now we prove the theorem.
Proof of theorem. Let $n$ be fixed, $\mathcal{I}_{m}(n)$ be denoted by $\mathcal{I}_{m}$, and $I_{m}(n)$ be denoted by $I_{m}$. We prove (1) or the equivalent form

$$
\begin{equation*}
(n+m) I_{m}-I_{m+1}=m\left((n+m) I_{m-1}-I_{m}\right) \tag{2}
\end{equation*}
$$

We identify a set, $\mathcal{P}_{m+1}$, of permutations that are counted by the left side of (2). By Lemma 2, with $S=[m]$ and $x=m+1$, we conclude that the left side of (2) is $|\Phi(m+1,[m])|$. Thus we can take $\mathcal{P}_{m+1}=\Phi(m+1,[m])$.

We identify a set $\mathcal{Q}_{m}$ of permutations that are counted by the right-hand side of (2). We claim that

$$
\mathcal{Q}_{m}=\bigcup_{j=1}^{m} \Psi(j,[m] \backslash\{j\})
$$

is such a set.
Proof of claim. First, we show that $|\Psi(x, S)|=(n+m) I_{m-1}-I_{m}$, where $x \in[m]$ and $S=[m] \backslash\{x\}$. Since $\Psi(x, S) \backslash \Phi(x, S)$ is the set of permutations of the multiset $[m] \mathbb{ש}[n]$ with an $n$-increasing subsequence such that the two copies of $x$ are adjacent and every permutation $\rho$ in $\Psi(x, S) \backslash \Phi(x, S)$ corresponds to a permutation of the multiset $S \mathbb{U}[n]$ with an $n$-increasing subsequence simply by the deletion of a copy of $x$ in $\rho$, $|\Psi(x, S) \backslash \Phi(x, S)|=I_{m-1}$. By Lemma 2, we obtain

$$
\begin{aligned}
|\Psi(x, S)| & =(n+m-1) I_{m-1}-I_{m}+I_{m-1} \\
& =(n+m) I_{m-1}-I_{m} .
\end{aligned}
$$

It remains to account for the factor of $m$ on the right of (2). Since for each $x \in[m]$ and $S=[m] \backslash\{x\}$, we have $(n+m) I_{m-1}-I_{m}=|\Psi(x, S)|$. We thus conclude

$$
\left|\bigcup_{x=1}^{m} \Psi(x,[m] \backslash\{x\})\right|=m\left((n+m) I_{m-1}-I_{m}\right)
$$

and

$$
\mathcal{Q}_{m}=\bigcup_{x=1}^{m} \Psi(x,[m] \backslash\{x\}) .
$$

3. Description of a bijection between $\mathcal{P}_{m+1}$ and $\mathcal{Q}_{m}$. Given a permutation where both copies of $x$ are essential, we let the subscript F (respectively, L ) denote the first (respectively, last) copy of $x$ as $x$ occurs in the permutation. We define a map $g: \mathcal{Q}_{m} \rightarrow$ $\mathcal{P}_{m+1}$ as follows: Given a permutation in $\Psi(x,[m] \backslash\{x\})$, if $x<m, g$ first inserts a new
copy of $m+1$ into the position immediately preceding $x_{\mathrm{L}}$, then it moves $m+1, x_{\mathrm{L}}$, and everything from $x_{\mathrm{L}}$ up to, but not including, the last essential copy of $x+1$, as a block, to the place immediately preceding the old copy of $m+1$. If $x=m$, then $g$ simply inserts a new copy of $m+1$ into the place immediately before $m_{\mathrm{L}}$.

To check that the image of $g$ is in $\mathcal{P}_{m+1}$, we only need to check that both copies of $m+1$ are essential. First, we consider the case where $x<m$. The old copy of $m+1$ is essential because there is an $n$-increasing subsequence using $x_{\mathrm{F}}$, the last essential copy of $x+1$, and the old $m+1$ before $g$ is applied. Since $g$ alters a block that is not used in the formation of an $n$-increasing subsequence and leaves the rest intact, the same $n$ increasing subsequence still exists after $g$ is applied. The new copy of $m+1$ is essential because the same $n$-increasing subsequence using $x_{\mathrm{F}}$, the last essential copy of $x+1$ in the old permutation, and the old $m+1$ can now use the new $m+1$ to form an $n$-increasing subsequence by the action of $g$. In the case where $x=m, g$ does nothing but inserting a new copy of $m+1$ into the place immediately before $m_{\mathrm{L}}$. Hence, the old copy of $m+1$ is still essential. The new copy of $m+1$ is also essential in an $n$-increasing subsequence using $m_{F}$.

We define a map $f: \mathcal{P}_{m+1} \rightarrow \mathcal{Q}_{m}$ as follows: (We will show that $f=g^{-1}$.) For every element in $\mathcal{P}_{m+1}, f$ locates the (nonempty) segment sandwiched between the two copies of $m+1$ and notes the letter $y$ that appears immediately after $(m+1)_{\mathbf{F}}$. If $y<m$, then $f$ deletes $(m+1)_{\mathbf{F}}$ and moves the segment (excluding $m+1$ 's) to the position immediately before the last essential copy of $y+1$ outside the segment. If $y=m$, then $f$ simply deletes $(m+1)_{F}$.

To check that the image of $f$ is in $\mathcal{Q}_{m}$, we only need to show that both copies of $y$ are essential. First, we consider the case where $y<m$. Before $f$ is applied to a given permutation in $\mathcal{P}_{m+1}$, the permutation has an $n$-increasing subsequence such that $(m+1)_{\mathrm{L}}$ is used and, before $(m+1)_{\mathrm{F}}$, it contains $y, y+1$, and $m$, where the $y+1$ used is the last essential one before $(m+1)_{\mathrm{F}}$. Since $f$ deletes $(m+1)_{\mathrm{F}}$ and moves the segment sandwiched between the $(m+1)$ 's with $y$ as its first member to the place immediately before the $y+1$ used in the $n$-increasing subsequence, the same $n$-increasing subsequence that does not contain $(m+1)_{F}$ can use the newly allocated $y$ instead of the old $y$. Thus both copies of $y$ are essential. If $y=m$, then there is an essential $m$ before $(m+1)_{F}$, and an $m(=y)$ immediately after $(m+1)_{F}$, before $f$ is applied. After $f$ is applied, i.e., the deletion of $(m+1)_{F}$, there are two copies of $m$ placed before $m+1$. Thus both copies of $m$ are essential.

It is easy to check that $f \circ g$ is the identity mapping on $\mathcal{Q}_{m} ; g \circ f$ is the identity mapping on $\mathcal{P}_{m+1}$. Thus, we have exhibited a bijection between $\mathcal{Q}_{m}$ and $\mathcal{P}_{m+1}$.

An example of the actions of $f$ and $g$. Let $n=9, m=5$, and

$$
\rho=312324564567189 .
$$

The segment between two 6 's is 45 ; thus $y=4$ and $y+1=5$. Since there is only one essential $y+1$ outside the segment between two 6 's, $f$ puts 45 in front of 5 and deletes 6 to obtain

$$
\sigma=31232445567189
$$

Next, let $x=4, n=9, m=5$, and $S=[5] \backslash\{4\}=\{1,2,3,5\}$. Note that $x<m$. By the definition of $g, 6$ is inserted in front of the second copy of 4 , then the block 645 is moved to the place immediately before 6 , giving

$$
g(\sigma)=312324564567189
$$

The example also shows that $g \circ f(\rho)=\rho$.

A generalization. I. M. Gessel found the following theorem.
THEOREM. Let $r$ be a positive integer. Then the number of permutations of the multiset

$$
\left\{1^{r+1}, 2^{r+1}, \ldots, m^{r+1},(m+1)^{r}, \ldots, n^{r}\right\}
$$

containing $1,1, \ldots, 1,2,2, \ldots, 2, \ldots, n, n, \ldots, n(r$ copies of every letter) as a not-necessarily consecutive subsequence is the coefficient of $x^{m} / m$ ! in

$$
(1-x)^{-(r n+1)} \exp \left(\frac{-r x}{1-x}\right)
$$

From Gessel's generating function, we have the following theorem.
ThEOREM. Let $\mathcal{I}_{m}^{r}(n)$ be the set of permutations of the multiset

$$
\left\{1^{r+1}, 2^{r+1}, \ldots, m^{r+1},(m+1)^{r},(m+2)^{r}, \ldots, n^{r}\right\}
$$

such that $1,1, \ldots, 1,2,2, \ldots, 2, \ldots, n, n, \ldots, n$ ( $r$ copies of every letter) occurs as a notnecessarily consecutive subsequence. Let $I_{m}(n)$ denote the cardinality of $\mathcal{I}_{m}^{r}(n)$. Then

$$
I_{m+1}(n)=(r n+2 m-r+1) I_{m}(n)-m(r n+m) I_{m-1}(n),
$$

where $n \geq m \geq 1, r \geq 1, I_{0}(n)=1$, and $I_{1}(n)=r n+1-r$.
In the following equivalent form of the recurrence

$$
(r n+m+1-r) I_{m}-I_{m+1}=m\left((r n+m) I_{m-1}-I_{m}\right)
$$

we can use the techniques in the proof of the theorem to identify two multisets and find a bijection between them.

Acknowledgments. I thank H. Wilf for introducing me to this problem and for a number of comments that have improved the presentation. I also thank I. M. Gessel for communicating his generalization to me.
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#### Abstract

Indifference digraphs, an analogue of indifference graphs, are introduced. They are shown to be equivalent to two restricted classes of interval digraphs, unit interval digraphs and proper interval digraphs, also introduced in this paper. These digraphs are characterized in terms of their adjacency matrices and in terms of a generalized concept of a semiorder. The results generalize the corresponding results for undirected graphs and provide a generalization of the Scott-Suppes theorem characterizing semiorders.
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1. Introduction. Indifference graphs were introduced and studied by Roberts [9]. An undirected graph is an indifference graph if there exists a real-valued function $f$ on the vertices such that vertices $u, v$ are adjacent if and only if $|f(u)-f(v)| \leq 1$. We may call $f$ an indifference representation of $G$. Roberts characterized indifference graphs and proved that they are equivalent to proper interval graphs (intersection graphs of intervals in which no interval properly contains another) and to unit interval graphs (intersection graphs of unit-length intervals). In this paper, we generalize these results to directed graphs.

We first introduce an analogue of indifference graphs for directed graphs (henceforth "digraphs"). A digraph with edge set $E$ is an indifference digraph if there exists an ordered pair of real-valued functions $f, g$ on the vertices satisfying $u v \in E$ if and only if $|f(u)-g(v)| \leq 1$. Here $f(v)$ and $g(v)$ are called the source value and sink value of the vertex $v$, respectively, and the pair $f, g$ is called an indifference representation. Interchanging the source value and sink value of each vertex shows that the converse of an indifference digraph (obtained by changing the direction of each edge) is also an indifference digraph. A complete digraph (that is, a digraph in which every ordered pair of vertices forms an edge including the loops) is also an indifference digraph, as can be seen by assigning arbitrary source and sink values all within the interval [ 0,1 ].

Beineke and Zamfirescu [1] and Sen et al. [11] introduced and studied (in different contexts) a natural analogue of intersection graph models for directed graphs. Let $V$ be a finite family of ordered pairs of sets and assign a vertex $v$ to each ordered pair. The first set assigned to $v$ is called its source set $S_{v}$, and the second set is its sink set $T_{v}$. The intersection digraph of the family of pairs is the digraph $D=(V, E)$ such that $u v \in E$ if and only if $S_{u} \cap T_{v} \neq \varnothing$. An interval digraph is the intersection digraph of a family of ordered pairs of intervals on the real line; these were characterized in [11] and [12].

By placing constraints on the source and sink intervals, we introduce two types of interval digraphs. Unit interval digraphs are interval digraphs with interval representations such that all the source intervals and sink intervals have unit length. Proper interval digraphs are interval digraphs with representations such that no source interval properly contains another source interval, and no sink interval properly contains another sink interval. Note that there is no restriction on the inclusion relationship between a source interval $S_{u}$ and a sink interval $T_{v}$.

[^15]Given an indifference representation $f, g$, setting $S_{u}=\left[f(u)-\frac{1}{2}, f(u)+\frac{1}{2}\right]$ and $T_{u}=\left[g(u)-\frac{1}{2}, g(u)+\frac{1}{2}\right]$ for all $u$ provides an interval representation. Hence every indifference digraph is an interval digraph; indeed, it is a unit interval digraph, since these intervals have length 1 . Conversely, setting $f(u), g(u)$ to the midpoints of $S_{u}, T_{u}$ in a unit interval representation yields an indifference representation, so indifference digraphs are precisely the unit interval digraphs. Section 2 contains an explicit interval digraph that is not an indifference digraph.

Making use of the characterizations of interval digraphs in [11], we give characterizations of the more restricted classes to prove that the classes of indifference digraphs, unit interval digraphs, and proper interval digraphs are all the same. The most important characterization, from which others are obtained, is a characterization of the adjacency matrices of these digraphs. We say that a 0,1 -matrix has a monotone consecutive arrangement if there exist independent row and column permutations exhibiting the following structure: The 0 's of the resulting matrix can be labeled $R$ or $C$ such that every position above or to the right of an $R$ is an $R$, and every position below or to the left of a $C$ is a $C$. The name arises from an equivalent restatement of the condition described in $\S 2$.

Roberts [9] proved equivalence for the analogous classes of undirected graphs. Our results reduce to the earlier results on undirected graphs when we view undirected graphs as symmetric digraphs with loops (i.e., symmetric and reflexive binary relations). The adjacency matrix of the corresponding digraph is obtained by adding 1's on the diagonal; this is called the augmented adjacency matrix $A^{*}(G)$ for an undirected graph $G$. A symmetric digraph with loops has an indifference representation if and only if it has an indifference representation with $f=g$, because the symmetry implies that averaging $f$ and $g$ will not change the resulting edges. Conversely, every indifference representation with $f=g$ yields a symmetric digraph with loops. This establishes a bijection between indifference graphs and indifference digraphs representable using $f=g$.

Hence our characterization implies that $G$ is an indifference graph if and only if $A^{*}(G)$ has a monotone consecutive arrangement. This reduces to the Roberts characterization [8] that $G$ is an indifference graph if and only if $A^{*}(G)$ has a column permutation so that the 1's appear consecutively in each row (called the consecutive ones property for rows). A monotone consecutive arrangement exhibits the consecutive ones property for both rows and columns. Conversely, the symmetry of $A^{*}$ allows us to apply any column permutation also to the rows to achieve the consecutive ones property for each simultaneously, while leaving 1's on the diagonal; this is a monotone consecutive arrangement.

In fact, this correspondence between indifference graphs and special indifference digraphs holds in the more general setting of interval graphs. A graph $G$ is an interval graph if and only if the corresponding symmetric digraph with loops $G^{*}$ is an interval digraph, because an interval representation for $G^{*}$ becomes an interval representation for $G$ when $S_{v}=[a, b]$ and $T_{v}=[c, d]$ are replaced by $I_{v}=[(a+c) / 2,(b+d) / 2]$. The details of this proof will appear in [13]. The effect is that some of the results about interval graphs are actually special cases of the results about interval digraphs in [11] and [12].

Roberts introduced indifference graphs as a graph-theoretic concept related to semiorders, which are a special type of binary relation. In discussing a binary relation $P$, we use the notation $x P y, x y \in P$, and $x \rightarrow y$ interchangeably, corresponding to the following several equivalent notions: (1) $P$ as a binary relation, (2) $P$ as the set of ordered pairs of a relation, and (3) $P$ as the edges of a digraph. We use whichever notation is convenient. Luce [6] and Scott and Suppes [10] defined a semiorder to be an irreflexive binary relation (loopless digraph) satisfying (1) $a b, c d \in P$ implies $a P d$ or $c P b$ and (2) $a b$,
$b c \in P$ implies $a P d$ or $d P c$, where, in each case, $a, b, c, d$ are arbitrary (not necessarily distinct) elements (or vertices). The Scott-Suppes theorem [10] characterizes semiorders as those binary relations $P$ for which there exists a real-valued function $f$ such that $x P y$ if and only if $f(x)>f(y)+\delta$ for some constant $\delta$ (which can be taken to be 1). This condition expresses $P$ as a transitive orientation of the complement of an indifference graph; hence we call $f$ a coindifference representation. When viewing an indifference graph as a symmetric digraph with loops, this result was rephrased by Roberts [9] by saying that a graph with edges $E$ is an indifference graph if and only if there is a semiorder $P$ such that $\bar{E}=P \cup P^{-1}$, where $P^{-1}$ is the digraph obtained from $P$ by reversing the directions on all the edges.

We introduce a generalization of semiorders that behaves in the analogous way for indifference digraphs. We obtain the Scott-Suppes theorem and Roberts's rephrasing of it as special cases of the resulting theorem. We define a generalized semiorder to be a pair of disjoint binary relations (edge-disjoint digraphs) $H_{1}, H_{2}$ on the same set such that (1) $a H_{i} b$ and $c H_{i} d$ imply $a H_{i} d$ or $c H_{i} b(i \in\{1,2\})$, (2) $a H_{1} b$ and $c H_{2} b$ imply $a H_{1} d$ or $c H_{2} d$, and (3) $a H_{1} b$ and $a H_{2} c$ imply $d H_{1} b$ or $d H_{2} c$, where $a, b, c, d$ are arbitrary (not necessarily distinct) elements.

Observe that if $H_{2}=H_{1}^{-1}$, then conditions (2) and (3), directly above, coincide, and disjointness forbids loops, so that $H_{1}, H_{2}$ are semiorders. We prove that a digraph with edge set $E$ is an indifference digraph if and only if there is a generalized semiorder $H_{1}$, $H_{2}$ on the vertex set such that $\bar{E}=H_{1} \cup H_{2}$. In particular, we prove the following generalization of the Scott-Suppes theorem: $\left(H_{1}, H_{2}\right)$ is a generalized semiorder on the elements $A$ if and only if there are two functions $f, g: A \rightarrow \mathbf{R}$ such that $x H_{1} y \Leftrightarrow f(x)>$ $g(y)+1$ and $x H_{2} y \Leftrightarrow g(y)>f(x)+1$. The two functions $f, g$ are called a coindifference representation.

To obtain the Scott-Suppes theorem as a corollary, suppose that $H$ is a binary relation and let $H_{1}=H, H_{2}=H^{-1}$. If $H$ has a coindifference representation $f$ (with threshold 1), then $x H_{1} y$ if and only if $f(x)>f(y)+1$ and similarly $x H_{2} y$ if and only if $f(y)>f(x)+1$. Hence $\left(H_{1}, H_{2}\right)$ is a generalized semiorder, which implies that $H$ is a semiorder as noted above. Conversely, suppose that $H$ is a semiorder. This implies that ( $H_{1}, H_{2}$ ) is a generalized semiorder, so we obtain a coindifference representation $f, g$ satisfying $x H_{1} y \Leftrightarrow f(x)>g(y)+1$ and $y H_{2} x \Leftrightarrow g(x)>f(y)+1$. Let $h(x)=[f(x)+$ $g(x)] / 2$. If $x H y$, then $h(x)>h(y)+1$. If $h(x)>h(y)+1$, then $x H_{1} y$ or $y H_{2} x$, i.e., $x H y$, and $h$ is a coindifference representation of $H$.

We note that other generalizations of semiorders have been introduced, including the bisemiorder of Ducamp and Falmagne [4] and the double semiorder of Cozzens and Roberts [3]. In both cases, some analogues of the results on undirected graphs were obtained.
2. Properties of adjacency matrices. We observed earlier that every indifference digraph is an interval digraph. We will need the characterizations of interval digraphs. First, a digraph is a Ferrers digraph or Ferrers relation if it satisfies condition (1) in the definition of semiorder: $a b, c d \in P$ implies $a P d$ or $c P b$. This definition, introduced by Riguet [7], is equivalent to forbidding the adjacency matrix to have a $2 \times 2$ submatrix that is a permutation matrix, or to requiring the successor sets (or predecessor sets) to be ordered by inclusion. The name arises from another characterization: The rows and columns of the adjacency matrix of a Ferrers digraph can be independently permuted so that the positions of the 1's form a Ferrers diagram.

Theorem 1 (see [11], [12]). For a digraph D, the following are equivalent:
(1) $D$ is an interval digraph;
(2) $\bar{D}$ is the union of two disjoint Ferrers digraphs;
(3) The rows and columns of the adjacency matrix of $D$ can be permuted independently such that each 0 can be labeled with $R$ or $C$ in such a way that every position to the right of an $R$ is an $R$ and every position below a $C$ is a $C$.

A matrix satisfying condition (3), above, has the partitionable zeros property; note that it is a weaker form of the monotone consecutive arrangement condition described earlier. This characterization enables us to show that the indifference digraphs are properly contained in the interval digraphs.

Example 1 (an interval digraph that is not an indifference digraph). The adjacency matrix below satisfies the characterizations above, so the corresponding digraph is an interval digraph:

| 1 | 1 | 0 | 0 |
| :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 |
| 0 | 1 | 1 | 0 |
| 0 | 0 | 0 | 0 |.

Let $v_{1}, v_{2}, v_{3}, v_{4}$ denote the vertices in order and suppose that there is an indifference representation with $f\left(v_{i}\right)=f_{i}$ and $g\left(v_{i}\right)=g_{i}$. All sink values must lie in the interval [ $f_{2}-1, f_{2}+1$ ]. Since edges are determined by absolute value of $f_{i}-g_{j}$, we may assume that $g_{4} \geq f_{2}$. Now the 0 's in rows 1 and 3 force $f_{1}, f_{3}<f_{2}$, and then $g_{3}, g_{1}>f_{2}$. However, a $2 \times 2$ permutation submatrix has no indifference representation in which both source values are less than both sink values; the larger source value must be more than 1 away from one of the sink values, which then cannot be within distance 1 of the smaller source value.

A more straightforward characterization of interval digraphs in [11] can be restricted in a natural way to characterize proper interval digraphs. A generalized complete bipartite subdigraph (GBS) of a digraph is a subdigraph consisting of vertex sets $X, Y$ and edges from all of $X$ to all of $Y$. The word "generalized" indicates the fact that $X, Y$ need not be disjoint; any submatrix of 1's in the adjacency matrix yields a GBS. If $\mathbf{B}=\left\{\left(X_{k}, Y_{k}\right)\right\}$ is a collection of GBSs, we can form the incidence matrix between the vertices $V$ and the source sets $\left\{X_{k}\right\}$, called the $V, X$-matrix, and similarly the $V, Y$-matrix between the vertices and sink sets. Since the rows in the two matrices can be viewed as source sets and sink sets, with the GBSs corresponding to elements that can be placed in order along a line, we obtain the following result.

Theorem 2 (see [11]). A digraph is an interval digraph if and only if its edges can be covered by a collection of GBSs $\mathbf{B}$ that can be indexed so that the 1's in each row of the $V, X$-matrix and the $V, Y$-matrix appear consecutively.

To obtain proper sets of intervals, we want the resulting matrices to have the proper consecutive ones property (for rows) introduced by Fishburn [5]. This is defined to be the existence of a column ordering so that the 1's in each row appear consecutively and do not properly contain the 1 's in any other row. Such an ordering "exhibits" the property. By transforming a proper interval representation into GBSs corresponding to the endpoints of all intervals, and conversely by transforming membership in an appropriate sequence of GBSs into intervals, we obtain the following result.

Theorem 3. A digraph is a proper interval digraph if and only if its edges can be covered by a collection of GBSs $\mathbf{B}$ that can be indexed so that the 1's in the rows of the $V, X$-matrix and in the rows of the $V, Y$-matrix exhibit the proper consecutive ones property.

Note that, given a matrix with the proper consecutive ones property for rows, we can permute the rows to exhibit a monotone consecutive arrangement. The converse does not hold, as a monotone consecutive arrangement allows proper inclusion of 1 's in rows. We see in Theorem 5 that the condition of Theorem 3 for proper interval digraphs is equivalent to requiring the weaker monotone consecutive condition for the incidence matrices of some family of maximal GBSs that cover $D$. We will need a rephrasing of the monotone consecutive condition that focuses explicitly on how the 1 's in rows must behave. The following characterization is the source of the name "monotone consecutive arrangement." Note that zero rows or columns can be placed at the bottom or right without affecting the existence of a monotone consecutive arrangement.

LEMMA 1. A 0,1-matrix with $n$ nonzero rows has a monotone consecutive arrangement if and only if it has independent row and column permutations such that the 1's appear consecutively in each row and the values $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$ denoting the initial column and final column of the interval of 1 's in row i satisfy $a_{1} \leq \cdots \leq a_{n}$ and $b_{1} \leq \cdots \leq b_{n}$.

Proof. The labeling of the 0 's in a monotone consecutive arrangement guarantees $a_{i-1} \leq a_{i}$ and $b_{i+1} \geq b_{i}$. Conversely, if $M$ is permuted so sequences $a$ and $b$ are monotone, let a 0 in position $(i, j)$ have label $C$ if $j<a_{i}$, or label $R$ if $j>b_{i}$. By construction, the labeling condition is satisfied in rows, and monotonicity of the sequences guarantees that it is satisfied in columns.

Finally, it is worthwhile to note that, although a monotone consecutive arrangement implies the consecutive ones property for both rows and columns, the converse does not hold.

Example 1 (continued). The adjacency matrix shown in the previous portion of this example has the consecutive ones property for both rows and columns, but it does not yield an indifference digraph. By the characterization we claim, it thus does not have a monotone consecutive arrangement. For clarity and motivation, we give a short direct proof of that. In a monotone consecutive arrangement, the 0 's of a $2 \times 2$ permutation submatrix cannot be both $C$ or both $R$. By symmetry of $v_{1}$ and $v_{3}$ in this digraph, we may assume that the 0 in position $(1,3)$ is labeled $R$ and that the 0 in position $(3,1)$ is labeled $C$. Since row 2 has all l's, it thus must be under row 1 and over row 3 in any monotone consecutive arrangement. This implies that the 0 's of column 4 cannot be both $C$ or both $R$. With one of each in these rows, column 4 must occur after column 2 and before column 2 in any monotone consecutive arrangement, which is impossible.
3. Equivalence of digraph classes. In this section, we prove characterizations of the digraph classes we have been considering. First, we characterize the adjacency matrices and show that the classes are equivalent.

TheOrem 4. If $D$ is a digraph, the following conditions are equivalent:
(a) $D$ is an indifference digraph;
(b) $D$ is a unit interval digraph;
(c) $D$ is a proper interval digraph;
(d) The adjacency matrix of $D$ has a monotone consecutive arrangement.

Proof. We noted $(\mathrm{a}) \Leftrightarrow(\mathrm{b}) \Rightarrow(\mathrm{c})$ in the Introduction. For $(\mathrm{c}) \Rightarrow(\mathrm{d})$, suppose that $D$ is a proper interval digraph. By Theorem 3, we have a collection $\mathbf{B}=\left\{\left(X_{k}, Y_{k}\right)\right\}$ of GBSs that cover $D$, such that, for the $V, X$ - and $V, Y$-matrices, the 1's in each row appear consecutively and do not properly contain the 1's of any other row. We may assume that each row has a 1 ; otherwise, the corresponding row or column of the adjacency matrix can be placed at the end, which will not affect the existence of a monotone arrangement.

Let $a(v), b(v)$, respectively, denote the first and last columns containing 1 in the row of the $V, X$-matrix corresponding to $v$; similarly, define $c(v), d(v)$ from the $V, Y$-matrix. Index the vertices $u_{1}, \ldots, u_{n}$ so that $a\left(u_{1}\right) \leq \cdots \leq a\left(u_{n}\right)$; the proper consecutive ones property also implies that $b\left(u_{1}\right) \leq \cdots \leq b\left(u_{n}\right)$. Similarly, index them as $v_{1}, \ldots, v_{n}$ so that $c\left(v_{1}\right) \leq \cdots \leq c\left(v_{n}\right)$ and $d\left(v_{1}\right) \leq \cdots \leq d\left(v_{n}\right)$. Let $a_{i}=a\left(u_{i}\right), b_{i}=b\left(u_{i}\right), c_{j}=c\left(v_{j}\right)$, $d_{j}=d\left(v_{j}\right)$. We may assume that all source sets and sink sets are nonempty, which means that, for any $\left(X_{k}, Y_{k}\right) \in \mathbf{B}$, there exist $i, j$ such that $k \in\left[a_{i}, b_{i}\right]$ and $k \in\left[c_{j}, d_{j}\right]$.

We claim that the row ordering $u_{1}, \ldots, u_{n}$ and column ordering $v_{1}, \ldots, v_{n}$ of the adjacency matrix exhibit a monotone consecutive arrangement. The edges with tail $u_{i}$ are covered by the GBSs with source sets $X_{a_{i}}, \ldots, X_{b_{i}}$; hence the successors (out-neighbors) of $u_{i}$ are $Y_{a_{i}} \cup \cdots \cup Y_{b_{i}}$. Let $\alpha_{i}=\min \left\{j: a_{i} \in\left[c_{j}, d_{j}\right]\right\}$ and $\beta_{i}=\max \left\{j: b_{i} \in\left[c_{j}, d_{j}\right]\right\}$. The proper consecutive ones property of the $V, Y$-matrix (and lack of 0 rows, except possibly at the end) implies that the ones in row $i$ of the adjacency matrix are $\left\{j: \alpha_{i} \leq\right.$ $\left.j \leq \beta_{i}\right\}$. It also implies that $\alpha_{i} \leq \alpha_{i+1}$ because $a_{i} \leq a_{i+1}$, and that $\beta_{i} \leq \beta_{i+1}$ because $b_{i} \leq$ $b_{i+1}$. By Lemma 1, we have a monotone consecutive arrangement.

To prove (d) $\Rightarrow$ (a), we take a monotone consecutive arrangement of an $m$ by $n$ 0,1 -matrix $M$ with rows $u_{1}, \ldots, u_{m}$ and columns $v_{1}, \ldots, v_{n}$ and construct an indifference representation, writing $f_{i}=f\left(u_{i}\right)$ and $g_{j}=g\left(v_{j}\right)$. To avoid technical degeneracies, we use induction on $m+n$. In particular, if the matrix has a ${ }_{0}^{A}{ }_{B}^{0}$ decomposition, then we can take representations of the two smaller matrices by induction and shift one by a large constant to obtain a representation of $M$ (similarly for zero rows or columns). Hence we may assume that every row and column has a 1 (including position ( 1,1 )) and that each consecutive pair of rows have 1's in some common column.

From the monotone consecutive arrangement, we have nondecreasing sequences $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$ such that the successor set of $u_{i}$ is $Q_{i}=\left\{v_{a_{i}}, \ldots, v_{b_{i}}\right\}$; the existence of a common 1 is equivalent to $a_{i} \leq b_{i-1}$. We distinguish the maximal successor sets, those not contained in any other. We present an iterative algorithm such that, at the end of stage $i$, we have specified $g_{1}<\cdots<g_{b_{i}}$ and $f_{1} \leq \cdots \leq f_{i}$ to form an indifference representation of the first $i$ rows and $g_{b_{i}}$ columns. Furthermore, the values are chosen so that $g_{b_{i}}-1=f_{i}=g_{a_{i}}+1$ if $Q_{i}$ is maximal and $g_{b_{i}}-1<f_{i}<g_{a_{i}}+1$ if $Q_{i}$ is not maximal. As an initialization, we can specify any desired value; we choose $g_{1}=1$ and by convention we take $b_{0}=1$ and $g_{0}=-1$ to treat stage 1 inductively.

To begin stage $i$, we set the sink values through $g_{b_{i}}$. If $b_{i}=b_{i-1}$, then these are already known. If $b_{i}>b_{i-1}$, then we need to set the sink values above $b_{i-1}$. Since $a_{i} \leq$ $b_{i-1}$, the value $g_{a_{i}}$ has been set. Choose $g_{b_{i-1}+1}, \ldots, g_{b_{i}}$ as an arbitrary increasing sequence in the open interval $\left(f_{i-1}+1, g_{a_{i}}+2\right)$, except set $g_{b_{i}}=g_{a_{i}}+2$ if $Q_{i}$ is maximal. This interval is nonempty because $f_{i-1} \leq a_{i-1}+1 \leq a_{i}+1$, and the first inequality is strict if $Q_{i-1}$ is not maximal, while the second is strict if $Q_{i-1}$ is maximal and $b_{i}>b_{i-1}$. The resulting inequality $g_{b_{i-1}+1}>f_{i-1}+1$ guarantees that the representation is correct on the new columns and old rows. Note also that $f_{i-1}+1 \geq g_{b_{i-1}}$, so the sink values remain increasing.

To complete stage $i$, we choose $f_{i}$ to add row $i$ to the representation and preserve the stated restrictions. We must have $g_{b_{i}}-1 \leq f_{i} \leq g_{a_{i}}+1$ (with strict inequalities if $Q_{i}$ is not maximal and equalities if $Q_{i}$ is maximal), and $f_{i}>g_{a_{i}-1}+1$. Let $f_{i}=(\lambda+\mu) / 2$, where $\lambda=\max \left\{g_{a_{i}-1}+1, g_{b_{i}}-1\right\}$ and $\mu=g_{a_{i}}+1$. By the construction of $g_{b_{i}}$, we have $\lambda \leq \mu$, with equality if and only if $Q_{i}$ is maximal. This guarantees that $f_{i}$ satisfies all the restrictions, and the monotonicity of $\left\{a_{i}\right\}$ and $\left\{b_{i}\right\}$ guarantees $f_{i} \geq f_{i-1}$.

Example 2. Below is a monotone consecutive arrangement and an indifference representation that is an outcome of the algorithm described in the proof:

|  |  |  | $\begin{aligned} & 1 \\ & 1 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{array}{ll} 0 & 0 \\ 1 & 1 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{array}$ | $\begin{array}{ll} 0 & 0 \\ 1 & 0 \\ 1 & 1 \\ 1 & 1 \\ 0 & 1 \\ 0 & 1 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{array}$ | $\begin{array}{ll} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 1 & 0 \\ 1 & 1 \\ 1 & 1 \\ 1 & 1 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 0 \end{array}$ | 0 0 0 | 0 <br> 0 <br> 0 <br> 0 <br> 0 <br>  | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 1 \\ & 1 \\ & 1 \\ & 1 \\ & 1 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 1 \\ & 1 \end{aligned}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | 1 | 2 | 3 | 4 | 5 | 6 |  | 7 | 8 |  | 9 | 10 | 11 | 12 |
| $f\left(u_{i}\right)$ | 1 | 2 | 3.8 | 3.9 | 4.5 | 4.9 |  | 5 | 5.9 |  | 6.3 | 6.8 | 7 | 7.9 - |
| $g\left(v_{i}\right)$ | 1 | 2.6 | 2.8 | 3 | 4 | 4.8 |  | 5 | 5.6 |  | 5.8 | 6 | 7.8 | 8 |

Using the adjacency matrix characterization, we can now give an alternate characterization of proper interval digraphs as a variation on Theorem 3. We can restrict our attention to maximal GBSs if we allow the flexibility of a monotone consecutive arrangement of the incidence matrices instead of requiring the proper consecutive ones property.

TheOREM 5. A digraph $D$ is a proper interval digraph (or indifference digraph) if and only if it has a covering by a family of maximal GBSs $\mathbf{B}=\left\{\left(X_{k}, Y_{k}\right)\right\}$ numbered so that the $V, X$-matrix and $V, Y$-matrix exhibit monotone consecutive arrangements.

Proof. For necessity, we may assume that we have a monotone consecutive arrangement of the adjacency matrix, with $\left[a_{i}, b_{i}\right.$ ] being the interval of columns with 1 's in row $i$. Again, we implicitly use induction on $m+n$ to avoid degeneracies and assume that there is a in every row and column and a common column in any two consecutive rows. There is a natural set of maximal GBSs associated with such a configuration. As suggested by viewing the matrix in the example, these are the maximal rectangular blocks of ones determined by corners of the region of 1 's in the matrix. The upper corners are the positions of the form ( $i, b_{i}$ ) with $b_{i}>b_{i-1}$; the lower corners have the form ( $j, a_{j}$ ) with $a_{j}<a_{j+1}$. If $i \leq j$ and $a_{j} \leq b_{i}$, then these form a maximal GBS $B(i, j)$.

To select an appropriate family $\left\{B_{k}\right\}$, begin with $B_{1}=B(1, r)$, where $r=$ $\max \left\{i: a_{i}=1\right\}$. Having determined $B_{k-1}=B\left(c_{k-1}, d_{k-1}\right)$, let $\alpha$ be the next row below $c_{k-1}$ having an upper corner (if any) and let $\beta$ be the next row below $d_{k-1}$ having a lower corner (if any). Since we have avoided degeneracy, we must have $\alpha \leq$ $d_{k-1}$ or $a_{\beta} \leq b_{c_{k-1}}$ (unless $B_{k-1}$ completes the covering), which implies that $B\left(\alpha, d_{k-1}\right)$ or $B\left(c_{k-1}, \beta\right)$ can be chosen as $B_{k}=B\left(c_{k}, d_{k}\right)$. Since we shift by one corner at a time, the resulting sequence covers all the 1 's.

In this sequence, the vertices of $X_{k}$ are the consecutive set $u_{c_{k}}, \ldots, u_{d_{k}}$. Since each step we take increases $c_{k}$ or $d_{k}$ while leaving the other fixed, $\left\{c_{k}\right\}$ and $\left\{d_{k}\right\}$ are monotone, and the transpose of the $V, X$-matrix has a monotone consecutive arrangement. Since the original definition is invariant under transpose, the $V, X$-matrix also has a monotone consecutive arrangement. Applying the same argument to the transpose of the original adjacency matrix shows that the $V, Y$-matrix of $\mathbf{B}$ also has a monotone consecutive arrangement.

For sufficiency, let B be a collection of GBSs covering $D$ that is indexed so the $V, X$-matrix and $V, Y$-matrix exhibit monotone consecutive arrangements. By Theorem 3 , it suffices to show that, if there is any proper inclusion between the 1's of a consecutive pair of rows in the $V, X$-matrix or $V, Y$-matrix, then we can add one GBS to the sequence to reduce the number of proper inclusions.

By symmetry, we may assume that there is such an inclusion in the $V, X$-matrix, with $a_{i}<a_{i+1}$ but $b_{i}=b_{i+1}=k$. Define a new GBS $\left(X^{\prime}, Y^{\prime}\right)$ by $X^{\prime}=X_{k}-\left\{u_{j}: j \leq i\right\}$ and $Y^{\prime}=Y_{k}$ and insert this into the sequence immediately following $\left(X_{k}, Y_{k}\right)$. Now $b_{i}<$ $b_{i+1}$, and the other such inequalities remain unchanged.
4. Generalized semiorders and indifference digraphs. Using Theorem 4, it is easy to prove the generalization of the Roberts restatement of the Scott-Suppes theorem, as described in the Introduction. The generalization of the Scott-Suppes theorem itself follows as a corollary. Complementation is taken with respect to the complete relation $V \times V$, including loops.

Theorem 6. A digraph $D=(V, E)$ is an indifference digraph if and only if $\bar{E}=$ $H_{1} \cup H_{2}$, where $\left(H_{1}, H_{2}\right)$ is a generalized semiorder on $V$.

Proof. Necessity follows easily from Theorem 4 by considering a monotone consecutive arrangement of the adjacency matrix. Let $\left[a_{i}, b_{i}\right]$ be the interval of 1 's in row $i$. Let $H_{1}$ correspond to the 0 's labeled $R$ (those after $b_{i}$ ) and $H_{2}$ to the 0 's labeled $C$ (those before $a_{i}$ ). Hence $\bar{E}=H_{1} \cup H_{2}$, and $H_{1}, H_{2}$ are disjoint. Monotonicity implies that $H_{1}$ and $H_{2}$ are Ferrers digraphs, which is equivalent to the generalized semiorder condition (1) that $u H_{i} v$ and $x H_{i} y$ imply $u H_{i} y$ or $x H_{i} v(i \in\{1,2\})$.

For the other conditions, let $u_{i}, u_{k}$ be the (not necessarily distinct) source vertices and let $v_{j}$, $v_{l}$ be the (not necessarily distinct) sink vertices, indexed as in the monotone consecutive arrangement. To prove that (2) $u_{i} H_{1} v_{j}$ and $u_{k} H_{2} v_{j}$ imply $u_{i} H_{1} v_{l}$ or $u_{k} H_{2} v_{l}$, note that the hypothesis implies $j>b_{i}$ and $j<a_{k}$. If $l \geq j$, then $l>b_{i}$ and $u_{i} H_{1} v_{l}$, while, if $l \leq j$, then $l<a_{k}$ and $u_{k} H_{2} v_{l}$. When we appeal to the fact that the transpose of a monotone consecutive arrangement is also a monotone consecutive arrangement, the proof is the same for (3) $u_{i} H_{1} v_{j}$ and $u_{i} H_{2} v_{l}$ imply $u_{k} H_{1} v_{j}$ or $u_{k} H_{2} v_{l}$.

For sufficiency, suppose that $\bar{E}=H_{1} \cup H_{2}$, where $\left(H_{1}, H_{2}\right)$ is a generalized semiorder on $V$. As noted in the Introduction, we can view $H_{1}, H_{2}$ as relations or as digraphs on $V$; let $d_{i}^{+}(u)$ denote the set of successors (out-degree) of $u$ in $H_{1}$; similarly, define $d_{i}^{-}$for in-degree. We claim it is not possible to have both $d_{1}^{+}(u)>d_{1}^{+}\left(u^{\prime}\right)$ and $d_{2}^{+}(u)>d_{2}^{+}\left(u^{\prime}\right)$. If these hold, then there are vertices $v, v^{\prime}$ such that $u v \in H_{1}$ but $u^{\prime} v \notin H_{1}$ and $u v^{\prime} \in H_{2}$ but $u^{\prime} v^{\prime} \notin H_{2}$, but this is precisely the configuration forbidden by condition (3). Similarly, the combination $d_{1}^{-}(v)>d_{1}^{-}\left(v^{\prime}\right)$ and $d_{2}^{-}(v)>d_{2}^{-}\left(v^{\prime}\right)$ is forbidden by condition (2). This implies that we can order the elements as $u_{1}, \ldots, u_{n}$ and as $v_{1}, \ldots, v_{n}$ so that, for $1 \leq$ $i<n$, we have $d_{1}^{+}\left(u_{i}\right) \leq d_{1}^{+}\left(u_{i+1}\right), d_{2}^{+}\left(u_{i}\right) \geq d_{2}^{+}\left(u_{i+1}\right), d_{1}^{-}\left(v_{i}\right) \geq d_{1}^{-}\left(v_{i+1}\right)$, and $d_{2}^{-}\left(v_{i}\right) \leq$ $d_{2}^{-}\left(v_{i+1}\right)$. By condition (1), $H_{1}$ and $H_{2}$ are Ferrers digraphs, and this ordering of the degrees simultaneously places the relations of $H_{1}$ in the upper right and $H_{2}$ in the lower left so that any position above or to the right of a position in $H_{1}$ is also in $H_{1}$, and any position above or to the right of a position in $\mathrm{H}_{2}$ is also in $\mathrm{H}_{2}$. In other words, this ordering of the rows and columns is a monotone consecutive arrangement.

The generalization of the Scott-Suppes theorem is just a rephrasing of this result.
Corollary 1. A pair $\left(H_{1}, H_{2}\right)$ of relations on a set is a generalized semiorder if and only if it has a coindifference representation $f, g$; that is, real-valued functions $f, g$ exist on the elements so that $x H_{1} y$ if and only if $f(x)>g(y)+1$, and $x \mathrm{H}_{2} y$ if and only if $g(y)>f(x)+1$.
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# SOME NEW BOUNDS ON SINGLE-CHANGE COVERING DESIGNS* 
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#### Abstract

A single-change covering design $\operatorname{SCD}(v, k, b)$ on a $v$-set $V$ is a sequence of $b k$-sets (blocks) on $V$ that together cover every pair of elements of $V$ at least once, such that two successive blocks have $k-1$ elements in common. Let $f(v, k)$ denote the smallest $b$ for which there exists an $\operatorname{SCD}(v, k, b)$. Some new upper and lower bounds for $f(v, k)$ are given.
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## AMS subject classification. 05

1. Introduction. Given positive integers $v, k$, and $\lambda$, a $(v, k, \lambda)$-covering design is a collection of $k$-subsets (blocks) of a given $v$-set $V$ in which every pair of elements of $V$ occur together in at least $\lambda$ of the blocks. For a general discussion of covering designs, see, for example, [2]. An ordered ( $v, k, \lambda$ )-covering design is a $(v, k, \lambda)$-covering design, together with a way to order the blocks of the design. A single-change ordered block design SBD ( $V, B$ ), or SBD $(v, k, b)$, on a $v$-set $V$ is a sequence $B$ of $b k$-sets (blocks) on $V$ such that two successive blocks have $k-1$ elements in common. A single-change covering design $\operatorname{SCD}(V, B)($ or $\operatorname{SCD}(v, k, b))$ is an $\operatorname{SBD}(V, B)($ or $\operatorname{SBD}(v, k, b))$ such that each pair of elements of $V$ occur together in at least one block. An $\operatorname{SCD}(v, k, b)$ is called perfect if $b^{\prime} \geqq b$ for every $\operatorname{SCD}\left(v, k, b^{\prime}\right)$. We will use $f(v, k)$ to denote the number of blocks in a perfect $\operatorname{SCD}(v, k, b)$.

Ordered covering designs arise in the testing of electrical components for compatibility. For a more detailed explanation of their applications, refer to [4], where it was noted that economical single-change covering designs provide an ideal model for such a testing. The following two results were proved in [4].

LEMMA $1.1($ see $[4]) . f(v, k) \geqq\lceil(v(v-1)-(k-1)(k-2)) / 2(k-1)\rceil$, with equality if $k=2$ or 3 .

Lemma 1.2 (see [4]). $f(v, k) \geqq 2(v-k)+1$, with equality if $v \leqq 2 k$ and $k \geqq 3$.
A single-change covering design with a hole $\operatorname{SCDH}(V, B)$, or $\operatorname{SCDH}(v, k, b)$, is an $\operatorname{SBD}(V, B)($ or $\operatorname{SBD}(v, k, b))$ such that every pair of elements of $V$ occur together in at least one of the blocks, except for one pair called a hole, say $a b$, which has the property that one of $a$ and $b$ appear in either the first or the last block of $B$. We use $f^{\prime}(v, k)$ to denote the smallest $b$ for which there exists an $\operatorname{SCDH}(v, k, b)$. Trivially, $f(v, k) \leqq f^{\prime}(v, k)+1$. Hence any upper bound for $f^{\prime}(v, k)$ will also provide one for $f(v, k)$.

It should be mentioned that the idea of using designs with "holes" to study original designs is typical in combinatorial designs. For example, orthogonal Latin squares with "holes," called incomplete orthogonal arrays, were studied in [1]; Kirkman triple systems with "holes" were referred to as frames and studied in [3].

The proof of the following result is parallel to that of Lemma 1.1.
Lemma 1.3. $f^{\prime}(v, k) \geqq\lceil(v(v-1)-(k-1)(k-2)-2) / 2(k-1)\rceil$, with equality if $k=2$ or 3 .

In $\S 2$ an upper bound for $f(v, k)$ is given by studying $f^{\prime}(v, k)$. As a consequence, a tight bound for $f(v, k)$ is obtained in the case of $k=4$. In $\S 3$ a lower bound for $f(v, k)$ is given, which is perfect in many cases. Finally, we discuss a recursive method for estimating $f(v, k)$ in $\S 4$, where a conjecture is also formulated.

[^16]2. An upper bound. Assume that $v=n(k-1)+i$, where $k+1 \leqq i \leqq 2 k-1$, $n \geqq 0$, and $k \geqq 4$. Let $d(v, k)=2(i-k)+n(i+k-3)+n(n-1)(k-1) / 2$. Then we have the following result.

Theorem 2.1. It holds that $f^{\prime}(v, k) \leqq d(v, k)$.
Proof. We use induction on $n$.
Case 1. $n=0$. Let the $v(=i)$ treatments be $1,2, \ldots, i$. Then the following sequence $S_{0}$ of blocks shows that $f^{\prime}(v, k) \leqq 2(v-k)=d(v, k)$, where $1 i$ is the hole:

$$
\begin{gathered}
(i-k+1) \cdots(k-1) k \cdots i \\
(i-k) \cdots(k-1)(k+1) \cdots i \\
\vdots \\
3 \cdots(k-1)(i-2)(i-1) i \\
2 \cdots(k-1)(i-1) i \\
1 \cdots(k-1)(i-1) \\
1 \cdots(k-1)(i-2) \\
\vdots \\
1 \cdots(k-1) k .
\end{gathered}
$$

Case 2. $n=1$. Let the $v$ treatments be $1, \ldots, i, a_{1}, \ldots, a_{k-1}$. The blocks in $S_{0}$ of Case 1 plus the following sequence $S_{1}$ of blocks shows that $f^{\prime}(v, k) \leqq d(v, k)$ with $3 a_{k-1}$ as a hole:

$$
\begin{gathered}
1 \cdots(k-1) a_{1} \\
1 \cdots(k-1) a_{2} \\
1 \cdots(k-2) a_{2} a_{3} \\
1 \cdots(k-3) a_{2} a_{3} a_{4} \\
\vdots \\
12 a_{2} \cdots a_{k-1} \\
1 i a_{2} \cdots a_{k-1} \\
i a_{1} a_{2} \cdots a_{k-1} \\
(i-1) a_{1} a_{2} \cdots a_{k-1} \\
\vdots \\
4 a_{1} a_{2} \cdots a_{k-1}
\end{gathered}
$$

Case 3. $n=2$. Let the $v$ treatments be $1, \ldots, i, a_{1}, \ldots, a_{k-1}, b_{1}, \ldots, b_{k-1}$. The blocks in $S_{0} \cup S_{1}$ of Case 2 plus the following sequence $S_{2}$ of blocks shows that $f^{\prime}(v, k) \leqq d(v, k)$ with $a_{k-3} b_{k-1}$ as the hole:

$$
\begin{gathered}
b_{1} a_{1} a_{2} \cdots a_{k-1} \\
b_{2} a_{1} a_{2} \cdots a_{k-1} \\
b_{2} b_{3} a_{2} \cdots a_{k-1} \\
\vdots \\
b_{2} \cdots b_{k-1} a_{k-2} a_{k-1} \\
b_{2} \cdots b_{k-1} 3 a_{k-1} \\
3 b_{1} b_{2} \cdots b_{k-1} \\
2 b_{1} b_{2} \cdots b_{k-1} \\
1 b_{1} b_{2} \cdots b_{k-1} \\
4 b_{1} b_{2} \cdots b_{k-1} \\
\vdots \\
i b_{1} b_{2} \cdots b_{k-1} \\
a_{1} b_{1} b_{2} \cdots b_{k-1} \\
\vdots \\
a_{k-4} b_{1} b_{2} \cdots b_{k-1} .
\end{gathered}
$$

Case 4. $n \geqq 3$. Let the $v$ treatments be $1, \ldots, v_{0}, a_{1}, \ldots, a_{k-1}, b_{1}, \ldots$, $b_{k-1}, c_{1}, \ldots, c_{k-1}$, where $v=3(k-1)+v_{0}$ and $v_{0} \geqq k+1$. By induction, there exists an $\operatorname{SCDH}\left(v_{0}, k, d\left(v_{0}, k\right)\right)=\operatorname{SCDH}\left(V_{0}, S\right)$, with $1 v_{0}$ as the hole, where $V_{0}=$ $\left\{1,2, \ldots, v_{0}\right\}$. Without loss of generality, we assume the last block of $S$ consists of $1,2, \ldots, k$.

Let $S_{1}^{\prime}$ and $S_{2}^{\prime}$ be the sequences of blocks obtained from $S_{1}$ and $S_{2}$, respectively, by changing the symbol $i$ to $v_{0}$. We now obtain a sequence of $d(v, k)=d\left(v_{0}, k\right)+3 v_{0}+$ $6 k-12$ required blocks by using $S, S_{1}^{\prime}, S_{2}^{\prime}$ in that order, and appending the following blocks with $b_{k-3} c_{k-1}$ missing:

$$
\begin{gathered}
c_{1} b_{1} b_{2} \cdots b_{k-1} \\
c_{2} b_{1} b_{2} \cdots b_{k-1} \\
c_{2} c_{3} b_{2} \cdots b_{k-1} \\
\vdots \\
c_{2} \cdots c_{k-1} b_{k-2} b_{k-1} \\
c_{2} \cdots c_{k-1} a_{k-3} b_{k-1} \\
c_{1} \cdots c_{k-1} a_{k-3} \\
c_{1} \cdots c_{k-1} a_{k-2} \\
c_{1} \cdots c_{k-1} a_{k-1} \\
c_{1} \cdots c_{k-1} a_{k-4} \\
\vdots \\
c_{1} \cdots c_{k-1} a_{1} \\
c_{1} \cdots c_{k-1} b_{1} \\
\vdots \\
c_{1} \cdots c_{k-1} b_{k-4} \\
c_{1} \cdots c_{k-1} 1 \\
\vdots \\
c_{1} \cdots c_{k-1} v_{0} .
\end{gathered}
$$

This shows that $f^{\prime}(v, k) \leqq d(v, k)$ for any $v \geqq k+1 \geqq 5$ by induction.
By Theorem 2.1 and some elementary calculations, we can obtain

$$
f^{\prime}(v, k) \leqq \frac{v^{2}+(k-5) v}{2(k-1)}-\frac{(k-3)(7 k-1)-4}{8(k-1)},
$$

which, together with Lemmas 1.1 and 1.3, immediately implies the following corollary. COROLLARY 2.2. (i) $f^{\prime}(v, 4)=\left\lceil\left(v^{2}-v-8\right) / 61\right.$ for all $v \geqq 5$;
(ii) $\left\lceil\left(v^{2}-v-6\right) / 6\right\rceil \leqq f(v, 4) \leqq\left\lceil\left(v^{2}-v-2\right) / 6\right\rceil$ for all $v \geqq 5$. In particular, $f(v, 4)=\left(v^{2}-v-2\right) / 6$ if $v \equiv 2(\bmod 3)$.
3. A lower bound. Select a perfect $\operatorname{SCD}(V, B)$ such that $V=\left\{x_{1}, \ldots, x_{v}\right\}$ and $B=\left\{B_{1}, \ldots, B_{b}\right\}$. We say that $x$ is introduced in $B_{i}$ if $x \in B_{i} \backslash B_{i-1}$. For this purpose, we assume that $B_{0}=\varnothing$, so that all members of $B_{1}$ are introduced in $B_{1}$. We say that $x$ is deleted from $B_{i}$ if $x \in B_{i-1} \backslash B_{i}$. Let $s$ denote the smallest subscript such that $B_{1} \cup \cdots \cup B_{s}=V$, and let $T_{i}$ denote the set of treatments in $V$ that are introduced exactly $i$ times among the blocks $B_{1}, \ldots, B_{s}$, and $t_{i}=\left|T_{i}\right|$ for $0 \leqq i \leqq s$. Trivially, $t_{0}=0$ by the choice of $s$. Moreover, we have $v=\sum_{j=1}^{s} t_{j}$ and $s+k-1=\sum_{j=1}^{s} j t_{j}=$ $v+\sum_{j=2}^{s}(j-1) t_{j}$. Therefore,

$$
\begin{equation*}
s=v-k+1+\sum_{j=2}^{s}(j-1) t_{j} \tag{1}
\end{equation*}
$$

Now define

$$
\begin{gathered}
X=\left\{B_{i} \mid i>s \text { and } B_{i} \backslash\left(B_{s} \cup \cdots \cup B_{i-1}\right) \neq \varnothing\right\}, \\
Y=\left\{B_{i} \mid i>s \text { and } B_{i-1} \backslash\left(B_{i} \cup \cdots \cup B_{b}\right) \neq \varnothing\right\}, \quad \text { and } \\
C=\left\{B_{i} \mid i>s \text { and } B_{i} \notin X \cup Y\right\} .
\end{gathered}
$$

Then we have the following result.
Lemma 3.1. It holds that $|X|=|Y|=v-k$.
Proof. Assume that $\alpha \in B_{s} \backslash B_{s-1}$; then we have $\alpha \notin B_{1} \cup \cdots \cup B_{s-1}$ by the choice of $s$. For any $x \notin B_{s}$, since the pair $x \alpha$ must appear together in some block, we see that $x \in B_{s+1} \cup \cdots \cup B_{b}$. This indicates that each treatment not in $B_{s}$ is introduced in some block after $B_{s}$ or, equivalently, $|X|=v-k$. Similarly, for any $x \notin B_{b}, x$ is deleted from some block after $B_{s}$, which implies that $|Y|=v-k$.

Write $T_{1}^{\prime}=\cup_{i=2}^{s} T_{i}$ and $t_{1}^{\prime}=\left|T_{1}^{\prime}\right|$ for convenience. We have the following lemma.

Lemma 3.2. It holds that $|X \cap Y| \leqq t_{1}^{\prime}+k$.
Proof. Assume that $X \cap Y=\left\{B_{r_{1}}, \ldots, B_{r_{m}}\right\}$, where $r_{1}<r_{2}<\cdots<r_{m}$ and $m \geqq t_{1}+k+1$. Also, assume that $a_{i}$ and $b_{i}$ are deleted from and introduced in $B_{r_{i}}$, respectively, for $1 \leqq i \leqq m$. Clearly, we have $a_{i} \neq a_{j}$ and $b_{i} \neq b_{j}$ whenever $i \neq j$ by the definitions of $X$ and $Y$. We also note that, for any $1 \leqq i \leqq j \leqq m, a_{i} \neq b_{j}$, and the pair $a_{i} b_{j}$ must appear together in some block $B_{l}$, where $l<s$. Let $P_{i}=\left(a_{i}, b_{i}\right)$ for $1 \leqq i \leqq$ $m$. We now obtain a new sequence $\left\{Q_{i}\right\}$ of ordered pairs based on $\left\{P_{i}\right\}$ by applying the following procedure.

Step 1. Select $1 \leqq j<l \leqq m$ such that $b_{j}=a_{l} \in T_{1}^{\prime}$ if possible, delete $P_{l}$, and replace $P_{j}$ by $\left(a_{j}, b_{l}\right)$. Then denote the resulting sequence of ordered pairs by $\left\{P_{i}^{\prime}\right\}$, where $1 \leqq$ $i \leqq m-1$. Similarly, select $1 \leqq j<l \leqq m-1$, say $P_{j}^{\prime}=\left(a_{j}^{\prime}, b_{j}^{\prime}\right)$ and $P_{l}^{\prime}=\left(a_{l}^{\prime}, b_{l}^{\prime}\right)$, such that $b_{j}^{\prime}=a_{l}^{\prime} \in T_{1}^{\prime}$ if possible, delete $P_{l}^{\prime}$, and replace $P_{j}^{\prime}$ by $\left(a_{j}^{\prime}, b_{l}^{\prime}\right)$. Then denote the resulting sequence of ordered pairs by $\left\{P_{i}^{\prime \prime}\right\}$, where $1 \leqq i \leqq m-2$. We continue this process until we obtain a sequence $\left\{Q_{i}^{\prime}\right\}$ of ordered pairs so that $Q_{i}^{\prime} \cap Q_{j}^{\prime} \cap T_{1}^{\prime}=\varnothing$ whenever $i \neq j$, where we consider each ordered pair $Q_{i}^{\prime}$ as a set consisting of two corresponding elements.

Step 2. For any $i$ such that $Q_{i}^{\prime} \cap T_{1}^{\prime} \neq \varnothing$, we delete $Q_{i}^{\prime}$. Then denote the resulting subsequence of $\left\{Q_{i}^{\prime}\right\}$ by $\left\{Q_{i}\right\}$, where $1 \leqq i \leqq r$, say.

Without loss of generality, we assume that $Q_{i}=\left(x_{i}, y_{i}\right)$ for $1 \leqq i \leqq r$. Then it can be easily checked that the sequence $\left\{Q_{i}\right\}$ has the following properties:
(i) $\left\{x_{i}, y_{i}\right\} \subseteq T_{1}$ for $1 \leqq i \leqq r$;
(ii) $x_{i} \neq x_{j}$ and $y_{i} \neq y_{j}$ whenever $i \neq j$;
(iii) For any $1 \leqq i \leqq j \leqq r$, we have $x_{i} \neq y_{j}$, and the pair $x_{i} y_{j}$ must appear together in some block $B_{l}$, where $l<s$;
(iv) $r \geqq m-t_{1}^{\prime} \geqq k+1$.

Suppose that $x_{1}$ is introduced in $B_{c_{1}}$, where $c_{1} \leqq s$. Let $d_{1}$ be the smallest index such that $x_{1} \in B_{d_{1}}$ and $\left\{y_{1}, \ldots, y_{r}\right\} \subseteq B_{c_{1}} \cup B_{c_{1}+1} \cup \cdots \cup B_{d_{1}}$. Then we have $d_{1} \leqq s$ and $x_{1} \in B_{c_{1}} \cap B_{c_{1}+1} \cap \cdots \cap B_{d_{1}}$ because $x_{1} \in T_{1}$. Since $r \geqq k+1$, we can select $y_{i_{1}} \notin$ $B_{c_{1}}$ for some $2 \leqq i_{1} \leqq r$. Then, however, $x_{2} y_{i_{1}}$ must appear together in some block $B_{l}$, where $c_{1}<l \leqq s$, which implies that $x_{2} \in B_{c_{1}+1} \cup \cdots \cup B_{s}$. Similarly, we can select $y_{j_{1}} \notin B_{d_{1}}$ for some $2 \leqq j_{1} \leqq r$. This implies that $x_{2} \in B_{1} \cup \cdots \cup B_{d_{1}-1}$, since $x_{2} y_{j_{1}}$ must appear together in some block $B_{l}$, where $1 \leqq l<d_{1}$. Therefore, we have $x_{2} \in B_{c_{1}+1} \cup$ $\cdots \cup B_{d_{1}-1}$ because $x_{2} \in T_{1}$.

Now, assume that $c_{2}$ is the smallest index such that $c_{2} \geqq c_{1}$ and $\left\{x_{1}, x_{2}\right\} \subseteq B_{c_{2}}$ and that $d_{2}$ is the largest index such that $d_{2} \leqq d_{1}$ and $\left\{x_{1}, x_{2}\right\} \subseteq B_{d_{2}}$. This indicates that
$c_{1} \leqq c_{2} \leqq d_{2} \leqq d_{1}$ and $\left\{x_{1}, x_{2}\right\} \subseteq B_{c_{2}} \cap \cdots \cap B_{d_{2}}$. Then we can easily check that $\left\{y_{2}, \ldots, y_{r}\right\} \subseteq B_{c_{2}} \cup \cdots \cup B_{d_{2}}$ by property (i) of the sequence $\left\{Q_{i}\right\}$.

Continuing this process, we can obtain a sequence of indices $c_{1} \leqq c_{2} \leqq \cdots c_{k} \leqq$ $d_{k} \leqq \cdots \leqq d_{1}$, so that $\left\{x_{1}, \ldots, x_{l}\right\} \subseteq B_{c_{l}} \cap \cdots \cap B_{d_{l}}$ and $\left\{y_{l}, \ldots, y_{r}\right\} \subseteq B_{c_{l}} \cup \cdots \cup$ $B_{d_{l}}$ for every $1 \leqq l \leqq k$. This, however, is impossible, since $r \geqq k+1$ and each block has length $k$. This contradiction shows that $\left\lceil X \cap Y \mid \subseteq t_{1}^{\prime}+k\right.$.

We are now ready to prove the main result of this section.
THEOREM 3.3. $f(v, k) \geqq 3 v-4 k+1$, with equality if $k \geqq 4$ and $2 k+1 \leqq v \leqq$ $3 k-1$.

Proof. Applying (1) and Lemmas 3.1 and 3.2, we have

$$
\begin{aligned}
f(v, k) & =s+(b-s) \\
& =v-k+1+\sum_{j=2}^{s}(j-1) t_{j}+|X \cup Y|+|C| \\
& \geqq v-k+1+\sum_{j=2}^{s}(j-1) t_{j}+|X|+|Y|-|X \cap Y| \\
& =3(v-k)+1-\left(|X \cap Y|-t_{1}^{\prime}\right)+\sum_{i=3}^{s}(i-2) t_{i} \\
& \geqq 3(v-k)+1-k \\
& =3 v-4 k+1 .
\end{aligned}
$$

In particular, if $k \geqq 4$ and $2 k+1 \leqq v \leqq 3 k-1$, we have $f(v, k)=3 v-4 k+1$ by Theorem 2.1. This completes the proof of Theorem 3.3.

By Lemma 1.2 and Theorem 3.3, we have that the smallest unknown number for $f(v, 4)$ is $v=12$, in which case we proved that $21 \leqq f(12,4) \leqq 22$ by Corollary 2.2.

Lemmas 1.1 and 1.2 and Theorem 3.3 immediately imply the following corollary.
COROLLARY 3.4. $f(v, k) \geqq 2(v-k)+1$, with equality if and only if $v \leqq 2 k$ and $(v, k) \neq(4,2)$.

## 4. A recursive method.

Theorem 4.1. $f(m v, m k) \leqq[f(v, k)-1] m+1$ for any positive integer $m$.
Proof. Select an $\operatorname{SCD}(v, k, b)$ on a $v$-set $X=\{1,2, \ldots, v\}$ having block-sequence $B=\left\{B_{1}, B_{2}, \ldots, B_{b}\right\}$, where $b=f(v, k)$. Assume that $x_{i} \in B_{i} \backslash B_{i+1}$ and $y_{i} \in B_{i+1} \backslash B_{i}$ for $1 \leqq i \leqq b-1$. Let $V=\cup_{i=1}^{v} V_{i}$ be a union of $v$ disjoint sets $V_{i}$ of size $m$ and define

$$
\begin{gathered}
V_{x_{i}}=\left\{\boldsymbol{\alpha}_{i 1}, \boldsymbol{\alpha}_{i 2}, \ldots, \boldsymbol{\alpha}_{i m}\right\}, \quad V_{y_{i}}=\left\{\boldsymbol{\beta}_{i 1}, \boldsymbol{\beta}_{i 2}, \ldots, \boldsymbol{\beta}_{i m}\right\}, \\
\boldsymbol{B}_{i m}^{\prime}=\bigcup_{j \in B_{i+1}} V_{j} \text { for } 0 \leqq i \leqq b-1, \\
B_{j}^{\prime}=B_{(i-1) m}^{\prime} \cup\left\{\boldsymbol{\beta}_{i 1}, \ldots, \boldsymbol{\beta}_{i j^{*}}\right\} \backslash\left\{\boldsymbol{\alpha}_{i 1}, \ldots, \boldsymbol{\alpha}_{i j^{*}}\right\} \\
\text { for } 1 \leqq i \leqq b-1 \text { and } 0<j^{*}=j-(i-1) m<m, \\
B^{\prime}=\left(B_{0}^{\prime}, B_{1}^{\prime}, \ldots, B_{(b-1) m}^{\prime}\right) .
\end{gathered}
$$

Therefore we have obtained an $\operatorname{SCD}\left(V, B^{\prime}\right)$ consisting of $(b-1) m+1$ blocks, which implies that $f(m v, m k) \leqq[f(v, k)-1] m+1$.

By Theorems 3.3 and 4.1, we immediately have the following corollary.
COROLLARY 4.2. If $f(v, k)=3 v-4 k+1$, then $f(m v, m k)=3 m v-4 m k+1$ for every positive integer $m$.

Theorem 4.3. It holds that $f(v+2, k+1) \leqq f(v, k)+2$.
Proof. Select an $\operatorname{SCD}(V, B)=\operatorname{SCD}(v, k, b)$ with block-sequence $B=$ $\left(B_{1}, B_{2}, \ldots, B_{b}\right)$, where $b=f(v, k)$. Clearly, it suffices to construct an SCD $(v+2$, $k+1, b+2)$.

Let $s$ be the smallest index such that $B_{1} \cup \cdots \cup B_{s}=V$, and $V^{\prime}=V \cup\{\alpha, \beta\}$. Select an arbitrary element $x$ in $B_{s}$. Now define a sequence of $b+2$ new blocks $B^{\prime}=$ ( $B_{1}^{\prime}, \ldots, B_{b+2}^{\prime}$ ) as follows:

$$
B_{i}^{\prime}= \begin{cases}B_{i} \cup\{\boldsymbol{\alpha}\} & \text { if } 1 \leqq i \leqq s \\ B_{s} \cup\{\alpha, \boldsymbol{\beta}\} \backslash\{x\} & \text { if } i=s+1 \\ B_{i-2} \cup\{\boldsymbol{\beta}\} & \text { if } i \leqq s+2\end{cases}
$$

Then the SCD $\left(V^{\prime}, B^{\prime}\right)$ satisfies the requirement.
By induction on $m$, Theorem 4.3 can be generalized as follows.
COROLLARY 4.4. $f(v+2 m, k+m) \leqq f(v, k)+2 m$ for all $m \geqq 1$.
Similar to Corollary 4.2, we have the following corollary.
Corollary 4.5. If $f(v, k)=3 v-4 k+1$, then $f(v+2 m, k+m)=$ $3(v+2 m)-4(k+m)+1$ for every positive integer $m$.

Trivially, we have $f(v, k+1) \leqq f(v, k)-1$ and $f(v+1, k+1) \leqq f(v, k)$. In general, we have the following conjecture.

Conjecture 4.1. $f(v+n, k+1) \leqq f(v, k)+\binom{n+1}{2}-1$ for all $n \geq 0$.
By induction on $m$, we have that Conjecture 4.1 is equivalent to the following conjecture.

Conjecture 4.2. $f(v+m n, k+m) \leqq f(v, k)+m\left[\left({ }_{2}^{2+1}\right)-1\right]$ for all nonnegative integers $m$ and $n$.
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# ON THE ANGULAR RESOLUTION OF PLANAR GRAPHS* 
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#### Abstract

It is a well-known fact that every planar graph admits a planar straight-line drawing. The angular resolution of such a drawing is the minimum angle subtended by any pair of incident edges. The angular resolution of the graph is the supremum angular resolution over all planar straight-line drawings of the graph. In a recent paper by Formann et al. [Proc. 31 st IEEE Sympos. on Found. of Comput. Sci., 1990, pp. 86-95], the following question is posed: Does there exist a constant $r(d)>0$ such that every planar graph of maximum degree $d$ has angular resolution $\geq r(d)$ radians? The present authors show that the answer is yes and that it follows easily from results in the literature on disk-packings. The conclusion is that every planar graph of maximum degree $d$ has angular resolution at least $\alpha^{d}$ radians, $0<\alpha<1$ a constant. In an effort to assess whether this lower bound is existentially tight (up to constant $\alpha$ ), a very natural linear program (LP) that bounds the angular resolution of a planar graph the authors analyze from above. The optimal value of this LP is shown to be $\Omega(1 / d)$, which suggests that the $\alpha^{d}$ lower bound might be improved to $\Omega(1 / d)$. Although this matter remains unsettled for general planar graphs, $\Omega(1 / d)$ is shown to be a lower bound on angular resolution for outerplanar graphs. Finally, an infinite family of triangulated planar graphs with maximum degree 6 is constructed such that exponential area is required to draw each member in planar straight-line fashion with angular resolution bounded away from zero.
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1. Introduction. Graphs are useful devices for representing many important objects in computer science, such as VLSI circuits, parallel computer architectures, networks of terminals, state graphs, data-flow graphs, Petri nets, entity-relationship diagrams, and so forth. When the structure of such a graph (signifying one of these objects) must be understood by a human being, a visual representation of the graph can be indispensable. Naturally, if there are many graphs under consideration, it is desirable that the process used to render them be automatic. The annotated bibliography of Eades and Tamassia [6] is a superb survey of graph-drawing algorithms and related theoretical results.

Perhaps the simplest way to render a graph is to represent the vertices as distinct points in the plane, and the edges as straight-line segments. There now remains the task of positioning the vertices so as to yield a drawing with low visual complexity. Naturally, it makes sense to optimize certain parameters defined over the space of all drawings. These may include minimizing the number of edge-crossings, maximizing uniformity in the placement of vertices, maximizing "angular spread" among incident edges, and so forth.

It is, in fact, this latter goal of attempting to generate large angular spread among incident edges that is the subject of the present paper. The first authors to formalize this concept and explore some of its properties were Formann et al. [8], who called this quantity the resolution of the graph. In this paper, we call it more precisely the angular resolution. Given an arbitrary graph $G$, the angular resolution of a straight-line drawing for $G$ in the plane is defined to be the minimum angle subtended by any pair of edges incident to the same vertex. The angular resolution of $G$ is then the supremum angular resolution over all straight-line drawings of $G$. (Thus, for example, if $G$ has maximum

[^17]degree $d$, then the angular resolution of $G$ is bounded above by $2 \pi / d$. In general, however, this bound is not achieved, as witnessed by the complete graph $K_{3}$, which has maximum degree 2 and angular resolution $\pi / 3$.)

The authors of [8] provide many interesting results. They prove general upper and lower bounds on the angular resolution of a graph as a function of its maximum degree and show how to create straight-line drawings with high angular resolution for many interesting graph families. In particular, they show that any planar graph with maximum degree $d$ has angular resolution $\Omega(1 / d)$, independent of the number of vertices. However, in these drawings, line segments representing the edges of the planar graph are allowed to cross. This led the authors of [8] to pose the following question: Is there a constant $r(d)>0$ such that any planar graph with maximum degree $d$ has angular resolution $\geq$ $r(d)$, where now angular resolution is computed over all planar straight-line drawings, i.e., drawings where the edges do not cross? (That every planar graph has a planar straightline drawing is a famous theorem due independently to Steinitz and Rademacher [18], Wagner [23], Fàry [7], and Stein [17].)

This paper answers this question in the affirmative by showing that the angular resolution of any triangulated planar graph (i.e., a planar graph all of whose faces, including the exterior face, are triangles) with maximum degree $d$ is at least $\alpha^{d}$ radians, where $0<$ $\alpha<1$ is a constant. (From this, it follows that the angular resolution of an arbitrary planar graph of maximum degree $d$ is bounded below by $\alpha^{3 d}$, since an arbitrary planar graph can be triangulated by at most tripling the degree at each vertex.) The proof is an easy application of two results from the literature on disk-packings. The first is that every triangulated planar graph can be realized as a disk-packing in the plane (for proofs, see Koebe [13], Andreev [1], [2], Thurston [20], and Colin de Verdiere [4], [5]). The second is the extension by Hansen [10] of the Rodin-Sullivan Ring Lemma (see Rodin and Sullivan [15]), which provides a tight lower bound on disk radii in a certain "flowerlike" configuration of disks.

Next, we try to ascertain whether there exist triangulated planar graphs with maximum degree $d$ and angular resolution exponentially small in $d$ by analyzing a very natural family of linear programs (LPs) that are in one-to-one correspondence with the class of triangulated planar graphs. An LP in the family has a collection of variables called "angles." For a fixed triangulated planar graph $G$ the associated LP requires us to maximize the minimum "angle" subject to the following constraints: (1) the "angles" at every vertex sum to $2 \pi$, (2) the "angles" inside any interior face sum to $\pi$, (3) the values of all "angles" are greater than or equal to zero. Clearly, any planar straight-line drawing of $G$ satisfies these constraints. The converse is not necessarily so-not every solution to the constraints corresponds to a planar straight-line drawing. Consider, for instance, the complete graph $K_{4}$. Figure 1 shows an assignment to the "angles" that satisfies all the constraints, but that does not correspond to a planar straight-line drawing. So the above LP only partly captures the problem of computing angular resolution. More precisely, the value of this LP is an upper bound on the angular resolution of the associated graph. The question we attempt to answer is: How small can this upper bound be in terms of $d$, the maximum degree of the graph? By casting the LP as a max-flow problem and by applying the max-flow min-cut theorem, we prove that the optimum value of the LP is always $\Omega(1 / d)$. This suggests that $\Omega(1 / d)$, and not $\alpha^{d}$, is perhaps the true lower bound on angular resolution for triangulated planar graphs with maximum degree $d$. We are currently unable to answer this question.

However, we do settle the matter for triangulated outerplanar graphs (i.e., outerplanar graphs in which every interior face is a triangle) with maximum degree $d$. We demonstrate not only that $\Omega(1 / d)$ is a lower bound on angular resolution for this class of graphs, but


Fig. 1. This assignment to the "angles" of $K_{4}$ satisfies the constraints of the linear program, but does not correspond to any planar straight-line drawing of $K_{4}$.
that any such graph admits a planar straight-line drawing in which every angle is $\Omega(1 / d)$ and all interior faces are similar isosceles triangles.

Finally, we consider the relationship between area and angular resolution in planar straight-line drawings of triangulated planar graphs. We construct a series triangulated planar graphs $G_{n}$ of maximum degree 6 on $3 n$ vertices such that, for any constant $c>$ 0 , any planar straight-line drawing of $G_{n}$ (with vertices at gridpoints) with angular resolution greater than $c$ requires area exponential in $n$. Thus, it is not always possible to achieve large angular resolution and small area in the same drawing. (Incidentally, de Fraysseix, Pach, and Pollack [9] and Schnyder [16] show that, if we ignore the issue of angular resolution, then any planar graph on $n$ vertices admits a planar straight-line drawing in quadratic area, which is the best area possible in general.)

The organization of the paper is as follows. Section 2 describes recent related work of Kant [11], [12], who supplies, among other results, a linear-time algorithm that takes as input an arbitrary 3-connected, 3-valent planar graph and outputs a planar straightline embedding of the graph in a hexagonal grid such that all but one interior face is convex. Section 3 demonstrates the $\alpha^{d}$ lower bound on angular resolution for triangulated planar graphs with maximum degree $d$. Section 4 analyzes a linear program that bounds the angular resolution of a triangulated planar graph from above and shows that its optimal value is always $\Omega(1 / d)$. Section 5 establishes the lower bound of $\Omega(1 / d)$ on angular resolution for triangulated outerplanar graphs. Finally, $\S 6$ discusses the issue of area versus angular resolution in planar straight-line drawings of triangulated planar graphs.
2. Related work. Recently, Kant [11], [12] has obtained a number of interesting results concerning planar straight-line drawings of planar graphs where angles are bounded away from zero and where the total number of bends in the edges is severely limited or zero. He has shown, for example, the following results:
(i) There is a simple linear-time algorithm that takes as input a 3-connected, 3valent planar graph $G$ on $n$ vertices and outputs a planar embedding of $G$ in a hexagonal grid (so that all angles are nonzero multiples $\pi / 3$ ) of size $n / 2 \times n / 2$ such that at most one edge of $G$ has a bend, and all but one interior face is convex. This drawing can be altered slightly so that there are no bends in any edge, all faces are convex, and all angles are $\geq \pi / 6$ (although the new drawing is typically no longer an embedding in the hexagonal grid);
(ii) There is a simple linear-time algorithm that takes as input a connected 3-valent planar graph $G$ and outputs a planar embedding of $G$ in a hexagonal grid (so that all
angles are nonzero multiples of $\pi / 3$ ), where at most one edge of $G$ has a bend. In some cases, the area required by such an embedding is exponential in the number of vertices in $G$. The drawing can be modified so that no edges are bent and all angles are $\geq \pi / 6$.

Kant [11] conjectures that every 3-connected planar graph of maximum degree 4 can be embedded planarily in an octogonal grid (so that all angles are nonzero multiples of $\pi / 4$ ) with at most a constant number of bends-at the moment, he has a linear time construction with $n / 2$ bends in an $n \times n / 2$ grid.
3. The angular resolution of planar graphs. A planar graph is triangulated if all of its faces, including the exterior face, are triangles. In this section, we show that, given any triangulated planar graph $G$ with maximum degree $d$ and distinguished face $f_{\text {ext }}$, there is a planar straight-line drawing of $G$ with exterior face $f_{\text {ext }}$ and angular resolution bounded below by $\alpha^{d}$ radians, where $0<\alpha<1$ is a constant. (It follows that the angular resolution of an arbitrary planar graph of maximum degree $d$ is bounded below by $\alpha^{3 d}$, since an arbitrary planar graph can be triangulated by at most tripling the degree at each vertex.)

The proof follows easily from known results on disk-packings, which we describe below. First, however, we need some definitions. A disk-packing is a collection of disks in the plane with nonoverlapping interiors. A disk-packing $P$ induces a planar graph $G$ as follows: Place a vertex at the center of each disk and connect two vertices by an edge, if and only if their respective disks are tangent. If these edges are drawn as straight-line segments, then $P$ induces a planar straight-line drawing of $G$. Let $f_{\text {ext }}$ be the exterior face of $G$ in this planar drawing. We say that $P$ realizes the pair ( $G, f_{\mathrm{ext}}$ ).

THEOREM 3.1. Given any triangulated planar graph $G$ and distinguished face $f_{\text {ext }}$, there exists a disk-packing $P$ that realizes $\left(G, f_{\mathrm{ext}}\right)$.

A number of different proofs exist for this remarkable result (see Koebe [13], Andreev [1], [2], Thurston [20], and Colin de Verdiere [4], [5]). Very recently, Mohar [14] demonstrated a polynomial-time algorithm for obtaining such a disk-packing within any specified accuracy.

A finite sequence of closed disks having disjoint interiors is called a chain if each disk except the last is tangent to its successor. A chain is a cycle if the first and last disks are tangent. A flower with $n$ petals consists of a cycle of $n$ disks that surround the unit disk and are all tangent to it. Rodin and Sullivan [15] proved that there is a constant $r$ depending only on $n$ such that, for any flower with $n$ petals, all petals have radius of at least $r$. They named this result the Ring Lemma. Hansen [10] went on to evaluate the largest value of $r$ for which the Ring Lemma holds. The following is a trivial corollary of Hansen's result.

THEOREM 3.2. There is a constant $\beta$ between 0 and 1 such that, in any flower with $n$ petals, every petal has radius of at least $\beta^{n}$.

Given any triangulated planar graph $G$ with maximum degree $d$ and distinguished face $f_{\text {ext }}$, let $P$ be a disk-packing that realizes $\left(G, f_{\text {ext }}\right)$ such that the three outer disks of $P$ all have unit radius. (That such a $P$ exists can be seen by first applying Theorem 3.1 and then applying two bilinear transformations to obtain the three outer radii of unit value.) Let $\Gamma_{P}(G)$ denote the planar straight-line drawing of $G$ induced by $P$. Let $P^{\prime}$ be the diskpacking obtained from $P$ by adding nine additional unit disks to $P$ such that each outer disk of $P$ is now at the center of a flower with six unit disks as petals. Let $G^{\prime}$ be the planar graph induced by $P^{\prime}$. Clearly, $G^{\prime}$ has maximum degree at most $d+4$.

Consider any vertex $v$ of $G$ and consider all its neighbors in $G^{\prime}$. The disks in $P^{\prime}$ that correspond to $v$ and its neighbors form a flower (under suitable translation and adjustment for scale). By Theorem 3.2, all petals of this flower have radius of at least $\beta^{d+4}$, and thus
it follows that all angles at $v$ in $\Gamma_{P}(G)$ have value of at least $\alpha^{d}$ for some constant $\alpha$ between 0 and 1 , independent of $v$.

Thus, we have the following theorem.
Theorem 3.3. Let $G$ be an arbitrary triangulated planar graph with maximum degree $d$ and distinguished face $f_{\mathrm{ext}}$. Then $G$ admits a planar straight-line drawing with exterior face $f_{\text {ext }}$ and angular resolution of at least $\alpha^{d}$ radians, where $\alpha$ is a constant between 0 and 1 .

Hansen [10] constructs a flower $F_{d}$ with $d$ petals such that the smallest petal in the flower has radius bounded above by $\mu^{d}$, for some constant $\mu$ between 0 and 1. The planar graph $H_{d}$ induced by $F_{d}$ is a triangulated planar graph of maximum degree $d$. It follows from Hansen's results that, for any disk-packing $P$ that realizes $H_{d}$, the induced planar straight-line drawing $\Gamma_{P}\left(H_{d}\right)$ has angular resolution bounded above by $\nu^{d}$, for some constant $\nu$ between 0 and 1 . Hence, planar straight-line drawings induced by disk-packings cannot guarantee angular resolution of more than $\nu^{d}$, in general.
4. A linear program and its evaluation. In this section, we define a very natural LP associated with a triangulated planar graph $G$ of maximum degree $d$ whose optimal objective value is an upper bound on the angular resolution of $G$. By casting this LP as a max-flow problem and applying the max-flow min-cut theorem, we prove that its optimal value is at least $\pi /(3(d-1))$ for all $G$, as above.

Let $G=\langle V, E\rangle$ be a triangulated planar graph with maximum degree $d \geq 2$ and exterior face $f_{\text {ext }}$. Introduce a collection of variables called "angles," representing anglevalues in a drawing of $G$. The LP that we are interested in maximizes the minimum "angle" subject to the following constraints: (1) the "angles" at every vertex sum to $2 \pi$, (2) the "angles" inside any interior face sum to $\pi$, and (3) all "angles" are greater than or equal to zero.

Special cases of this LP were considered for orthogonal drawings by Vijayan and Wigderson [22] and Tamassia [19], and for upward drawings by Bertolazzi and Di Battista [3]. Vijayan [21] considered the linear-programming problem of determining whether a planar graph with preassigned angles admits a planar straight-line realization. Our result is the following theorem.

Theorem 4.1. The above LP has optimal value of at least $\pi /(3(d-1))$.
Proof. Let $F$ be the collection of all faces of $G$, including $f_{\text {ext }}$. Let deg $(v)$ denote the degree of vertex $v$ in $G$. Let $V_{\text {ext }} \subseteq V$ be the subset of vertices that lie on $f_{\text {ext }}$. Let $H$ denote the directed bipartite graph $\langle V, F, I\rangle$, where $(v, f) \in I$ if and only if vertex $v \in V$ and face $f \in F$ are incident in $G$.

We now describe a max-flow problem corresponding to the above LP. Begin with the digraph $H=\langle V, F, I\rangle$. Let all arcs of $H$ have infinite capacity. Add to $H$ two new vertices, $s$ and $t$. Fix a real number $\alpha \in[0, \pi / d]$. Create an arc from $s$ to each vertex $v \in$ $V$ with capacity $2 \pi-\alpha \operatorname{deg}(v)$. Create an arc from each vertex $f \in F-f_{\text {ext }}$ to vertex $t$ with capacity $\pi-3 \alpha$. Create an arc from $f_{\text {ext }}$ to $t$ with capacity $5 \pi-3 \alpha$. Call this capacitated network $K$. Clearly, $K$ has an $s-t$ flow saturating all $s$-arcs, if and only if $\alpha$ is a lower bound for the LP.

Now, by the max-flow min-cut theorem, $K$ has an $s-t$ flow of value

$$
\sum_{v \in V}[2 \pi-\alpha \operatorname{deg}(v)]
$$

(and hence saturating all $s$-arcs) if and only if every $s-t$ cut has capacity $\geq$

$$
\sum_{v \in V}[2 \pi-\alpha \operatorname{deg}(v)]
$$

Let us consider any finite-capacity $s-t$ cut. Such a cut is of the form $(S, \bar{S})$, where $S=$ $\{s\} \cup V^{\prime} \cup F^{\prime}$, where $V^{\prime} \subseteq V$, and $F^{\prime} \subseteq F$ denotes a set of $F$-vertices containing all those incident to $V^{\prime}$.

It suffices to consider only those cuts where $V^{\prime}$ and $F^{\prime}$ are tightly coupled, which means that they satisfy the following two properties: (1) $F^{\prime}$ consists of exactly those $F$ vertices incident to $V^{\prime}$, and (2) any superset of $V^{\prime}$ is incident to an $F$-vertex not in $F^{\prime}$. Clearly, in the lowest-capacity cut $(S, \bar{S})$, the sets $V^{\prime}$ and $F^{\prime}$ are tightly coupled.

Thus, if $S$ contains $f_{\text {ext }}$, we may assume $S$ also contains at least one member of $V_{\text {ext }}$. However, if $S$ contains $f_{\text {ext }}$ and does not contain all members of $V_{\text {ext }}$, then a cut with lower capacity can be obtained by removing $f_{\text {ext }}$ and all members of $V_{\text {ext }}$ from $S$. Hence, in the cut $(S, \bar{S})$ with least capacity, $S$ either contains no vertices among $V_{\text {ext }} \cup\left\{f_{\text {ext }}\right\}$ or contains all these vertices.

To begin, we assume the former, that $S$ contains no vertices among $V_{\text {ext }} \cup\left\{f_{\text {ext }}\right\}$. In this case, the capacity of the cut $(S, \bar{S})$ is

$$
\sum_{v \notin V^{\prime}}[2 \pi-\alpha \operatorname{deg}(v)]+\sum_{f \in F^{\prime}}[\pi-3 \alpha] .
$$

We wish to determine the values of $\alpha$ for which this capacity is greater than or equal to $\sum_{v \in V}[2 \pi-\alpha \operatorname{deg}(v)]$ (the saturation flow value for $K$ ) for all tightly coupled $V^{\prime}, F^{\prime}$, where $V^{\prime} \subseteq V-V_{\text {ext }}$ and $F^{\prime} \subseteq F-f_{\text {ext }}$. The inequality can be expressed as

$$
\sum_{f \in F^{\prime}}[\pi-3 \alpha] \geq \sum_{v \in V^{\prime}}[2 \pi-\alpha \operatorname{deg}(v)] .
$$

Simplifying further, we ask for the values of $\alpha$ where

$$
\begin{equation*}
(\pi-3 \alpha)\left|F^{\prime}\right|-2 \pi\left|V^{\prime}\right|+\alpha \operatorname{deg}\left(V^{\prime}\right) \tag{1}
\end{equation*}
$$

is greater than or equal to zero for all tightly coupled $V^{\prime}, F^{\prime}$, where $V^{\prime} \subseteq V-V_{\mathrm{ext}}$ and $F^{\prime} \subseteq F-f_{\text {ext }}$. (Here $\operatorname{deg}\left(V^{\prime}\right)$ denotes the sum of the degrees of all the vertices in $V^{\prime}$.)

Henceforth, we denote the quantity (1) by $h\left(V^{\prime}, F^{\prime}\right)$.
We say a vertex (edge) is incident to a face of a planar graph if it participates in the cycle that defines the face. Let $G_{F^{\prime}}$ be the subgraph of $G$ whose vertices and edges are exactly those incident to faces in $F^{\prime}$. Suppose that $G_{F^{\prime}}$ consists of biconnected components $G_{1}, \ldots, G_{p}$. Let $V_{i}^{\prime}$ denote the vertices of $G_{i}$ that belong to $V^{\prime}$ and let $F_{i}^{\prime}$ denote the faces of $G_{i}$ that belong to $F^{\prime}$. Then each pair $V_{i}^{\prime}, F_{i}^{\prime}$ is tightly coupled, and

$$
h\left(V^{\prime}, F^{\prime}\right)=h\left(V_{1}^{\prime}, F_{1}^{\prime}\right)+\cdots+h\left(V_{p}^{\prime}, F_{p}^{\prime}\right)
$$

Hence, a tightly coupled $V^{\prime}, F^{\prime}$ pair that makes $h\left(V^{\prime}, F^{\prime}\right)$ as small as possible is associated with a $G_{F^{\prime}}$ that is biconnected. We now assume that $G_{F^{\prime}}$ is biconnected.

Let $V_{b}$ and $E_{b}$ consist of all vertices and edges, respectively, in $G_{F^{\prime}}$ that are incident to faces in $F-F^{\prime}$. Clearly, $V_{b}$ and $V^{\prime}$ are disjoint vertex sets. Call $V_{b}$ the boundary vertices of $G_{F^{\prime}}$ and $E_{b}$ the boundary edges of $G_{F^{\prime}}$. Note that each connected component of the graph ( $V_{b}, E_{b}$ ) looks like a tree of cycles (by cycle, we always mean simple cycle). See Fig. 2(a).

Let $T$ be such a tree of cycles. An articulation point $v$ of $T$ has multiplicity $m$ if $v$ participates in exactly $m$ cycles of $T$. Consider the following transformation of $G_{F^{\prime}}$. Duplicate each articulation point $v$ of $T$ a number of times equal to its multiplicity (maintaining each copy of $v$ in $V_{b}$ ), so that $T$ now becomes a cycle. See Fig. 2(b). This transformation in no way affects the values of $\left|V^{\prime}\right|,\left|F^{\prime}\right|$, and $\operatorname{deg}\left(V^{\prime}\right)$ and therefore preserves $h\left(V^{\prime}, F^{\prime}\right)$. Thus, without loss of generality, we assume that in $G_{F^{\prime}}$ each connected


FIG. 2. (a) Bold lines illustrate the connected components of $\left(V_{b}, E_{b}\right)$. The faces of $G_{F^{\prime}}$ that belong to $F^{\prime}$ are shaded. (b) What $G_{F^{\prime}}$ looks like after duplicating all the articulation points of $\left(V_{b}, E_{b}\right)$.
component of $\left(V_{b}, E_{b}\right)$ is a cycle. Let $k$ be the number of such cycles that constitute $\left(V_{b}, E_{b}\right)$.

We now derive a lower bound for $h\left(V^{\prime}, F^{\prime}\right)$ that holds for all tightly coupled $V^{\prime}, F^{\prime}$, where $V^{\prime} \subseteq V-V_{\mathrm{ext}}$ and $F^{\prime} \subseteq F-f_{\mathrm{ext}}$.

First, we observe that any triangulated planar graph on $n$ vertices has $2 n-4$ faces. Thus

$$
\left|F^{\prime}\right|=2\left(\left|V^{\prime}\right|+\left|V_{b}\right|+k\right)-4-\left|V_{b}\right|=2\left|V^{\prime}\right|+\left|V_{b}\right|+2 k-4,
$$

where $\left|V_{b}\right|$ is the number of boundary vertices in $G_{F^{\prime}}$. This formula is obtained by placing an imaginary vertex inside each cycle of ( $V_{b}, E_{b}$ ) and triangulating.

In a triangulated planar graph on $n$ vertices, the total vertex degree is $6 n-12$. From this, it follows that the total vertex degree in $G_{F^{\prime}}$ is

$$
\operatorname{deg}\left(V^{\prime} \cup V_{b}\right)=6\left(\left|V^{\prime}\right|+\left|V_{b}\right|+k\right)-12-2\left|V_{b}\right|=6\left|V^{\prime}\right|+4\left|V_{b}\right|+6 k-12
$$

Again, this formula is obtained by placing an imaginary vertex inside each cycle of $\left(V_{b}, E_{b}\right)$ and triangulating.

Since every vertex in $G_{F^{\prime}}$ has degree at most $d$, we have

$$
\begin{aligned}
\operatorname{deg}\left(V^{\prime}\right) & \geq \operatorname{deg}\left(V^{\prime} \cup V_{b}\right)-d\left|V_{b}\right|=6\left|V^{\prime}\right|+4\left|V_{b}\right|+6 k-12-d\left|V_{b}\right| \\
& =6\left|V^{\prime}\right|+(4-d)\left|V_{b}\right|+6 k-12 .
\end{aligned}
$$

Thus

$$
\begin{aligned}
h\left(V^{\prime}, F^{\prime}\right)= & (\pi-3 \alpha)\left|F^{\prime}\right|-2 \pi\left|V^{\prime}\right|+\alpha \operatorname{deg}\left(V^{\prime}\right) \\
\geq & (\pi-3 \alpha)\left(2\left|V^{\prime}\right|+\left|V_{b}\right|+2 k-4\right) \\
& -2 \pi\left|V^{\prime}\right|+\alpha\left(6\left|V^{\prime}\right|+(4-d)\left|V_{b}\right|+6 k-12\right) \\
= & (\pi-(d-1) \alpha)\left|V_{b}\right|+2 \pi(k-2) .
\end{aligned}
$$

This last expression is smallest when $\left|V_{b}\right|$ and $k$ assume their smallest possible values, namely when $V_{b}=3$ and $k=1$. Plugging in these values yields

$$
h\left(V^{\prime}, F^{\prime}\right) \geq(\pi-(d-1) \alpha)\left|V_{b}\right|+2 \pi(k-2) \geq(\pi-(d-1) \alpha) 3-2 \pi .
$$

This last quantity is greater than or equal to zero if and only if $\alpha \leq \pi / 3(d-1)$. Thus, the condition $\alpha \leq \pi / 3(d-1)$ implies that $h\left(V^{\prime}, F^{\prime}\right) \geq 0$ for all tightly coupled $V^{\prime}, F^{\prime}$,
where $V^{\prime} \subseteq V-V_{\text {ext }}$ and $F^{\prime} \subseteq F-f_{\text {ext }}$. This completes the case where $S$ contains no members of $V_{\text {ext }} \cup\left\{f_{\text {ext }}\right\}$.

Let us now assume that $S$ contains all the members of $V_{\text {ext }} \cup\left\{f_{\text {ext }}\right\}$. In this case, $f_{\text {ext }} \in F^{\prime}$, and the capacity of the cut $(S, \bar{S})$ is

$$
4 \pi+\sum_{v \notin V^{\prime}}[2 \pi-\alpha \operatorname{deg}(v)]+\sum_{f \in F^{\prime}}[\pi-3 \alpha] .
$$

We are interested in the values of $\alpha$ for which this capacity is always greater than or equal to $\sum_{v \in V}[2 \pi-\alpha \operatorname{deg}(v)]$. That is, we ask for the values of $\alpha$ where

$$
4 \pi+(\pi-3 \alpha)\left|F^{\prime}\right|-2 \pi\left|V^{\prime}\right|+\alpha \operatorname{deg}\left(V^{\prime}\right)
$$

is greater than or equal to zero for all $V^{\prime} \subseteq V$ containing $V_{\text {ext }}$ and $F^{\prime} \subseteq F$ containing $f_{\text {ext }}$, where $V^{\prime}$ and $F^{\prime}$ are tightly coupled. Arguing as before, we obtain

$$
h\left(V^{\prime}, F^{\prime}\right) \geq 4 \pi+(\pi-(d-1) \alpha)\left|V_{b}\right|+2 \pi(k-2) .
$$

The right-hand side is as small as possible when $\left|V_{b}\right|$ and $k$ are as small as possible, namely, when $\left|V_{b}\right|=0$ and $k=0$. Thus, we conclude that $h\left(V^{\prime}, F^{\prime}\right)$ is always greater than or equal to zero independent of $\alpha$. This completes the case where $S$ contains all the members of $V_{\text {ext }} \cup\left\{f_{\text {ext }}\right\}$.

We have now shown that all $s-t$ cuts $(S, \bar{S})$ have capacity $\geq \sum_{v \in V}[2 \pi-\alpha \operatorname{deg}(v)]$ as long as $\alpha=\pi /(3(d-1)$ ). For such $\alpha, K$ has an $s-t$ flow that saturates all $s$-arcs. Thus, $\alpha=\pi /(3(d-1))$ is a lower bound for the optimal value of the LP.
5. The angular resolution of outerplanar graphs. An outerplanar graph is triangulated if every interior face is a triangle. In this section, we prove that every triangulated outerplanar graph of maximum degree $d$ has a planar straight-line drawing in which all angles are $\Omega(1 / d)$ and where all interior faces are similar isosceles triangles.

First, we introduce some notation. Let $A B$ denote a line segment in the plane with endpoints labeled $A, B$. Let $\triangle A B C$ denote a triangle with vertices labeled $A, B, C$. Let $\angle A B C$ denote the magnitude of the angle between the line segments $B A$ and $B C$. We begin with a technical lemma.

Lemma 5.1. Fix any integer $t \geq 2$. Let $\alpha=\pi / 2(t+2)$. Draw $\triangle A B C$ as an isosceles triangle with edge $A B$ of length 1 lying on the $x$-axis, vertex $C$ above the $x$-axis, and $\angle C A B=\angle C B A=\alpha$. Let $s$ be the height of vertex $C$ above the $x$-axis and let $r$ be the length of the edge $A C$. Let $R_{A}$ be a ray emanating from $A$ and passing through a point $Q_{A}$ directly above $C$ at a height $l=s \sum_{i=0}^{\infty} r^{i}$ above the $x$-axis. Then the angle $\beta$ between $R_{A}$ and the edge $A C$ satisfies $(t-1) \alpha+\beta<\pi / 2$. (See Fig. 3.)

Proof. The result follows from a short sequence of equalities and inequalities,

$$
\begin{aligned}
\beta+\alpha & =\arctan 2 l \\
& \left.=\arctan \frac{2 s}{1-r}<\frac{2 s}{1-r} \quad \text { (because } \tan x>x \text { for } x>0\right) \\
& \left.=\frac{2 \sin \alpha}{2 \cos \alpha-1} \quad \text { (because } r \cos \alpha=\frac{1}{2} \text { and } r \sin \alpha=s\right) \\
& <\frac{2 \alpha}{2\left(1-\frac{\alpha^{2}}{2}\right)-1}=\frac{2 \alpha}{1-\alpha^{2}} \leq 4 \alpha \quad\left(\text { as long as } \alpha \leq \frac{1}{\sqrt{2}}\right) .
\end{aligned}
$$

Since $\alpha=\pi / 2(t+2)<1 / \sqrt{2}$, we have from above, $\beta<3 \alpha$. Therefore, $(t-1) \alpha+\beta<$ $(t+2) \alpha \leq \pi / 2$.


Fig. 3. Construction for statement of Lemma 5.1.

To state and prove the theorem of this section, we need two more definitions.
(i) Given an isosceles triangle $\triangle A B C$ with axis of symmetry passing through $C$, define the base angle to be the value $\angle C A B$ (or, equivalently, $\angle C B A$ ).
(ii) Given a triangulated outerplanar graph $G$, the dual graph for $G$ is obtained by placing a vertex in each interior face of $G$ and connecting two vertices by an edge when the corresponding faces of $G$ share an edge of $G$. Clearly, the dual graph of a triangulated outerplanar graph is always a tree.

Theorem 5.1. Let $G$ be a triangulated outerplanar graph with exterior face $F$ and maximum degree d. Let $\triangle A B C$ be any face of $G$, where edge $A B$ lies on $F$. Let $\delta_{A}$ denote the degree of vertex $A$ in $G$ and let $\delta_{B}$ denote the degree of vertex $B$ in $G$. Then $G$ admits a planar straight-line drawing $D(G)$ in which all interior faces are similar isosceles triangles with base angle $\alpha=\pi / 2(d+2)$. Assume that, in this drawing, the edge $A B$ of triangle $\triangle A B C$ is of length 1 and lies on the $x$-axis. Let $\beta$ be the angle defined in Lemma 5.1. Then $D(G)$ lies inside a triangle $\triangle A B P$, where $\angle P A B \leq\left(\delta_{A}-1\right) \alpha+\beta<\pi / 2$ and $\angle P B A \leq\left(\delta_{B}-1\right) \alpha+\beta<\pi / 2$.

Proof. Let $T$ be the dual tree of $G$ and suppose that $T$ is rooted at $\triangle A B C$. We prove the theorem by induction on the height of $T$.

If the height of $T$ is zero (so that $G$ consists only of the face $\triangle A B C$ ), the theorem clearly holds.

Next, suppose that the theorem holds when the height of $T$ is $\leq h$. We now show that the theorem holds when the height of $T$ equals $h+1$.


Fig. 4. Construction for proof of Theorem 5.1.


Fig. 5. Construction for proof of Theorem 5.1.

Consider the triangle $\triangle A B C$. By removing the edge $A B$ from $G$ and duplicating the vertex $C$ (let $B_{1}$ and $B_{2}$ denote the copies of $C$ ), the graph $G$ is split into two triangulated outerplanar subgraphs $G_{1}$ and $G_{2}$. See Fig. 4. Let $A_{1}=A$ and $A_{2}=B$. Let $T_{1}$ be the dual tree for $G_{1}$ rooted at the face $\Delta A_{1} B_{1} C_{1}$ and let $T_{2}$ be the dual tree for $G_{2}$ rooted at the face $\Delta A_{2} B_{2} C_{2}$. The height of both $T_{1}$ and $T_{2}$ is at most $h$. So, by the induction hypothesis, there are planar straight-line drawings $D\left(G_{1}\right)$ and $D\left(G_{2}\right)$ satisfying the conclusions of the theorem for each of $G_{1}$ and $G_{2}$, respectively.

Now we construct the drawing $D(G)$ for $G$ and show that it satisfies the conclusions of the theorem. Take the naked triangle $\triangle A B C$ and draw it isosceles with base angle $\alpha$. Put the edge $A B$ on the $x$-axis and give it length 1 . Next, scale and rotate the drawings $D\left(G_{1}\right)$ and $D\left(G_{2}\right)$ so that they abut the triangle $\triangle A B C$, as shown in Fig. 5. Let $D(G)$ denote the resulting drawing of $G$. Clearly, $D(G)$ is planar because, by the induction hypothesis, each of $D\left(G_{1}\right)$ and $D\left(G_{2}\right)$ is planar and each lies inside a triangle of the appropriate shape so that there is no conflict between them.

It remains to show that $D(G)$ lies inside triangle $\triangle A B P$ with the desired angles. Let $r<1$ be the length of the edge $A C$ in the triangle $\triangle A B C$. let $s$ be the height of $C$ above the $x$-axis. It is not difficult to see that the highest vertex in the drawing $D(G)$ has height less than $s \sum_{i=0}^{h-1} r^{i}<s \sum_{i=0}^{\infty} r^{i}$. Let $l$ denote the value $s \sum_{i=0}^{\infty} r^{i}$. Consider the ray $R_{A}$ emanating from $A$ defined as follows. If $G_{1}=\phi$, then $R_{A}$ passes through a point $Q_{A}$ directly above $C$ at a height $l$ above the $x$-axis. (The angle between $R_{A}$ and $A C$ is precisely $\beta$ from Lemma 5.1.) If $G_{1} \neq \phi$, then $R_{A}$ coincides with the edge $A_{1} P_{1}$ of the triangle $\Delta A_{1} B_{1} P_{1}$ that contains $D\left(G_{1}\right)$. Similarly define the ray $R_{B}$. By the induction hypothesis, the angle between the ray $R_{A}$ and the segment $A B$ is at most $\left(\delta_{A}-2\right) \alpha+\beta+\alpha=$ ( $\delta_{A}-1$ ) $\alpha+\beta<\pi / 2$. Similarly, the angle between the ray $R_{B}$ and the segment $B A$ is at most $\left(\delta_{B}-2\right) \alpha+\beta+\alpha=\left(\delta_{B}-1\right) \alpha+\beta<\pi / 2$. Hence the two rays $R_{A}$ and $R_{B}$ cross at some point $P$, and $D(G)$ lies in the triangle $\triangle A B P$ with the desired angles.


Fig. 6. Planar straight-line drawing of a triangulated outerplanar graph using the method of Theorem 5.1.


Fig. 7. The graphs in the sequence $G_{n}, n=1,2,3, \ldots$
Fig. 6 shows a planar straight-line drawing for a triangulated outerplanar graph using the method of Theorem 5.1.
6. Area versus angular resolution. Given a planar straight-line drawing of a planar graph in which the vertices of the graph reside at lattice points of a grid, the area of the drawing is simply the area of the smallest rectangle that contains it. The following theorem shows that, for certain bounded-degree triangulated planar graphs, it is not always possible to achieve small area and large angular resolution within the same planar straight-line drawing.

THEOREM 6.1. Let $G_{n}, n=1,2,3, \cdots$ be the sequence of triangulated planar graphs with maximum degree 6, illustrated in Fig. 7. Let c be any constant greater than zero. Then any planar straight-line drawing of $G_{n}$ in which all angles have value greater than c requires area exponential in $n$.

Proof. Let $A(n)$ be the area required by any planar straight-line drawing of $G_{n}$ with angular resolution greater than c . It follows from the recursive structure of $G_{n}$ and from elementary geometry that $A(n)=\Omega(A(n-1)$ ) (where the constant in the $\Omega$ depends on $c$ ). Thus, $A(n)$ is exponential in $n$.
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# PLANAR SEPARATORS* 
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#### Abstract

The authors give a short proof of a theorem of Lipton and Tarjan, that, for every planar graph with $n>0$ vertices, there is a partition $(A, B, C)$ of its vertex set such that $|A|,|B|<\frac{2}{3} n,|C| \leq 2(2 n)^{1 / 2}$, and no vertex in $A$ is adjacent to any vertex in $B$. Secondly, they apply the same technique more carefully to deduce that, in fact, such a partition $(A, B, C)$ exists with $|A|,|B|<\frac{2}{3} n$, and $|C| \leq \frac{3}{2}(2 n)^{1 / 2}$; this improves the best previously known result. An analogous result holds when the vertices or edges are weighted.


Key words. separators, $k$-shields, corner

1. The Lipton-Tarjan theorem. Our first objective is to give a short proof of the following theorem of Lipton and Tarjan [3] $(V) G)$ denotes the vertex set of the graph $G$ ):
(1.1). Let $G$ be a planar graph with $n>0$ vertices. Then there is a partition $(A, B$, C) of $V(G)$ such that $|A|,|B|<\frac{2}{3} n,|C| \leq 2 \sqrt{2} \sqrt{n}$, and no vertex in $A$ is adjacent to any in $B$.

Proof. We may assume that $G$ has no loops or multiple edges, that $n \geq 3$, and (by adding new edges to $G$ ) that $G$ is drawn in the plane in such a way that every region is bounded by a circuit of three edges. (Circuits have no "repeated" vertices.) Let $k=\lfloor\sqrt{2 n}\rfloor$. For any circuit $C$ of $G$, we denote by $A(C)$ and $B(C)$ the sets of vertices drawn inside $C$ and outside $C$, respectively; thus $(A(C), B(C), V(C))$ is a partition of $V(G)$, and no vertex in $A(C)$ is adjacent to any in $B(C)$. Choose a circuit $C$ of $G$ such that
(i) $|V(C)| \leq 2 k$,
(ii) $|B(C)|<\frac{2}{3} n$,
(iii) subject to (i) and (ii), $|A(C)|-|B(C)|$ is minimum.
(This is possible because the circuit bounding the infinite region satisfies (i) and (ii).)
We suppose, for a contradiction, that $|A(C)| \geq \frac{2}{3} n$. Let $D$ be the subgraph of $G$ drawn in the closed disc bounded by $C$. For $u, v \in V(C)$, let $c(u, v)$ (respectively, $d(u, v)$ ) be the number of edges in the shortest path of $C$ (respectively, $D$ ) between $u$ and $v$.
(1) $c(u, v)=d(u, v)$ for all $u, v \in V(C)$.

For certainly, $d(u, v) \leq c(u, v)$, since $C$ is a subgraph of $D$. If possible, choose a pair $u, v \in V(C)$ with $d(u, v)$ minimum such that $d(u, v)<c(u, v)$. Let $P$ be a path of $D$ between $u$ and $v$, with $d(u, v)$ edges. Suppose that some internal vertex $w$ of $P$ belongs to $V(C)$. Then

$$
d(u, w)+d(w, v)=d(u, v)<c(u, v) \leq c(u, w)+c(w, v),
$$

and so either $d(u, w)<c(u, w)$ or $d(w, v)<c(w, v)$; either case is contrary to the choice of $u, v$. Thus there is no such $w$. Let $C, C_{1}, C_{2}$ be the three circuits of $C \cup P$,

[^18]where $\left|A\left(C_{1}\right)\right| \geq\left|A\left(C_{2}\right)\right|$. Now $\left|B\left(C_{1}\right)\right|<\frac{2}{3} n$, since
\[

$$
\begin{aligned}
n-\left|B\left(C_{1}\right)\right| & =\left|A\left(C_{1}\right)\right|+\left|V\left(C_{1}\right)\right| \\
& >\frac{1}{2}\left(\left|A\left(C_{1}\right)\right|+\left|A\left(C_{2}\right)\right|+|V(P)|-2\right)=\frac{1}{2}|A(C)| \geq \frac{1}{3} n
\end{aligned}
$$
\]

However, $\left|V\left(C_{1}\right)\right| \leq|V(C)|$, since $|E(P)| \leq c(u, v)$, and so $C_{1}$ satisfies (i) and (ii). By (iii), $B\left(C_{1}\right)=B(C)$, and, in particular, $c(u, v) \leq 1$, which is impossible since $d(u, v)<c(u, v)$. This proves (1).

Suppose that $|V(C)|<2 k$. Choose $e \in E(C)$ and let $P$ be the two-edge path of $D$ such that the union of $P$ and $e$ forms a circuit bounding a region inside of $C$. Let $v$ be the middle vertex of $P$ and let $P^{\prime}$ be the path $C \backslash e$. Now $P \neq P^{\prime}$, since $A(C) \neq \varnothing$, and so $v \notin V(C)$ by (1). Hence $P \cup P^{\prime}$ is a circuit satisfying (i) and (ii), contrary to (iii). This proves that $|V(C)|=2 k$.

Let the vertices of $C$ be $v_{0}, v_{1}, \ldots, v_{2 k-1}, v_{2 k}=v_{0}$, in order. There are $k+1$ vertexdisjoint paths of $D$ between $\left\{v_{0}, v_{1}, \ldots, v_{k}\right\}$ and $\left\{v_{k}, v_{k+1}, \ldots, v_{2 k}\right\}$; for otherwise, by a well-known form of Menger's theorem for planar triangulations, there is a path of $D$ between $v_{0}$ and $v_{k}$ with $\leq k$ vertices, contrary to (1).

Let these paths be $P_{0}, P_{1}, \ldots, P_{k}$, where $P_{i}$ has ends $v_{i}, v_{2 k-i}(0 \leq i \leq k)$. By (1),

$$
\left|V\left(P_{i}\right)\right| \geq \min (2 i+1,2(k-i)+1)
$$

and so

$$
n=|V(G)| \geq \sum_{0 \leq i \leq k} \min (2 i+1,2(k-i)+1) \geq \frac{1}{2}(k+1)^{2} .
$$

Yet $k+1>\sqrt{2 n}$ by the definition of $k$, a contradiction. Thus our assumption that $|A(C)| \geq \frac{2}{3} n$ was false, and so $|A(C)|<\frac{2}{3} n$ and $(A(C), B(C), V(C))$ is a partition satisfying the theorem.
2. Shields. In the remainder of the paper, we use the same technique more carefully to improve (1.1) numerically. A separator in a graph $G$ is a partition $(A, B, C)$ of $V(G)$ such that $|A|,|B| \leq \frac{2}{3}|V(G)|$ and no vertex in $A$ is adjacent to any vertex in $B$; its order is $|C|$. Therefore, it is implied by (1.1) that any planar graph with $n$ vertices has a separator of order $\leq 8^{1 / 2} n^{1 / 2}$, and we might try to find the smallest constant $\lambda$ such that every planar graph with $n$ vertices has a separator of order $\leq \lambda n^{1 / 2}$. The LiptonTarjan result (1.1) asserts that $\lambda \leq 8^{1 / 2} \simeq 2.828$, and this was improved by Gazit [2], who showed that $\lambda \leq \frac{7}{3} \simeq 2.333$. We give a further improvement, showing that $\lambda \leq$ $\frac{3}{2} \cdot 2^{1 / 2} \simeq 2.121$. Incidentally, the best lower bound known appears to be that of Djidjev [1], who showed that

$$
\lambda \geq \frac{1}{3} \sqrt{4 \pi \sqrt{3}} \simeq 1.555
$$

Actually, we prove a slight strengthening, below (and indeed, we prove an extension when the vertices or edges have weights).
(2.1). Let $G$ be a loopless graph with $n$ vertices, drawn in a sphere $\Sigma$. Then there is a simple closed curve $F$ in $\Sigma$, meeting the drawing only in vertices, such that $n_{1}+\frac{1}{2} n_{3}, n_{2}+\frac{1}{2} n_{3} \leq 2 n / 3$, and $n_{3} \leq \frac{3}{2}(2 n)^{1 / 2}$, where $F$ passes through $n_{3}$ vertices and the two open discs bounded by $F$ contain $n_{1}$ and $n_{2}$ vertices, respectively.

We are concerned with graphs drawn in a disc or sphere $\Sigma$ and, to simplify notation, we usually do not distinguish between a vertex of the graph and the point of $\Sigma$ used in the drawing to represent the vertex, or between an edge and the open line segment representing it. A subset of $\Sigma$ homeomorphic to the closed interval [ 0,1 ] is called
an $I$-arc. If $G$ is drawn in $\Sigma$, a subset of $\Sigma$ meeting the drawing only in vertices is G-normal.

The proof of (2.1) relies on the notion of a " $k$-shield." Let $k \geq 0$. A $k$-shield (in $\Delta$ ) is a loopless graph $G$ drawn in a closed disc $\Delta$ such that, denoting the boundary of $\Delta$ by $b d(\Delta)$,
(i) $|V(G) \cap b d(\Delta)|=k$,
(ii) $b d(\Delta)$ is $G$-normal, and
(iii) for every $G$-normal $I$-arc $F \subseteq \Delta$ with ends $x, y \in b d(\Delta)$, there is an $I$-arc $F^{\prime} \subseteq b d(\Delta)$ with ends $x, y$ such that $\left|V(G) \cap F^{\prime}\right| \leq|V(G) \cap F|$.

We can view the proof of (1.1) as consisting of two parts (omitting the reduction to $G$ being a planar triangulation, which is included only for convenience and can easily be avoided): Roughly, we show that, for any $k$, every planar graph either has a separator of order $\leq k$ or has a subgraph that is a $k$-shield; secondly, we show that any $k$-shield has at least approximately $\frac{1}{8} k^{2}$ vertices. Consequently, any planar graph with no separator of order $\leq k$ has at least approximately $\frac{1}{8} k^{2}$ vertices, and (1.1) follows.

We improve this as follows. First, $\frac{1}{8}$ is the wrong constant; we shall see that any $k$ shield has at least $\frac{1}{6} k^{2}$ vertices. ( $\frac{1}{6}$ might not be the right constant, either.) Secondly, with a little care, we can find a $k$-shield in $G$ that contains at most three-quarters of the vertices of $G$.

In this section, we prove the fact that any $k$-shield has at least $\frac{1}{6} k^{2}$ vertices and some related lemmas; these are applied to prove (2.1) in the next section.

The proof of the next result is due to A. Schrijver (in a private communication); our original proof was an application of a currently unpublished theorem of Randby about graphs drawn in the projective plane [5], but Schrijver's proof is simpler.
(2.2). If $G$ is a $k$-shield, then $|E(G)| \geq \frac{1}{2} k(k-1)$.

Proof. We may assume that $k \geq 3$ and that $G$ has no multiple edges. We may also assume that $G$ is 2 -connected, for, if not, then it includes a smaller $k$-shield, since one of the following holds:
(i) there is a closed disc $\Delta^{\prime} \subseteq \Delta$ such that $b d\left(\Delta^{\prime}\right)$ is $G$-normal, $\left|b d\left(\Delta^{\prime}\right) \cap V(G)\right| \leq 1$, and the interior of $\Delta^{\prime}$ meets $G$, but then we may produce a smaller $k$-shield by deleting the part of $G$ in the interior of $\Delta^{\prime}$;
(ii) there is a $G$-normal $I$-arc $F \subseteq \Delta$ with ends $x, y \in b d(\Delta)-V(G)$ and with $F \cap b d(\Delta)=\{x, y\}$ and $|F \cap V(G)|=1$, dividing $\Delta$ into two closed discs $\Delta_{1}, \Delta_{2}$ such that the interiors of both $\Delta_{1}$ and $\Delta_{2}$ meet $G$, but then (since $G$ is a $k$-shield, and we may assume that (i) is false) it follows that $\left|b d\left(\Delta_{i}\right) \cap V(G)\right|=2$ for some $i$, say $i=2$, and hence the restriction of $G$ to $\Delta_{1}$ is a smaller $k$-shield.

Thus, let $G$ be 2-connected. It follows that there is a circuit $C$ of $G$, bounding a closed disc in $\Delta$ that includes all the drawing of $G$. Let the vertices of $G$ in $\operatorname{bd}(\Delta)$ be $v_{1}$, $\ldots, v_{k}$, and, for $1 \leq i \leq k$, let $l_{i}$ be the open line segment between $v_{i}$ and $v_{i+1}$ that is an arc-wise connected component of $b d(\Delta)-\left\{v_{1}, \ldots, v_{k}\right\}$ (where $v_{k+1}$ means $v_{1}$ ). For $1 \leq i \leq k$, let $r_{i}$ be the region of $G$ in $\Delta$ including $l_{i}$. Then, for $1 \leq i \leq k$, the boundary of $r_{i}$ consists of $l_{i}$ together with a path from $C$, while every other region of $G$ in $\Delta$ is an open disc and is bounded by a circuit of $G$. Let us say that a corner of $G$ is a pair ( $v, r$ ), where $v \in V(G)$ and $r$ is a region of $G$ in $\Delta$ incident with $v$. For any corner $(v, r)$, there are precisely two edges of $G$ incident with both $v$ and $r$ unless $r=r_{i}$ and $v=v_{i}$ or $v_{i+1}$ for some $i$, when there is only one such edge. We call any such edge an arm of the corner.

We wish to define a new graph $G^{\prime}$ drawn in $\Delta$. For each $e \in E(G)$, let $x_{e}$ be a point of the open line segment representing $e$ in the drawing of $G$. For $1 \leq i \leq k$, let $a_{i}, b_{i}$ be
distinct points of $l_{i}$, so that $v_{i}, a_{i}, b_{i}, v_{i+1}$ occur in order. The vertex set of $G^{\prime}$ will be

$$
\left\{a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{k}, b_{k}\right\} \cup\left\{x_{e}: e \in E(G)\right\}
$$

The edges of $G^{\prime}$ correspond to the corners of $G$. For each corner $(v, r)$ with two arms $e$, $f$, there is an edge of $G^{\prime}$ with ends $x_{e}, x_{f}$, drawn within $r$. For each corner $(v, r)$ with one arm $e$, let $r=r_{i}$; then, if $v=v_{i}$, the corresponding edge of $G^{\prime}$ has ends $a_{i}, x_{e}$, while, if $v=v_{i+1}$, it has ends $b_{i} x_{e}$; in either case, it is drawn within $r$. This defines $G^{\prime}$ and its drawing. We see that every vertex of $G^{\prime}$ has valency 4 , except for $a_{1}, b_{1}, \ldots, a_{k}, b_{k}$, which all have valency 1 . Moreover, each region of $G^{\prime}$ in $\Delta$ either includes a (unique) vertex of $G$ or is a subset of a region of $G$ in $\Delta$; every edge of $G^{\prime}$ is incident with one region of each type.
(1). Let $F^{\prime} \subseteq \Delta$ be an I-arc with ends $s, t \in b d(\Delta)$, not passing through any vertex of $G^{\prime}$; and let $F_{1}, F_{2}$ be the two I-arcs in $b d(\Delta)$ with ends $s$, $t$. Then the number of edges of $G^{\prime}$ crossed by $F^{\prime}$ is at least $\min \left(\left|F_{1} \cap V\left(G^{\prime}\right)\right|,\left|F_{2} \cap V\left(G^{\prime}\right)\right|\right)$.

For we may assume (by rerouting $F^{\prime}$ ) that $F^{\prime} \cap r$ is an open line segment or null, for every region $r$ of $G^{\prime}$ in $\Delta$. As we traverse $F^{\prime}$ from $s$ to $t$, the regions of $G^{\prime}$ we pass through correspond alternately to vertices and regions of $G$, and there is a $G$-normal $I$ $\operatorname{arc} F$ in $\Delta$, passing through the same sequence of vertices and regions. Moreover, we may assume that $F$ and $F^{\prime}$ have the same ends. Hence, $F$ passes through at least $\min \left(\left|F_{1} \cap V(G)\right|,\left|F_{2} \cap V(G)\right|\right)$ vertices of $G$, since $G$ is a $k$-shield; say $|F \cap V(G)| \geq$ $\left|F_{1} \cap V(G)\right|$. If both ends of $F$ are in $V(G)$, then

$$
\left|F^{\prime} \cap E\left(G^{\prime}\right)\right| \geq 2|F \cap V(G)|-2 \geq 2\left|F_{1} \cap V(G)\right|-2=\left|F_{1} \cap V\left(G^{\prime}\right)\right|,
$$

and a similar computation applies if one or neither end of $F$ is in $V(G)$. This proves (1).

Let us renumber $a_{1}, b_{1}, a_{2}, b_{2}, \ldots, a_{k}, b_{k}$ as $s_{1}, s_{2}, \ldots, s_{k}, t_{1}, t_{2}, \ldots, t_{k}$, respectively. From (1) and the result of [4], it follows that there are $k$ mutually edge-disjoint paths $P_{1}, \ldots, P_{k}$ of $G^{\prime}$ joining $s_{i}$ and $t_{i}(1 \leq i \leq k)$, respectively. Since for $1 \leq i<j \leq k, P_{i}$ and $P_{j}$ have a common vertex (because they must cross somewhere) and this vertex belongs to no other of the $k$ paths, we deduce that $G^{\prime}$ has at least $\frac{1}{2} k(k-1)$ vertices of valency 4 . Consequently, $|E(G)| \geq \frac{1}{2} k(k-1)$, as required.

A $k$-shield $G$ in $\Delta$ is stable if for every $I$-arc $L \subseteq b d(\Delta)$ with ends $x, y$ and with $L \cap V(G)=\{x, y\}$, there is no edge $e$ of $G$ with ends $x, y$ such that $L \cup e$ bounds a region of $G$ in $\Delta$.
(2.3). If $k \geq 3$ and $G$ is a stable $k$-shield, then $|V(G)| \geq \frac{1}{6} k^{2}+\frac{1}{2} k+1$.

Proof. Let $G$ be drawn in $\Delta$. If some region of $G$ in $\Delta$ is bounded by a two-edge circuit, we may delete one of these two edges. By continuing this process, we may assume there is no such region.

Let the vertices of $G$ drawn in $b d(\Delta)$ be $v_{1}, \ldots, v_{k}$ in order. Add to $G$ a new vertex $v_{0}$, edges with ends $v_{0}, v_{i}(1 \leq i \leq k)$ and edges with ends $v_{i}, v_{i+1}(1 \leq i \leq k)$, where $v_{k+1}$ means $v_{1}$. We obtain a new planar graph $G^{\prime}$, with $\left|V\left(G^{\prime}\right)\right|=|V(G)|+1$ and $\left|E\left(G^{\prime}\right)\right|=|E(G)|+2 k$. Moreover, $G^{\prime}$ can be drawn in a sphere so that no region has boundary consisting of a one- or two-edge circuit. Since $\left|V\left(G^{\prime}\right)\right| \geq 3$, it follows that $\left|E\left(G^{\prime}\right)\right| \leq 3\left|V\left(G^{\prime}\right)\right|-6$, and hence

$$
|E(G)|+2 k \leq 3(|V(G)|+1)-6 .
$$

By (2.2), however, $|E(G)| \geq \frac{1}{2} k(k-1)$, and the result follows.
Similarly, for $k \geq 2$, any $k$-shield has $\geq \frac{1}{6} k^{2}+\frac{1}{6} k+1$ vertices. We do not know if the term $\frac{1}{6} k^{2}$ here is the best possible.
(2.4). Let $G$ be a graph drawn in a closed disc $\Delta$, such that $|V(G) \cap b d(\Delta)|=$ $k$ and $b d(\Delta)$ is $G$-normal. Suppose that, for every $G$-normal $I$-arc $F \subseteq \Delta$ with ends $x$, $y \in b d(\Delta)$ and $F \cap b d(\Delta)=\{x, y\}$, there is an I-arc $F^{\prime} \subseteq b d(\Delta)$ with ends $x, y$ such that $\left|F^{\prime} \cap V(G)\right| \leq|F \cap V(G)|$. Then $G$ is a $k$-shield.

Proof. For distinct $x, y \in \operatorname{bd}(\Delta)$, let

$$
d(x, y)=\min \left(\left|F_{1} \cap V(G)\right|,\left|F_{2} \cap V(G)\right|\right),
$$

where $F_{1}, F_{2}$ are the two $I$-arcs in $b d(\Delta)$ with ends $x, y$. We must show that $|F \cap V(G)| \geq d(x, y)$ for every $G$-normal $I$-arc $F \subseteq \Delta$ with ends $x, y \in b d(\Delta)$. We may assume that $F \cap b d(\Delta) \subseteq V(G) \cup\{x, y\}$ and we proceed by induction on $|F \cap b d(\Delta)-\{x, y\}|$. If this quantity is zero, the result follows from the hypothesis. Otherwise, there exists $z \in(F-\{x, y\}) \cap b d(\Delta)$, and $z \in V(G)$. Let $F_{1}, F_{2} \subseteq F$ be the $I$-arcs with ends $x, z$ and $z, y$, respectively. From the inductive hypothesis, $\left|F_{1} \cap V(G)\right| \geq d(x, z)$ and $\left|F_{2} \cap V(G)\right| \geq d(z, y)$. However,

$$
|F \cap V(G)|=\left|F_{1} \cap V(G)\right|+\left|F_{2} \cap V(G)\right|-1,
$$

and $d(x, y) \leq d(x, z)+d(z, y)-1$ (since $z \in V(G))$. The result follows.
Let us say a strong $k$-shield is a graph $G$ drawn in a closed disc $\Delta$ with $\mid V(G) \cap$ $b d(\Delta) \mid=k$ and with $b d(\Delta) G$-normal, such that, for every $G$-normal $I$-arc $F \subseteq \Delta$ with ends $x, y \in b d(\Delta)$ and with $F \cap b d(\Delta)=\{x, y\}$, either
(i) there is an $I$-arc $F^{\prime} \subseteq b d(\Delta)$ with ends $x, y$ such that $\left|F^{\prime} \cap V(G)\right|<$ $|F \cap V(G)|$, or
(ii) one of the two closed discs into which $F$ divides $\Delta$ includes all of the drawing of $G$.
From (2.4), we see that every strong $k$-shield is a $k$-shield.
(2.5). For $k \geq 3$, if $G$ is a strong $k$-shield, then $|V(G)| \geq \frac{1}{6} k^{2}+\frac{5}{6} k+\frac{2}{3}$.

Proof. We may assume that $G$ has no multiple edges. Since $k \geq 3$, it follows that no two vertices in $\operatorname{bd}(\Delta)$ are adjacent (if an edge has both ends in $b d(\Delta)$, then we may choose $F$ to violate conditions (i) and (ii) in the definition of strong $k$-shield, with the same ends as $e$ and otherwise disjoint but "next to" $e$ ). Let the vertices of $G$ in $b d(\Delta)$ be $v_{1}, \ldots, v_{k}$ in order. Let $r$ be the region incident with $v_{1}$ and $v_{k}$ (it is unique). Since $G$ is a $k$-shield, $r$ is not incident with any of $v_{2}, \ldots, v_{k-1}$. Let $u \neq v_{1}, v_{k}$ be incident with $r$ (this exists since $v_{1}, v_{k}$ are not adjacent). Add a new vertex $v_{k+1}$ to $G$ and an edge $e$ with ends $u, v_{k+1}$, forming $G^{\prime}$. Draw $v_{k+1}$ in $r \cap b d(\Delta)$ and draw $e$ within $r-b d(\Delta)$.
(1). $G^{\prime}$ is $a(k+1)$-shield.

For let $F \subseteq \Delta$ be a $G^{\prime}$-normal $I$-arc with ends $x, y \in b d(\Delta)$, and with $F \cap b d(\Delta)=$ $\{x, y\}$. Let $F_{1}, F_{2}$ be the two $I$-arcs in $b d(\Delta)$ with ends $x, y$. We claim that

$$
\left|F \cap V\left(G^{\prime}\right)\right| \geq \min \left(\left|F_{1} \cap V\left(G^{\prime}\right)\right|,\left|F_{2} \cap V\left(G^{\prime}\right)\right|\right) .
$$

If $|F \cap V(G)|>\left|F_{1} \cap V(G)\right|$, then our claim holds, since

$$
\left|F \cap V\left(G^{\prime}\right)\right| \geq|F \cap V(G)| \geq\left|F_{1} \cap V(G)\right|+1 \geq\left|F_{1} \cap V\left(G^{\prime}\right)\right| .
$$

We assume then that $|F \cap V(G)| \leq\left|F_{i} \cap V(G)\right|$ for $i=1$, 2. Since $G$ is a strong $k$ shield, we may assume that the closed disc in $\Delta$ bounded by $F \cup F_{2}$ includes the drawing of $G$. Hence $F_{1} \cap V(G) \subseteq F \cap V(G)$. If $v_{k+1} \notin F_{1}$, then

$$
\left|F_{1} \cap V\left(G^{\prime}\right)\right|=\left|F_{1} \cap V(G)\right| \leq|F \cap V(G)| \leq\left|F \cap V\left(G^{\prime}\right)\right|,
$$

as required. If $v_{k+1} \in F_{1}$, then either $v_{k+1}$ or $u$ belongs to $F$ ( since $u$ belongs to the closed disc bounded by $F \cup F_{2}$ ). In the first case, $v_{k+1}=x$ or $y$, and so

$$
\left|F_{1} \cap V\left(G^{\prime}\right)\right|=\left|F_{1} \cap V(G)\right|+1 \leq|F \cap V(G)|+1 \leq\left|F \cap V\left(G^{\prime}\right)\right| .
$$

In the second case, $u \in F \cap V(G)$ and $u \notin F_{1} \cap V(G)$, and so

$$
\left|F_{1} \cap V\left(G^{\prime}\right)\right|=\left|F_{1} \cap V(G)\right|+1 \leq|F \cap V(G)| \leq\left|F \cap V\left(G^{\prime}\right)\right| .
$$

This proves our claim that

$$
\left|F \cap V\left(G^{\prime}\right)\right| \geq \min \left(\left|F_{1} \cap V\left(G^{\prime}\right)\right|,\left|F_{2} \cap V\left(G^{\prime}\right)\right|\right)
$$

Consequently, $G^{\prime}$ is a $(k+1)$-shield. This proves (1).
Certainly $G^{\prime}$ is a stable $(k+1)$-shield, and so, from Theorem 2.3, we deduce that $\left|V\left(G^{\prime}\right)\right| \geq \frac{1}{6}(k+1)^{2}+\frac{1}{2}(k+1)+1$. Since $\left|V\left(G^{\prime}\right)\right|=|V(G)|+1$, the result follows.
3. The main argument. In § 1 we were concerned with the problem of finding a small cutset, defined by a simple closed curve, so that both sides of it contain about the same number of vertices. We can also give the vertices or edges weights and ask for a small cutset, defined by a simple closed curve, so that both sides contain about the same total weight. This is a little more complicated; for instance, although the analogue of (1.1) holds (that is, $2(2 n)^{1 / 2}$ ), Gazit's proof of $\frac{7}{3} n^{1 / 2}$ does not extend, and until now $2(2 n)^{1 / 2}$ was the best known. However, we show in (3.9) that, for any planar $G$ and for any constant $\lambda \geq 2$, if $\lambda n^{1 / 2}$ works for the unweighted case, then it also works for the weighted case. In particular, our result of $\frac{3}{2}(2 n)^{1 / 2}$ works for the weighted case.

A convenient common generalization of the different ways to assign weights to a planar graph is via "majorities." Let $G$ be a graph drawn in a sphere $\Sigma$. A noose is a $G$ normal, simple closed curve $F \subseteq \Sigma$, and its length is $|F \cap V(G)|$. A majority of order $k$, where $k \geq 0$ is an integer, is a function "big" that assigns to every noose $F$ of length $\leq k$ a closed disc $\operatorname{big}(F) \subseteq \Sigma$ bounded by $F$ satisfying the following two axioms:

Axiom 1. If $x, y \in \Sigma$ are distinct, and $F_{1}, F_{2}, F_{3}$ are $G$-normal $I$-arcs each between $x$ and $y$ and otherwise disjoint, and $F_{1} \cup F_{2}, F_{1} \cup F_{3}, F_{2} \cup F_{3}$ all have length $\leq k$, and $\operatorname{big}\left(F_{1} \cup F_{2}\right)$ includes $F_{3}$, then $\operatorname{big}\left(F_{1} \cup F_{2}\right)$ includes one of $\operatorname{big}\left(F_{1} \cup F_{3}\right)$, $\operatorname{big}\left(F_{2} \cup F_{3}\right)$.

Axiom 2. If $F$ is a noose with length $\leq \min (2, k)$, then either $\operatorname{big}(F)-F$ contains a vertex of $G$ or $\operatorname{big}(F)$ includes at least two edges of $G$.

This is connected with the weighted separator problem via the next two results. $\mathbf{R}_{+}$ denotes the set of nonnegative real numbers, and if $w: X \rightarrow \mathbf{R}_{+}$is a function and $Y \subseteq$ $X$, we denote $\Sigma(w(x): x \in Y)$ by $w(Y)$.
(3.1). Let $G$ be a graph drawn in a sphere, let $w: V(G) \rightarrow \mathbf{R}_{+}$be a function, and let $k \geq 0$ be an integer. Suppose that there is no noose $F$ of length $\leq k$ such that

$$
w((D-F) \cap V(G))+\frac{1}{2} w(F \cap V(G)) \leq \frac{2}{3} w(V(G))
$$

for both closed discs $D$ bounded by $F$. Then $G$ has a majority of order $k$.
Proof. For each noose $F$ of length $\leq k$, let $\operatorname{big}(F)$ be the (unique) closed disc $D$ bounded by $F$ such that

$$
w((D-F) \cap V(G))+\frac{1}{2} w(F \cap V(G))>\frac{2}{3} w(V(G)) .
$$

The axioms may easily be verified.
If $G$ is drawn in $\Sigma$ and $D \subseteq \Sigma$ is a closed disc with $b d(D) G$-normal, we denote the subgraph of $G$ drawn in $D$ by $G \cap D$.
(3.2). Let $G$ be a graph in a sphere, let $w: E(G) \rightarrow \mathbf{R}_{+}$be a function, and let $k \geq$ 0 be an integer. Suppose that
(i) $w(f) \leq \frac{2}{3} w(E(G))$ for each $f \in E(G)$, and
(ii) there is no noose $F$ of length $\leq k$ such that $w(E(G \cap D)) \leq \frac{2}{3} w(E(G))$ for both closed discs $D$ bounded by $F$.
Then $G$ has a majority of order $k$.

Proof. For each noose $F$ of length $\leq k$, let $\operatorname{big}(F)$ be the unique closed disc $D$ bounded by $F$ with $w(E(G \cap D))>\frac{2}{3} w(E(G))$. Again, the axioms may easily be verified.

Let big be a majority of order $k$ in $G$. A noose $F$ is optimal if
(i) it has length $\leq k$;
(ii) subject to (i), $G \cap \operatorname{big}(F)$ is minimal; and
(iii) subject to (i) and (ii), $|F \cap V(G)|$ is maximum.
(3.3). Let $G$ be a loopless graph drawn in a sphere $\Sigma$, let big be a majority of order $k \geq 0$, and let $F$ be an optimal noose. Then $G \cap \operatorname{big}(F)$ is a strong stable $k$-shield in $\operatorname{big}(F)$.

Proof. Let $|F \cap V(G)|=k^{\prime}$. We claim first that $G \cap \operatorname{big}(F)$ is a strong $k^{\prime}$-shield in $\operatorname{big}(F)$. Let $\operatorname{big}(F)=\Delta$, let $F_{3} \subseteq \Delta$ be a $G$-normal $I$-arc with ends $x, y \in F$ and with $F_{3} \cap F=\{x, y\}$, and let $F_{1}, F_{2}$ be the two arcs between $x, y$ in $F$. Suppose that

$$
\left|F_{3} \cap V(G)\right| \leq\left|F_{1} \cap V(G)\right|,\left|F_{2} \cap V(G)\right| .
$$

Let $\Delta_{i} \subseteq \Delta$ be the closed disc bounded by $F_{i} \cup F_{3}(i=1,2)$. We must show that one of $\Delta_{1}, \Delta_{2}$ includes $G \cap \Delta$. For $i=1,2, F_{i} \cup F_{3}$ is a $G$-normal noose with length $\leq k$, since

$$
\left|\left(F_{i} \cup F_{3}\right) \cap V(G)\right| \leq|F \cap V(G)| \leq k
$$

From Axiom 1, we may assume that $\Delta_{1}=\operatorname{big}\left(F_{1} \cup F_{3}\right)$. Since $F$ is optimal, it follows that $G \cap \Delta_{1}=G \cap \Delta$; that is, $\Delta_{1}$ includes $G \cap \Delta$, as required. Thus, $G \cap \operatorname{big}(F)$ is a strong $k^{\prime}$-shield.

We claim that $G \cap \operatorname{big}(F)$ is a stable $k^{\prime}$-shield. This is clear if $k^{\prime} \geq 3$ because every strong $k^{\prime}$-shield with $k^{\prime} \geq 3$ is stable, but needs proof if $k^{\prime} \leq 2$. Suppose that $e$ is an edge of $G \cap \Delta$ with ends $x, y \in b d(\Delta)$ and that $L \subseteq F$ is an $I$-arc with ends $x, y$ such that $e \cup L$ bounds a region of $G$ in $\Delta$. Let $F_{3} \subseteq \Delta$ be a $G$-normal $I$-arc with ends $x, y$, just on the other side of $e$ from $L$, in the natural sense. From Axiom 2, $\operatorname{big}\left(F_{3} \cup L\right) \notin \Delta$, and so, from Axiom 1, $\operatorname{big}\left(F_{3} \cup(F-L)\right) \subseteq \Delta$, contrary to the optimality of $F$. Thus, $G \cap \Delta$ is a stable $k^{\prime}$-shield in $\Delta$.

Finally, we claim that $k^{\prime}=k$. Suppose that $k^{\prime}<k$ and let $r$ be a region of $G \cap \Delta$ in $\Delta$ with $F \cap r \neq \varnothing$. Suppose that $v \in V(G \cap \Delta)$ is incident with $r$, and $v \notin F$. Choose distinct $x, y \in r \cap F$ and let $F_{3}$ be an $I$-arc with ends $x, y$ and $F_{3} \cap F=$ $\{x, y\}$ and $F_{3} \subseteq r \cup\{v\}$, passing through $v$. Since $k>k^{\prime} \geq 0$, it follows that $\left|\left(F_{1} \cup F_{3}\right) \cap V(G)\right| \leq 1 \leq k$, where $F_{1} \subseteq r \cap F$ is an $I$-arc between $x, y$, and $\left|\left(F_{2} \cup F_{3}\right) \cap V(G)\right| \leq k^{\prime}+1 \leq k$, where $F_{2} \subseteq F$ is the other $I$-arc between $x, y$. By Axiom 2, $\operatorname{big}\left(F_{1} \cup F_{3}\right) \nsubseteq \Delta$, and so, by Axiom 1, $\operatorname{big}\left(F_{2} \cup F_{3}\right) \subseteq \Delta$, contrary to the optimality of $F$.

Hence, every $v \in V(G \cap \Delta)$ incident with $r$ belongs to $F$. Since $G \cap \Delta$ is a $k^{\prime}$-shield, it follows that $r \cap F$ is connected. If $F \subseteq r$, then $r$ is incident with no vertex of $G \cap \Delta$, and so $G \cap \Delta$ is null, contrary to the second axiom. Hence, $r \cap F$ is an open line segment, with ends $x, y \in V(G)$. Since $G \cap \Delta$ is a $k^{\prime}$-shield, it follows that $r$ is incident with no vertex of $G \cap \Delta$ except $x$ and $y$. In particular, $x \neq y$ since $G$ is loopless, and there is an edge of $G$ with ends $x$ and $y$, incident with $r$. This is impossible, however, since $G \cap \Delta$ is a stable $k^{\prime}$-shield and $r$ is incident with no vertex except $x$ and $y$. We deduce that $k^{\prime}=k$, as required.

Consequently, we have the following.
(3.4). Let $G$ be a graph in a sphere $\Sigma$ and let big be a majority of order $k \geq 0$. For any noose $F \subseteq \Sigma$ of length $\leq k,|V(G) \cap \operatorname{big}(F)| \geq \frac{1}{6} k^{2}+\frac{5}{6} k+\frac{2}{3}$.

Proof. From the definition of optimal noose, there is an optimal noose $F^{\prime}$ with $G \cap \operatorname{big}\left(F^{\prime}\right) \subseteq G \cap \operatorname{big}(F)$. We claim that $\left|V\left(G \cap \operatorname{big}\left(F^{\prime}\right)\right)\right| \geq \frac{1}{6} k^{2}+\frac{5}{6} k+\frac{2}{3}$. If
$k \leq 2$, this follows from the second axiom (together with the first if $k=2$ ), while, for $k \geq 3$, it follows from (2.5), since $G \cap \operatorname{big}\left(F^{\prime}\right)$ is a strong $k$-shield by (3.3). Since $|V(G \cap \operatorname{big}(F))| \geq\left|V\left(G \cap \operatorname{big}\left(F^{\prime}\right)\right)\right|$, the result follows.

Let us say a noose in $G$ has discrepancy $\left|n_{1}-n_{2}\right|$, where it bounds closed discs $\Delta_{1}$, $\Delta_{2}$, and $n_{i}=\left|V(G) \cap \Delta_{i}\right|(i=1,2)$. We have immediately from (3.4) the following.
(3.5). Let $G$ be a graph in a sphere $\Sigma$, with $n$ vertices. There is a noose of length $\leq$ $6^{1 / 2} n^{1 / 2}$ with discrepancy $\leq \frac{1}{3} n$.

Proof. Let $k=\left\lfloor 6^{1 / 2} n^{1 / 2}\right\rfloor$. If $G$ has a majority of order $k$ then, by (3.4),

$$
|V(G)| \geq \frac{1}{6} k^{2}+\frac{5}{6} k+\frac{2}{3} \geq \frac{1}{6}(k+1)^{2}>n,
$$

a contradiction. Thus, by (3.1) (with $w(v)=1$ for all $v$ ), there is a noose $F$ of length $\leq$ $k$ such that the discs $D_{1}, D_{2}$ bounded by $F$ satisfy

$$
\left|\left(D_{i}-F\right) \cap V(G)\right|+\frac{1}{2}|F \cap V(G)| \leq \frac{2}{3}|V(G)| \quad(i=1,2),
$$

or, equivalently, that $F$ has discrepancy $\leq \frac{1}{3} n$.
Actually, here the $6^{1 / 2}$ is irrelevant; all we need from (3.5) is that some noose has discrepancy $\leq \frac{1}{2} n$.
(3.6). Let $G$ be a graph in a sphere $\Sigma$, with $n$ vertices. There is a noose of length $\leq$ $\frac{3}{2}(2 n)^{1 / 2}$ with discrepancy $\leq \frac{1}{2} n$.

Proof. We assume that $n>0$. By (3.5), there is a noose with discrepancy $\leq \frac{1}{2} n$. Let us choose such a noose $F$ of minimum order, say $k$. Let $F$ bound closed $\operatorname{discs} \Delta, \Delta^{\prime}$, with $|V(G) \cap \Delta| \geq\left|V(G) \cap \Delta^{\prime}\right|$.
(1). $G \cap \Delta$ is a $k$-shield in $\Delta$.

For let $F_{3} \subseteq \Delta$ be a $G$-normal $I$-arc with ends $x, y \in F$ and with $F \cap b d(\Delta)=$ $\{x, y\}$, and let $F_{1}, F_{2}$ be the two $I$-arcs in $F$ with ends $x, y$. Suppose that

$$
\left|F_{3} \cap V(G)\right|<\left|F_{1} \cap V(G)\right|,\left|F_{2} \cap V(G)\right| .
$$

Since

$$
|V(G) \cap(\Delta-F)|+\frac{1}{2}|V(G) \cap F| \geq \frac{1}{2} n
$$

because $|V(G) \cap \Delta| \geq\left|V(G) \cap \Delta^{\prime}\right|$, we may assume that

$$
\left|V(G) \cap\left(\Delta_{1}-\left(F_{1} \cup F_{3}\right)\right)\right|+\frac{1}{2}\left|V(G) \cap\left(F_{1} \cup F_{3}\right)\right| \geq \frac{1}{4} n
$$

without loss of generality, where $\Delta_{1}$ is the closed disc in $\Delta$ bounded by $F_{1} \cup F_{3}$. But then, $F_{1} \cup F_{3}$ has discrepancy $\leq \frac{1}{2} n$ and has order $<k$, contrary to the choice of $F$. This proves (1), by (2.4).

Now let us choose such $F, \Delta$ with $E(G \cap \Delta)$ minimal. It follows that $G \cap \Delta$ is a stable $k$-shield, and so, by (2.3),

$$
|V(G \cap \Delta)| \geq \frac{1}{6} k^{2}+\frac{1}{2} k+1
$$

(for we may assume that $k>\frac{3}{2}(2 n)^{1 / 2}$, since otherwise $F$ satisfies the theorem, and $\frac{3}{2}(2 n)^{1 / 2} \geq 2$, since $n \geq 1$; so $k \geq 3$ ). Hence,

$$
\left\lvert\, V\left(G \cap \Delta^{\prime}\right) \geq \frac{1}{6} k^{2}+\frac{1}{2} k+1-\frac{1}{2} n\right.
$$

since $F$ has discrepancy $\leq \frac{1}{2} n$; so

$$
\begin{aligned}
n+k & =|V(G)|+|V(G) \cap F|=|V(G \cap \Delta)|+\left|V\left(G \cap \Delta^{\prime}\right)\right| \\
& \geq 2\left(\frac{1}{6} k^{2}+\frac{1}{2} k+1\right)-\frac{1}{2} n .
\end{aligned}
$$

It follows that $\frac{3}{2} n \geq \frac{1}{3} k^{2}+2$, and so $k<\frac{3}{2}(2 n)^{1 / 2}$, as required.

We deduce the following.
(3.7). Let $G$ be a graph in a sphere $\Sigma$, with $n$ vertices and with a majority of order $k$. Then $k \leq \frac{3}{2}(2 n)^{1 / 2}-1$.

Proof. Let big be a majority of order $k$ and suppose that $k \geq\left\lfloor\frac{3}{2}(2 n)^{1 / 2}\right\rfloor$. By (3.6), there is a noose $F$ of length $\leq k$ with discrepancy $\leq \frac{1}{2} n$. By (3.4),

$$
|V(G) \cap \operatorname{big}(F)| \geq \frac{1}{6} k^{2}+\frac{5}{6} k+\frac{2}{3}
$$

but

$$
|V(G)|+|V(G) \cap F| \geq 2|V(G) \cap \operatorname{big}(F)|-\frac{1}{2} n
$$

since $F$ has discrepancy $\leq \frac{1}{2} n$, and so

$$
\frac{3}{2} n+k \geq \frac{1}{3} k^{2}+\frac{5}{3} k+\frac{4}{3},
$$

since $|V(G) \cap F| \leq k$. Hence, $\frac{1}{3}(k+1)^{2}+1 \leq \frac{3}{2} n$, and so $k+1<\frac{3}{2}(2 n)^{1 / 2}$, a contradiction. Thus $k<\left\lfloor^{\frac{3}{2}}(2 n)^{1 / 2}\right\rfloor$, as required.

From (3.7) and (3.1), we deduce our main result, the following weighted version of (2.1).
(3.8). Let $G$ be a graph in a sphere with $n$ vertices and, for each vertex $v$, let $w(v) \geq 0$ be a real number. There is a noose $F$ with $|F \cap V(G)| \leq \frac{3}{2}(2 n)^{1 / 2}$ such that

$$
w((D-F) \cap V(G))+\frac{1}{2} w(F \cap V(G)) \leq \frac{2}{3} w(V(G))
$$

for both closed discs $D$ bounded by $F$.
Proof. Let $k=\left\lfloor\frac{3}{2}(2 n)^{1 / 2}\right\rfloor$. By (3.7), $G$ has no majority of order $k$, and the result follows from (3.1).

Similarly, we can use (3.7) and (3.2) to deduce a $\frac{3}{2}(2 n)^{1 / 2}$-separator result when the weights are on the edges.

Finally, let us show the following curiosity, which indicates that, for finding "separating" nooses of length $\leq \lambda n^{1 / 2}$ where $\lambda \geq 2$, in some sense the unweighted case is the hardest.
(3.9). Let $G$ be a graph in a sphere with $n$ vertices, let $k \geq 2 n^{1 / 2}-1$ be an integer, and suppose that there is a noose $F^{*}$ of length $\leq k$ such that

$$
\left|\left(D-F^{*}\right) \cap V(G)\right|+\frac{1}{2}\left|F^{*} \cap V(G)\right| \leq \frac{2}{3}|V(G)|
$$

for both closed discs $D$ bounded by $F^{*}$. Then
(i) $G$ has no majority of order $k$;
(ii) for any function $w: V(G) \rightarrow \mathbf{R}_{+}$, there is a noose $F$ of length $\leq k$ such that

$$
w((D-F) \cap V(G))+\frac{1}{2} w(F \cap V(G)) \leq \frac{2}{3} w(V(G))
$$

for both closed discs $D$ bounded by $F$;
(iii) for any function $w: E(G) \rightarrow \mathbf{R}_{+}$such that $w(f) \leq \frac{2}{3} w(E(G))$ for every $f \in E(G)$, there is a noose $F$ of length $\leq k$ such that $w(E(G \cap D)) \leq \frac{2}{3} w(E(G))$ for both closed discs $D$ bounded by $F$.

Proof. Suppose that big is a majority of order $k$. By (3.4),

$$
\left|V(G) \cap \operatorname{big}\left(F^{*}\right)\right| \geq \frac{1}{6} k^{2}+\frac{5}{6} k+\frac{2}{3} .
$$

By the hypothesis,

$$
\left|V(G) \cap \operatorname{big}\left(F^{*}\right)\right|-\frac{1}{2}\left|V(G) \cap F^{*}\right| \leq \frac{2}{3} n .
$$

Moreover, $\left|V(G) \cap F^{*}\right| \leq k$, and so

$$
\frac{1}{6} k^{2}+\frac{5}{6} k+\frac{2}{3}-\frac{1}{2} k \leq \frac{2}{3} n ;
$$

that is, $(k+1)^{2}+3 \leq 4 n$. But $k+1 \geq 2 n^{1 / 2}$, a contradiction. This proves (i), and (ii) and (iii) follow from (3.1) and (3.2), respectively.
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#### Abstract

The notion of compound nonhomogeneous Poisson processes provides a general framework for Bell polynomials and set partitions. Identities that can be viewed as generalizations of Dobinski's formula are obtained by interpreting them as moments of such processes.
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1. Introduction. One of the classical identities in combinatorial theory concerns the Bell numbers and is due to Dobinski. The Bell number $B_{n}$ counts the number of partitions of a set with $n$ elements. Rota (1964) describes many problems of enumeration related to the lattice of partitions of a finite set. An explicit formula for $B_{n}$, written as a finite sum in terms of set partitions, is

$$
\begin{equation*}
B_{n}=\sum_{r=1}^{n} \sum_{\substack{\gamma_{1}+\cdots+\gamma_{n}=r \\ \gamma_{1}+2 \gamma_{2}+\cdots+n \gamma_{n}=n}} \frac{n!}{(1!)^{\gamma_{1} \cdots(n!)^{\gamma_{n}}\left(\gamma_{1}!\right) \cdots\left(\gamma_{n}!\right)} . . . . ~ . ~} \tag{1.1}
\end{equation*}
$$

The exponential generating function for $B_{n}$ coincides with the moment generating function of a Poisson random variable with mean 1, i.e.,

$$
\begin{equation*}
\sum_{n=0}^{\infty} B_{n} \frac{x^{n}}{n!}=\exp \left\{e^{x}-1\right\} . \tag{1.2}
\end{equation*}
$$

A remarkable formula of Dobinski (1877) expresses $B_{n}$ as a fast converging series, namely,

$$
\begin{equation*}
B_{n}=e^{-1} \sum_{m=1}^{\infty} \frac{m^{n}}{m!} \tag{1.3}
\end{equation*}
$$

This formula is usually established using generating functions as in, for example, Constantine (1987). A different proof is given in Rota (1964).

Recently, we were led to another proof based on Poisson processes. In fact, substantial generalizations of (1.3) arise by interpreting the two sides as moments of certain stochastic processes.

In §2 we introduce the necessary background material on stochastic processes and derive a general identity. Special cases of the identity appear in §3. A general pair of inverse relations is established in $\S 4$. The last section presents some further results including convolution identities for Bell numbers.

Since summations over set partitions arise frequently in this work, we denote by $\Sigma_{\Gamma(r, n)}$ the sum over all indices in

$$
\Gamma(r, n)=\left\{\left(\gamma_{1}, \ldots, \gamma_{n}\right): \gamma_{i} \text { nonnegative integers, } \sum_{i=1}^{n} \gamma_{i}=r, \sum_{i=1}^{n} i \gamma_{i}=n\right\} .
$$

[^19]Thus, for example, (1.1) becomes

$$
B_{n}=\sum_{r=1}^{n} \sum_{\Gamma(r, n)} n!\prod_{j=1}^{n} \frac{1}{(j!)^{\gamma_{j}}\left(\gamma_{j}!\right)}
$$

2. A general identity. Our main result involves the notion of compound nonhomogeneous Poisson processes. Thus we first review some basic definitions. See also Ross (1983) for a general exposition on stochastic processes.

A stochastic process $N=\{N(t), t \geq 0\}$ is called a counting process if, with probability 1 , its sample paths are nonnegative right-continuous step-functions starting at 0 and only increasing by jumps of size 1 . A stochastic process $X=\{X(t), t \geq 0\}$ is said to have independent increments if, for all $n=1,2, \ldots$ and every choice $0 \leq t_{0}<t_{1}<\cdots<t_{n}$, the random variables $X\left(t_{1}\right)-X\left(t_{0}\right), \ldots, X\left(t_{n}\right)-X\left(t_{n-1}\right)$ are independent. A counting process having independent increments is called a nonhomogeneous Poisson process.

If $N=\{N(t), t \geq 0\}$ is a nonhomogeneous Poisson process, we denote its mean function $E[N(t)]$ by $\Lambda(t)$. If $\Lambda(t)=\lambda t$ for some $\lambda>0$, then $N$ is called a Poisson process with rate $\lambda$. In this case, $N$ also has stationary increments, i.e., the distribution of $N(t+s)-$ $N(t)$ is independent of $t$; moreover, its distribution is Poisson with parameter $\lambda s$.

We now consider a nonhomogeneous Poisson process $N=\{N(t), t \geq 0\}$ with mean function $\Lambda(t)$. In what follows, we always assume that $\Lambda(t)$ is a continuous function of $t$. Clearly, $\Lambda(t)$ must also be increasing since $N(t)$ increases. Since the process only increases by jumps of size 1 , it is completely characterized by its arrival (or jump) times $S_{1}, S_{2}$, .... We now attach a "cost" $Y_{k}$ to the $k$ th arrival time and denote the corresponding "cost" process by $X=\{X(t), t \geq 0\}$ as follows:

$$
\begin{equation*}
X(t)=\sum_{k=1}^{N(t)} Y_{k} . \tag{2.1}
\end{equation*}
$$

More precisely, the process $X$ is prescribed by requiring that the random variables $Y_{1}$, $Y_{2}, \ldots$ be conditionally independent, given $S_{1}, S_{2}, \ldots$, in the sense that, for every $n=$ $1,2, \ldots$ and all Borel sets $B_{1}, B_{2}, \ldots, B_{n}$ of the real line $\mathbf{R}$, we have

$$
\begin{equation*}
P\left\{Y_{1} \in B_{1}, \ldots, Y_{n} \in B_{n} \mid S_{1}, \ldots, S_{n}\right\}=\prod_{k=1}^{n} L\left(S_{k} ; B_{k}\right) \tag{2.2}
\end{equation*}
$$

where $L(s ; B)$ is a stochastic kernel on $[0, \infty) \times \mathbf{R}$. This means that, for every Borel set $B, L(s ; B)$ is Borel-measurable in $s$, and, for every fixed $s \geq 0, L(s ; d y)$ is a probability measure on the Borel subsets of $\mathbf{R}$.

Such processes were investigated in Chen and Savits (1990), (1993) and were called compound nonhomogeneous Poisson processes with representation ( $L, \Lambda$ ). In particular, it was shown that $X$ is an independent increment process with characteristic function

$$
\begin{equation*}
\phi(u ; t)=E\left[e^{i u X(t)}\right]=\exp \left\{\int_{0}^{t} \int_{\mathbf{R}}\left(e^{i u y}-1\right) L(s ; d y) d \Lambda(s)\right\} \tag{2.3}
\end{equation*}
$$

Our general Dobinski-like identity results from consideration of the moments of the above process. Suppose that

$$
\int_{0}^{t} \int_{\mathbf{R}}|y|^{n} L(s ; d y) d \Lambda(s)<\infty
$$

for some $n$ and $t>0$ (and, consequently, for all $0 \leq m \leq n$ and $0 \leq s \leq t$ ). Then it can
be shown (cf. $\S 2$ of Chen and Savits (1990)) that $X(t)$ has a finite moment of order $n$. In this case, a direct calculation yields

$$
\begin{align*}
& E\left[X^{n}(t)\right]= E\left[\left(\sum_{k=1}^{N(t)} Y_{k}\right)^{n}\right] \\
&= \sum_{m=1}^{\infty} E\left[\left(\sum_{k=1}^{m} Y_{k}\right)^{n} ; N(t)=m\right] \\
&= \sum_{m=1}^{\infty} E\left[\begin{array}{c}
\left.\sum_{\alpha_{1}+\cdots+\alpha_{m}=n}\binom{n}{\alpha_{1} \cdots \alpha_{m}} \prod_{j=1}^{m} Y_{j}^{\alpha_{j}} ; S_{m} \leq t<S_{m+1}\right] \\
=
\end{array}\right.  \tag{2.4}\\
& e^{-\Lambda(t)} \sum_{m=1}^{\infty} \int_{0}^{t} \int_{s_{1}}^{t} \cdots \int_{s_{m}}^{t}\left\{\begin{array}{c}
\sum_{\alpha_{1}+\cdots+\alpha_{m}=n}\binom{n}{\alpha_{1} \cdots \alpha_{m}} \\
\\
\end{array} \quad \times\left[\prod_{j=1}^{m} \int_{\mathbf{R}} y_{j}^{\alpha_{j}} L\left(s_{j} ; d y_{j}\right)\right] d \Lambda\left(s_{m}\right) \cdots d \Lambda\left(s_{1}\right)\right\} \\
&= e^{-\Lambda(t)} \sum_{m=1}^{\infty} \frac{1}{m!} \sum_{\alpha_{1}+\cdots+\alpha_{m}=n}\binom{n}{\alpha_{1} \cdots \alpha_{m}} \prod_{j=1}^{m} \mu_{\alpha_{j}}(t),
\end{align*}
$$

where

$$
\mu_{j}(t)=\int_{0}^{t} \int_{\mathbf{R}} y^{j} L(s ; d y) d \Lambda(s) .
$$

In the above, the second equality follows, since the event $N(t)=m$ is equivalent to the event $S_{m} \leq t<T_{m+1}$; the third equality follows, since the joint distribution of ( $S_{1}, \ldots$, $\left.S_{m}, S_{m+1}\right)$ is $e^{-\Lambda\left(s_{m+1}\right)} d \Lambda\left(s_{m+1}\right) d \Lambda\left(s_{m}\right) \cdots d \Lambda\left(s_{1}\right)$ on $0 \leq s_{1}<\cdots<s_{m}<s_{m+1}$; the last equality uses the fact that the integrand is permutation invariant.

On the other hand, the $n$th moment of $X(t)$ can also be calculated from its characteristic function given in (2.3) as

$$
E\left[X^{n}(t)\right]=\left.i^{-n} \frac{\partial^{n}}{\partial u^{n}} \phi(u ; t)\right|_{u=0} .
$$

According to Faa Di Bruno's formula (e.g., see Constantine (1987) or Comtet (1974)) for computing higher-order derivatives of a composition of functions, we obtain that

$$
\begin{equation*}
\left.i^{-n} \frac{\partial^{n}}{\partial u^{n}} \phi(u ; t)\right|_{u=0}=\sum_{r=1}^{n} \sum_{\Gamma(r, n)} \frac{n!}{(1!)^{\gamma_{1}} \cdots(n!)^{\gamma_{n}}\left(\gamma_{1}!\right) \cdots\left(\gamma_{n}!\right)} \prod_{j=1}^{n} \mu_{j}^{\gamma_{j}}(t) . \tag{2.5}
\end{equation*}
$$

Equating (2.4) and (2.5) yields the main result, below.
TheOrem 2.1. Let $\Lambda(t)$ be a continuous increasing function on $[0, \infty)$ and $L(s ; d y)$ a stochastic kernel on $[0, \infty) \times \mathbf{R}$ and suppose that $\int_{0}^{t} \int_{\mathbf{R}}|y|^{n} L(s ; d y) d \Lambda(s)<\infty$. Then

$$
\begin{equation*}
e^{-\Lambda(t)} \sum_{m=1}^{\infty} \frac{1}{m!} \sum_{\alpha+\cdots+\alpha_{m}=n} \prod_{j=1}^{m} \frac{\mu_{\alpha_{j}}(t)}{\alpha_{j}!}=\sum_{r=1}^{n} \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{\mu_{j}^{\gamma_{j}}(t)}{(j!)^{\gamma_{j}}\left(\gamma_{j}!\right)}, \tag{2.6}
\end{equation*}
$$

where $\mu_{j}(t)=\int_{0}^{t} \int_{\mathbf{R}} y^{j} L(s ; d y) d \Lambda(s)$.
In particular, if we take $L(s ; d y)=\delta_{\{1\}}(d y)$ to be the Dirac measure at $y=1$ and choose $\Lambda(s)=s$, then the process $X$ reduces to the Poisson process with rate $\lambda=1$. In this case, $\mu_{j}(t)=t$ for all $j$, and Dobinski's formula (1.3) follows from the corollary below when we set $t=1$.

Corollary. Let $\Lambda(s)=s$ and $L(s ; d y)=\delta_{\{1\}}(d y)$. Then

$$
\begin{equation*}
e^{-t} \sum_{m=1}^{\infty} \frac{t^{m} m^{n}}{m!}=\sum_{r=1}^{n} t^{r} \sum_{\Gamma(r, n)} \frac{n!}{(1!)^{\gamma_{1} \cdots(n!)^{\gamma_{n}}\left(\gamma_{1}!\right) \cdots\left(\gamma_{n}!\right)} . . . ~ . ~} \tag{2.7}
\end{equation*}
$$

Remark 2.1. The above can also be written as

$$
e^{-t} \sum_{m=1}^{\infty} \frac{t^{m} m^{n}}{m!}=\sum_{r=1}^{n} t^{r} S_{n}^{r}
$$

where

$$
\begin{equation*}
S_{n}^{r}=\sum_{\Gamma(r, n)} \frac{n!}{(1!)^{\gamma_{1}} \cdots(n!)^{\gamma_{n}}\left(\gamma_{1}!\right) \cdots\left(\gamma_{n}!\right)} \tag{2.8}
\end{equation*}
$$

is the Stirling number of the second kind; it counts the number of partitions of a set with $n$ elements into exactly $r$ classes.

If we assume that $X(t)$ has finite moments of all orders, then, by a formal power series expansion, we obtain

$$
\begin{equation*}
\exp \left\{\int_{0}^{t} \int_{\mathbf{R}}\left(e^{i u y}-1\right) L(s ; d y) d \Lambda(s)\right\}=E\left[e^{i u X(t)}\right]=\sum_{n=0}^{\infty} \frac{(i u)^{n}}{n!} E\left[X^{n}(t)\right] \tag{2.9}
\end{equation*}
$$

This can be viewed as a (formal) generating function identity for the moments of $X(t)$. Of course, under appropriate summability conditions, the formal identity becomes a true identity. In particular, when $L(s ; d y)=\delta_{\{1\}}(d y)$ and $\Lambda(s)=s, E\left[X^{n}(1)\right]=B_{n}$, and so (2.9) yields the following characteristic function version of (1.2):

$$
\begin{equation*}
\exp \left\{e^{i u}-1\right\}=\sum_{n=0}^{\infty} \frac{(i u)^{n}}{n!} B_{n} \tag{2.10}
\end{equation*}
$$

## 3. Examples.

I. For this class of examples, we let $L(s ; d y)=L(d y)$ be independent of $s$. This means that the costs $Y_{1}, Y_{2}, \ldots$ in (2.1) are independent and identically distributed random variables with distribution function $L$. Let

$$
m_{j}=\int_{\mathbf{R}} y^{j} d L(y)
$$

denote its $j$ th moment. Thus $\mu_{j}(t)=m_{j} \Lambda(t)$, and so (2.6) becomes

$$
\begin{equation*}
e^{-\Lambda(t)} \sum_{k=1}^{\infty} \frac{\Lambda^{k}(t)}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \frac{m_{\alpha_{j}}}{\alpha_{j}!}=\sum_{r=1}^{n} \Lambda^{r}(t) \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{1}{\gamma_{j}!}\left(\frac{m_{j}}{j!}\right)^{\gamma_{j}} . \tag{3.1}
\end{equation*}
$$

Some special subcases follow, all with $\Lambda(t)=t$.
Remark 3.1. When all the odd moments $m_{2 j+1}$ are zero, identity (3.1) can be rewritten as

$$
e^{-\Lambda(t)} \sum_{k=1}^{\infty} \frac{\Lambda^{k}(t)}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \frac{m_{2 \alpha_{j}}}{\left(2 \alpha_{j}\right)!}=\sum_{r=1}^{n} \Lambda^{r}(t) \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{1}{\gamma_{j}!}\left(\frac{m_{2 j}}{(2 j)!}\right)^{\gamma_{j}} .
$$

This form will be used in deriving identities (3.2) and (3.5). An analogous version of (2.6) will also be used in deriving (3.9).
(i) Uniform distribution on $[-1,1]$ :

$$
m_{j}=\frac{1}{2} \int_{-1}^{1} y^{j} d y= \begin{cases}\frac{1}{j+1} & \text { if } j \text { is even } \\ 0 & \text { if } j \text { is odd }\end{cases}
$$

Thus (3.1) becomes
(3.2) $\quad e^{-t} \sum_{k=1}^{\infty} \frac{t^{k}}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \frac{1}{\left(2 \alpha_{j}+1\right)!}=\sum_{r=1}^{n} t^{r} \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{1}{[(2 j+1)!]^{\gamma_{j}}\left(\gamma_{j}!\right)}$.
(ii) Exponential distribution:

$$
\begin{gather*}
m_{j}=\int_{0}^{\infty} y^{j} e^{-y} d y=j!, \quad \text { and thus } \\
e^{-t} \sum_{k=1}^{\infty}\binom{k+n-1}{n} \frac{t^{k}}{k!}=\sum_{r=1}^{n} t^{r} \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{1}{\left(\gamma_{j}!\right)} . \tag{3.3}
\end{gather*}
$$

(iii) Gamma distribution:

$$
\begin{gather*}
m_{j}=\frac{1}{\Gamma(\alpha)} \\
\int_{0}^{\infty} y^{j} y^{\alpha-1} e^{-y} d y=\frac{\Gamma(\alpha+j)}{\Gamma(\alpha)} \quad \text { for } \alpha>0, \text { which yields }  \tag{3.4}\\
\quad e^{-t} \sum_{k=1}^{\infty} \frac{1}{k!}\left[\frac{t}{\Gamma(\alpha)}\right]_{\alpha_{1}+\cdots+\alpha_{k}=n}^{k} \prod_{j=1}^{k} \frac{\Gamma\left(\alpha+\alpha_{j}\right)}{\Gamma\left(1+\alpha_{j}\right)} \\
\quad=\sum_{r=1}^{n}\left[\frac{t}{\Gamma(\alpha)}\right]^{r} \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{[\Gamma(\alpha+j) / \Gamma(1+j)]^{\gamma_{j}}}{\Gamma\left(1+\gamma_{j}\right)}
\end{gather*}
$$

(iv) Normal distribution:

$$
m_{j}=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} y^{j} e^{-y^{2} / 2} d y= \begin{cases}\frac{j!}{(j / 2)!2^{j / 2}} & \text { if } j \text { is even } \\ 0 & \text { if } j \text { is odd }\end{cases}
$$

We then obtain

$$
\begin{equation*}
e^{-t} \sum_{k=1}^{\infty} \frac{t^{k} k^{n}}{k!n!}=\sum_{r=1}^{n} t^{r} \sum_{\Gamma(r, n)} \sum_{j=1}^{n} \frac{1}{(j!)^{\gamma_{j}}\left(\gamma_{j}!\right)} . \tag{3.5}
\end{equation*}
$$

This identity is the same as Dobinski's identity (2.7).
(v) Poisson distribution:

Since

$$
m_{j}=e^{-1} \sum_{k=1}^{\infty} \frac{k^{j}}{k!}=B_{j},
$$

we obtain the following identity involving Bell numbers:

$$
\begin{equation*}
e^{-t} \sum_{k=1}^{\infty} \frac{t^{k}}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \frac{B_{\alpha_{j}}}{\left(\alpha_{j}!\right)}=\sum_{r=1}^{n} t^{r} \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{\left(B_{j} / j!\right)^{\gamma_{j}}}{\gamma_{j}!} . \tag{3.6}
\end{equation*}
$$

II. For this set of examples, we consider a parametric family of distributions, say $\{F(y ; \beta), \beta \in B\}$. Let $b:[0, \infty) \rightarrow B$ be Borel measurable and set $L(s ; d y)=F(d y ; b(s))$. Since $L$ now depends on $s$, identity (3.1) is no longer applicable; instead we use (2.6).

We illustrate with some particular examples for the case where $B=[0, \infty)$ and $b(s)=\Lambda(s)$.
(i) $F(y ; \beta)$ uniform on $[0, \beta]$ :

$$
\mu_{j}(t)=\int_{0}^{t} \int_{\mathbf{R}} y^{j} L(s ; d y) d \Lambda(s)=\int_{0}^{t} \frac{1}{\Lambda(s)} \int_{0}^{\Lambda(s)} y^{j} d y d \Lambda(s)=\frac{1}{(j+1)^{2}} \Lambda^{j+1}(t)
$$

Hence, we have the identity

$$
\begin{equation*}
e^{-\Lambda(t)} \sum_{k=1}^{\infty} \frac{\Lambda^{k}(t)}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \frac{1}{\left(\alpha_{j}+1\right)^{2}\left(\alpha_{j}!\right)}=\sum_{r=1}^{n} \Lambda^{r}(t) \sum_{\Gamma(r, n)} \frac{1}{\left[(j+1)^{2} j!\right]^{\gamma_{j}}\left(\gamma_{j}!\right)} . \tag{3.7}
\end{equation*}
$$

(ii) $F(y ; \beta)$ gamma with scale parameter $\beta$ (and shape parameter $\alpha$ ):

$$
\mu_{j}(t)=\int_{0}^{t} \frac{1}{\Lambda^{\alpha}(s) \Gamma(\alpha)} \int_{0}^{\infty} y^{j} y^{\alpha-1} e^{-y / \Lambda(s)} d y d \Lambda(s)=\frac{\Lambda^{j+1}(t) \Gamma(\alpha+j)}{(j+1) \Gamma(\alpha)} .
$$

Consequently,

$$
\begin{align*}
& e^{-\Lambda(t)} \sum_{k=1}^{\infty} \frac{1}{k!}\left[\frac{\Lambda(t)}{\Gamma(\alpha)}\right]^{k} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \frac{\Gamma\left(\alpha+\alpha_{j}\right)}{\Gamma\left(2+\alpha_{j}\right)}  \tag{3.8}\\
& =\sum_{r=1}^{n}\left[\frac{\Lambda(t)}{\Gamma(\alpha)}\right]^{r} \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{[\Gamma(\alpha+j) / \Gamma(2+j)]^{\gamma_{j}}}{\Gamma\left(1+\gamma_{j}\right)} .
\end{align*}
$$

(iii) $F(y ; \beta)$ normal with variance $\beta$ (and mean zero):

$$
\mu_{j}(t)=\int_{0}^{t} \frac{1}{\sqrt{2 \pi \Lambda(s)}} \int_{\mathbf{R}} y^{j} e^{-y^{2} / 2 \Lambda(s)} d y d \Lambda(s)= \begin{cases}\frac{j!\Lambda^{(j / 2)+1}(t)}{(j / 2)!2^{(j / 2)}[(j / 2)+1]} & \text { if } j \text { is even } \\ 0 & \text { if } j \text { is odd }\end{cases}
$$

Thus,

$$
\begin{equation*}
e^{-\Lambda(t)} \sum_{k=1}^{\infty} \frac{\Lambda^{k}(t)}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \frac{1}{\left(\alpha_{j}+1\right)!}=\sum_{r=1}^{n} \Lambda^{r}(t) \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{1}{[(j+1)!]^{\gamma_{j}} \gamma_{j}!} . \tag{3.9}
\end{equation*}
$$

4. A pair of inverse relations. Let $f$ be a complex-valued function defined on $\{1,2, \ldots, n\}$. It can then be shown that there exists a probability measure $L$ on the complex plane such that

$$
\int_{\mathbf{C}} y^{j} L(d y)=j!f(j)
$$

for all $j=1,2, \ldots, n$. In fact, we can choose $x_{1}, \ldots, x_{n} \in \mathbf{C}$ such that $L=(1 / n) \sum_{i=1}^{n}$ $\delta_{\left\{x_{i}\right\}}$, i.e., $L$ is the discrete uniform probability on $\left\{x_{1}, \ldots, x_{n}\right\}$. It then follows from (3.1), with $\Lambda(t)=t$, that

$$
\begin{equation*}
e^{-t} \sum_{k=1}^{\infty} \frac{t^{k}}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} f\left(\alpha_{j}\right)=\sum_{r=1}^{n} t^{r} \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{f(j)^{\gamma_{j}}}{\gamma_{j}!} . \tag{4.1}
\end{equation*}
$$

We now define, for $n \geq 1$ and $k \geq 1$,

$$
\begin{equation*}
S(f, k, n)=\sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} f\left(\alpha_{j}\right) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
T(f, k, n)=\sum_{\Gamma(k, n)} \prod_{j=1}^{n} \frac{f(j)^{\gamma_{j}}}{\gamma_{j}!} . \tag{4.3}
\end{equation*}
$$

We also set $S(f, 0, n)=T(f, 0, n)=0$ and note that $T(f, k, n)=0$ whenever $k>n$. Thus (4.1) takes the form

$$
\begin{equation*}
e^{-t} \sum_{k=0}^{\infty} \frac{t^{k}}{k!} S(f, k, n)=\sum_{r=0}^{n} t^{r} T(f, r, n) . \tag{4.4}
\end{equation*}
$$

The following identities result by equating like powers of $t$.
Theorem 4.1. Let $f(1), \ldots, f(n)$ be $n$ complex numbers and define $S(f, k, n)$, $T(f, k, n)$ as in (4.2), (4.3), respectively. Then

$$
\begin{gathered}
e^{-t} \sum_{k=1}^{\infty} \frac{t^{k}}{k!} S(f, k, n)=\sum_{r=0}^{n} t^{r} T(f, r, n), \\
S(f, k, n)=\sum_{r=0}^{k}\binom{k}{r} r!T(f, r, n),
\end{gathered}
$$

and

$$
T(f, k, n)=\sum_{r=0}^{k}(-1)^{k-r}\binom{k}{r} \frac{1}{k!} S(f, r, n)
$$

for all $k \geq 0$.

## Special cases.

(i) $f(j)=1,1 \leq j \leq n$ :

Then

$$
S(f, k, n)=\binom{n+k-1}{n} \text { and } T(f, k, n)=\sum_{\Gamma(k, n)} \prod_{j=1}^{k} \frac{1}{\gamma_{j}!}
$$

Thus we obtain the identity

$$
k!\sum_{\mathrm{r}(k, n)} \prod_{j=1}^{k}\left[\gamma_{j}!\right]^{-1}=\sum_{r=0}^{k}(-1)^{k-r}\binom{k}{r}\binom{n+r-1}{n}
$$

which expresses $T(1, k, n)$ in terms of binomial numbers only.
(ii) $f(j)=1 / j!, 1 \leq j \leq n$ :

$$
S(f, k, n)=\sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k}\left[\alpha_{j}!\right]^{-1}=\frac{k^{n}}{n!}
$$

and

$$
T(f, k, n)=\sum_{\Gamma(k, n)} \prod_{j=1}^{n}\left[\gamma_{j}!(j!)^{\gamma_{j}}\right]^{-1}=\frac{1}{n!} S_{n}^{k},
$$

where $S_{n}^{k}$ is the Stirling number of the second kind (see (2.8)). Hence Theorem 4.1 yields the well-known identity

$$
(k!) S_{n}^{k}=\sum_{r=0}^{k}(-1)^{k-r}\binom{k}{r} r^{n},
$$

which expresses the Stirling numbers in terms of binomial coefficients.
(iii) $f(j)=j, 1 \leq j \leq n$ :

$$
\begin{gathered}
S(f, k, n)=\sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \alpha_{j} \\
T(f, k, n)=\sum_{\Gamma(k, n)} \prod_{j=1}^{n} \frac{j^{\gamma_{j}}}{\gamma_{j}!}
\end{gathered}
$$

and so,

$$
e^{-t} \sum_{k=1}^{\infty} \frac{t^{k}}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \alpha_{j}=\sum_{r=0}^{n} t^{r} \sum_{\Gamma(r, n)} \prod_{j=1}^{n} \frac{j^{\gamma_{j}}}{\gamma_{j}!} .
$$

## 5. Other results.

I. Transformations. Let $X$ be a compound nonhomogeneous Poisson process with representation ( $L, \Lambda$ ) as in (2.1) and let $\phi:[0, \infty) \times \mathbf{R} \rightarrow \mathbf{R}$ be Borel-measurable. Then $L^{\phi}(s ; B)=L\left(s ; \phi_{s}^{-1}[B]\right)$ is also a stochastic kernel on $[0, \infty) \times \mathbf{R}$, where we define $\phi_{s}(y)=\phi(s, y)$. Hence there exists a compound nonhomogeneous Poisson process $X^{\phi}$ with representation $\left(L^{\phi}, \Lambda\right)$. Furthermore,

$$
\begin{equation*}
\mu_{j}^{\phi}(t)=\int_{0}^{t} \int_{\mathbf{R}} y^{j} L^{\phi}(s ; d y) d \Lambda(s)=\int_{0}^{t} \int_{\mathbf{R}} \phi^{j}(s, y) L(s ; d y) d \Lambda(s) . \tag{5.1}
\end{equation*}
$$

Example. Let $\phi(s, y)=y^{2}, L(s ; d y)=L(d y)=(\sqrt{2 \pi})^{-1} e^{-y^{2} / 2} d y$ be the normal distribution, and $\Lambda(t)=t$. Then

$$
\mu_{j}^{\phi}(t)=\frac{(2 j)!}{j!2^{j}} t,
$$

and therefore we obtain the identity

$$
\begin{equation*}
e^{-t} \sum_{k=1}^{\infty} \frac{t^{k}}{k!} \sum_{\alpha_{1}+\cdots+\alpha_{k}=n} \prod_{j=1}^{k} \frac{\left(2 \alpha_{j}\right)!}{\alpha_{j}!\alpha_{j}!}=\sum_{r=1}^{n} t^{r} \sum_{\Gamma(r, n)} \prod_{j=1}^{n}\left(\frac{(2 j)!}{j!j!}\right)^{\gamma_{j}} \frac{1}{\gamma_{j}!} . \tag{5.2}
\end{equation*}
$$

II. Independent increments. It was noted in (2.3) that, if $X$ is a compound nonhomogeneous Poisson process, then $X$ has independent increments (see $\S 2$ for the definition). Thus, for all $0 \leq s<t$, we can write

$$
X(t)=X(s)+[X(t)-X(s)]
$$

where $X(s)$ and $[X(t)-X(s)]$ are independent. Hence

$$
\begin{equation*}
E\left[X^{n}(t)\right]=\sum_{k=0}^{n}\binom{n}{k} E\left[X^{k}(s)\right] E\left[\{X(t)-X(s)\}^{n-k}\right] \tag{5.3}
\end{equation*}
$$

In particular, if $X$ is a Poisson process with rate $\lambda=1$ (i.e., $L(s ; d y)=\delta_{\{1\}}(d y)$ and $\Lambda(s)=s)$, then the increments are Poisson random variables: $X(s)$ is Poisson with parameter $s$ and $[X(t)-X(s)]$ is Poisson with parameter $(t-s)$. Therefore, for $s=1$ and
$t=2$,

$$
E\left[X^{n}(2)\right]=\sum_{k=0}^{n}\binom{n}{k} E\left[X^{k}(1)\right] E\left[X^{n-k}(1)\right]
$$

However, $E\left[X^{k}(1)\right]=B_{k}$, the $k$ th Bell number. Also, from (2.7),

$$
E\left[X^{n}(2)\right]=e^{-2} \sum_{k=1}^{\infty} \frac{2^{k} k^{n}}{k!}=\sum_{r=1}^{n} 2^{r} S_{n}^{r} .
$$

Hence we obtain

$$
\begin{equation*}
\sum_{k=0}^{n}\binom{n}{k} B_{k} B_{n-k}=e^{-2} \sum_{k=1}^{\infty} \frac{2^{k} k^{n}}{k!}=\sum_{k=1}^{n} 2^{r} S_{n}^{r} . \tag{5.4}
\end{equation*}
$$

More generally, writing

$$
X(q)=\sum_{l=1}^{q}[X(l)-X(l-1)]
$$

we obtain the identity

$$
\begin{equation*}
\sum_{\alpha_{1}+\cdots+\alpha_{q}=n}\binom{n}{\alpha_{1} \cdots \alpha_{q}} B_{\alpha_{1}} \cdots B_{\alpha_{q}}=e^{-q} \sum_{k=1}^{\infty} \frac{q^{k} k^{n}}{k!}=\sum_{r=1}^{n} q^{r} S_{n}^{r} . \tag{5.5}
\end{equation*}
$$
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#### Abstract

Let $C$ be a cycle. The square of $C$ is the graph obtained by joining every pair of vertices of distance 2 in $C$. Let $G$ be a graph on $n$ vertices with minimum degree $\delta(G)$. This paper proves that, if $\delta(G) \geq$ $\frac{5}{7} n$, then $G$ contains the square of a Hamiltonian cycle.


Key words. cycles, square of a cycle, Hamiltonian graphs
AMS subject classifications. $05 \mathrm{C} 38,05 \mathrm{C} 45$

1. Introduction. All graphs considered are simple and undirected. We denote by $\delta(G)$ the minimum degree of a graph $G$. A $k$-chord of a cycle $C$ is an edge joining two vertices of distance $k$ in $C$; the $k$ th power of $C$ is the graph obtained from $C$ by joining every pair of vertices with distance at most $k$ in $C$. As a natural generalization of Dirac's theorem [1], Seymour conjectured [7] that, if $G$ is a graph on $n$ vertices and $\delta(G) \geq$ $(k / k+1) n$, then $G$ contains the $k$ th power of a Hamiltonian cycle. This problem has been studied by Faudree et al. [4]. As mentioned by Seymour, the truth of his conjecture would imply the remarkably difficult Hajnal-Szemerédi theorem [6], which states that, if a graph $G$ on $n$ vertices has maximum degree less than $r$, then $G$ is $r$-colorable such that the size of the color classes are all $\lfloor n / r\rfloor$ or $\lceil n / r\rceil$. It is clear that the case where $k=$ 1 in the conjecture is Dirac's theorem. In this paper, we are only concerned with the case where $k=2$. We use "square" instead of "2nd power." This special case was earlier conjectured by Pósa (see Erdös [2]).

CONJECTURE. Let $G$ be a graph on $n$ vertices. If $\delta(G) \geq \frac{2}{3} n$, then $G$ contains the square of a Hamiltonian cycle.

The above conjecture, if true, is the best possible in the following sense. Let $G$ be the complete 3-partite graph with one part containing $m$ vertices and each of the other two parts containing $m+1$ vertices. It is clear that $\delta(G)=2 m+1=\frac{2}{3} n-\frac{1}{3}$, but $G$ does not contain the square of a Hamiltonian cycle. Jacobson (in a personal communication) showed that, if $\delta(G) \geq \frac{5}{6} n$, then the conclusion of the conjecture holds. By using a result in [5], Häggkvist (unpublished) gave a very simple proof of the cases where $\delta(G) \geq \frac{3}{4} n+$ 1 and $n \equiv 0(\bmod 4)$. In this paper, we prove the following result.

Theorem. Let $G$ be a graph on $n$ vertices. If $\delta(G) \geq \frac{5}{7} n$, then $G$ contains the square of a Hamiltonian cycle.

We need more notation and terminology. Define a $k$-chord of a path in a way similar to that of a cycle. A feasible path (feasible cycle) of a graph $G$ is a path (cycle) containing all the 2 -chords. A strongly feasible path is a feasible path, which, in addition, contains all the 3 -chords. Denote by $x y$ the edge with ends $x$ and $y$. Two edges are independent if they have no common end. If $P=x y Q z w$ is a feasible path in $G$, where $Q$ is a path (so is feasible itself), then we say that $x y$ is feasibly connected to $z w$ by $P$, or that $x y$ is feasibly connected to $z w$ through $Q$, and we write $x y \rightarrow z w$ in $G$. In the case where $Q=\varnothing$, we simply say that $x y$ is feasibly joined to $z w$. By reversing the order of the path, we see that $x y \rightarrow z w$ is equivalent to $w z \rightarrow y x$. However, $x y \rightarrow z w$ is not the same as $y x \rightarrow z w$. Here the order of the two ends of the end-edges of a feasible path is significant. This is

[^20]the only case where we distinguish $x y$ from $y x$ for the same edge with ends $x$ and $y$. In such a case, to avoid vagueness, we use ordered edges instead of edges. Let $C=u_{1} u_{2} \cdots u_{m} u_{1}$ be a cycle. We say that $u_{i}$ and $u_{i+1}$ are consecutive on $C, 1 \leq i \leq m$, where the additions of the indices of $u_{i}$ are taken modulo $m$. We choose an orientation of $C$ that is consistent with the increasing order of the indices of $u_{i}(1 \leq i \leq m)$. By $u_{i}<u_{j}$, we mean that $u_{i} \neq$ $u_{j}$, and there is a path of $C$ from $u_{i}$ to $u_{j}$, determined by the orientation of $C$. We call this path the segment of $C$ from $u_{i}$ to $u_{j}$. We use $K_{m}$ for the complete graph on $m$ vertices. The vertex set of a graph $G$ is denoted by $V(G)$ and the edge set by $E(G)$. If $H$ is a subgraph of $G$, we denote by $G-H$ the subgraph obtained by deleting all the vertices of $H$ together with all the edges, with at least one end in $H$; for $v \in V(G), N_{H}(v)$ is the set, and $d(v, H)$ the number, of vertices in $H$ that are joined to $v$. We call $d(v, H)$ the degree of $v$ in $H$ and we define $d(F, H)=\sum_{v \in V(F)} d(v, H)$, for two subgraphs $F$ and $H$ of $G$. By definition, $d(F, H)=d(H, F)$, and, if $V(F) \cap V(H)=\varnothing$, then $d(F, H)$ is the number of edges with one end in $F$ and other end in $H$.

Results on feasible paths and cycles are proved in $\S \S 2$ and 3, respectively. They are applied to the proof of the main theorem in the last section. The proof of the theorem is by induction on the number of vertices of the graphs. We choose a longest feasible cycle $C$ with maximum number of 3-chords. Set $H=G-C$ and define $c=|V(C)|$. We first show that $d(x, C) \leq \frac{5}{7} c$ for every vertex $x$ in $H$, and so, by induction, $c \geq n / 2$. Next, we prove that $d(T, C) \leq 2 c$ for every triangle $T$ in $H$, which enables us to establish that every two independent ordered edges of $H$ are feasibly connected in $H$. Moreover, we prove that $H$ contains at least $\frac{3}{7} n$ vertices. By these results, we find that the subgraph $G-H$ (induced by $V(C)$ ) has such a high density that every two independent edges of $C$ are connected by a feasible path of at least $c-2$ vertices in $G-H$, which, together with a feasible path in $H$, results in a feasible cycle of vertices more than $c$. This gives a contradiction to the choice of $C$.

## 2. Results on feasible paths.

Lemma 2.1. Let $P=x_{1} x_{2} \cdots x_{p}$ be a strongly feasible path in a graph $G$, where $p \geq 5$. Denote by $T$ the triangle induced by $\left\{x_{p-2}, x_{p-1}, x_{p}\right\}$. Then $x_{1} x_{2}$ is connected to each of the six ordered edges of $T$ by a feasible path $P^{\prime}$ with $V\left(P^{\prime}\right) \subseteq V(P)$ and $\left|V\left(P^{\prime}\right)\right| \geq p-1$.

Proof. Evidently, the path $P$ itself gives the required paths from $x_{1} x_{2}$ to the ordered edges $x_{p-2} x_{p-1}$ and $x_{p-1} x_{p}$. Since $P$ is strongly feasible and $p \geq 5$, we have that $x_{p-3} x_{p} \in E(G)$, and so the path $x_{1} x_{2} \cdots x_{p-3} x_{p-2} x_{p} x_{p-1}$ is feasible, which provides the required paths from $x_{1} x_{2}$ to $x_{p-2} x_{p}$ and $x_{p} x_{p-1}$. Moreover, since $x_{p-4} x_{p-1} \in E(G)$, both $x_{1} x_{2} \cdots x_{p-3} x_{p-1} x_{p-2}$ and $x_{1} x_{2} \cdots x_{p-3} x_{p-1} x_{p} x_{p-2}$ are feasible paths of $G$. This completes the proof.

Lemma 2.2. Let $P=x_{1} x_{2} \cdots x_{p}$ be a path in a graph $G$ and $a b \in E(G-P)$. If neither $a b$ nor ba is feasibly joined to any ordered edge $x_{i} x_{i+1} \in E(P), 1 \leq i \leq p-1$, then $d(a b, P) \leq p+1$, and, furthermore, if $d\left(x_{p}, a b\right) \leq 1$, then $d(a b, P) \leq p$ with equality only if $d\left(x_{1}, a b\right) \geq 1$.

Proof. Set $N=\{x \in V(P): d(x, a b)=2\}$ and $N^{+}=\left\{x_{i+1} \in V(P): x_{i} \in N\right\}$. By the given condition, if $x_{i} \in N$, then $d\left(x_{i+1}, a b\right)=0$. Thus $N \cap N^{+}=\varnothing$ and $d(a b$, $\left.N \cup N^{+}\right) \leq 2|N|$. Noting that $\left|N \cup N^{+}\right| \geq 2|N|-1$ and since $d(x, a b) \leq 1$ for all $x \in V(P) \backslash\left(N \cup N^{+}\right)$, we have that $d(a b, P) \leq 2|N|+\left(p-\left|N \cup N^{+}\right|\right) \leq p+1$, as required. Furthermore, if $d\left(x_{p}, a b\right) \leq 1$, then $\left|N \cup N^{+}\right|=2|N|$, and so $d(a b, P) \leq$ $p$, with equality only if $d(x, a b)=1$ for all $x \in V(P) \backslash\left(N \cup N^{+}\right)$, which implies, since $x_{1} \notin N^{+}$, that $d\left(x_{1}, a b\right) \geq 1$.

Lemma 2.3. Let $P=x_{1} x_{2} \cdots x_{p}$ be a path in a graph $G$. Suppose that $T$ is a triangle in $G-P$. If none of the six ordered edges of $T$ is feasibly joined to any ordered edge
$x_{i} x_{i+1} \in E(P), 1 \leq i \leq p-1$, then $d(T, P) \leq \frac{3}{2}(p+1)$, and, furthermore, if $d\left(x_{p}, T\right) \leq$ 1 , then $d(T, P) \leq \frac{3}{2} p$ with equality only if $d\left(x_{1}, T\right) \geq 2$.

Proof. Apply Lemma 2.2 to each edge of $T$.
LEMMA 2.4. Suppose that $G$ is a graph on $n$ vertices in which $d(T, G)>\frac{9}{4} n$ for every triangle $T$ of $G$. Iff is an edge of $G$ contained in a triangle, then it is contained in a $K_{5}$.

Proof. Let $T$ be a triangle containing. Since $d(T, G)>\frac{9}{4} n$, there is $v \in G-T$ such that $T \cup\{v\}$ induces a $K_{4}$. Let $Q$ denote such a $K_{4}$. Applying the given condition to every triangle of $Q$, we have that $d(Q, G)>3 n$. If $d(v, Q) \leq 3$ for all $v \in V(H-Q)$, then $d(Q, G) \leq 3(n-4)+12=3 n$, a contradiction. Therefore, $d(v, Q)=4$ for some $v \in V(G-Q)$, which gives a $K_{5}$ containing $f$.

Lemma 2.5. Let $K$ be a complete subgraph of $G$ and $x y$ an ordered edge of $K$. If $a b \in E(G-K)$, with that order, and $d(a b, K) \geq|V(K)|+3$, then $x y \rightarrow a b$ in $G$.

Proof. Since $d(a b, K) \geq|V(K)|+3$, there are $u, v \in V(K) \backslash\{x\}$ such that $d(u v$, $a b)=4$. So $x y \rightarrow u v \rightarrow a b$, where we choose $u=y$ if $y \in\{u, v\}$.

Lemma 2.6. Suppose that $G$ is a graph on $n$ vertices in which $d(T, G)>\frac{9}{4} n$ for every triangle $T$ of $G$. Let $x y$ and $z w$ be any two independent ordered edges. If both $x y$ and $z w$ are contained in triangles, then $x y \rightarrow z w$ in $G$.

Proof. Suppose, to the contrary, that this is not true. By Lemma 2.4, $x y$ is contained in some $K_{5}$ in $G$. This implies that $x y$ is contained in some triangle in $G-z w$. Let $K$ be a maximal complete subgraph containing $x y$ in $G-z w$. Set $k=|V(K)|$. By the maximality of $K, d(K, G-K-z w) \leq(k-1)(n-k-2)$, and, by Lemma $2.5, d(K, z w) \leq k+2$. Therefore, $d(K, G) \leq(k-1) n-k+4$. On the other hand, applying the condition that $d(T, G)>\frac{9}{4} n$ to every triangle of $K$, we have that $d(K, G)>(3 k / 4) n$. So $k \geq 5$. Similarly, there is also a complete subgraph on at least five vertices in $G-x y$, which contains $z w$. Therefore, we may let $K_{f}$ and $K_{g}$ be two $K_{5}$ containing $x y$ and $z w$, respectively, such that $V\left(K_{f}\right) \cap V\left(K_{g}\right) \subseteq V(G) \backslash\{x, y, z, w\}$. If $\left|V\left(K_{f}\right) \cap V\left(K_{g}\right)\right| \geq 2$, then $x y$ and $z w$ are connected by a feasible path through an edge in $K_{f} \cap K_{g}$, contradicting the assumption. Suppose therefore that $\left|V\left(K_{f}\right) \cap V\left(K_{g}\right)\right| \leq 1$.

If $\left|V\left(K_{f}\right) \cap V\left(K_{g}\right)\right|=1$, say $V\left(K_{f}\right) \cap V\left(K_{g}\right)=\{u\}$, we denote by $Q_{f}\left(Q_{g}\right)$ the $K_{4}$ obtained by deleting $u$ from $K_{f}\left(K_{g}\right)$. If there is an edge $e$ from $V\left(Q_{f}\right) \backslash\{x\}$ to $V\left(Q_{g}\right) \backslash\{w\}$, then $x y$ and $z w$ are connected by a feasible path through the vertex $u$ with $e$ as a 2chord, a contradiction again. This shows that $d\left(Q_{f}, Q_{g}\right) \leq 7$. Let $R=G-K_{g}-K_{f}$. If $d\left(v, Q_{f}\right) \leq 3$ for all $v \in V(R)$, then $d\left(Q_{f}, R\right) \leq 3(n-9)$, and so

$$
\begin{aligned}
d\left(Q_{f}, G\right) & =d\left(Q_{f}, R\right)+d\left(Q_{f}, Q_{g}\right)+d\left(Q_{f}, u\right)+d\left(Q_{f}, Q_{f}\right) \leq 3(n-9)+7+4+12 \\
& =3 n-4
\end{aligned}
$$

However, by applying the given condition to every triangle of $Q_{f}$, we have that $d\left(Q_{f}, G\right) \geq 3 n$. This contradiction shows that there must be a vertex $v \in V(R)$ such that $d\left(v, Q_{f}\right)=4$, and then $Q_{f}$ together with $v$ induces a $K_{5}$ vertex-disjoint with $K_{g}$.

From the above discussion, we see that either there is a $K_{5}$ that contains $x y$ and is vertex-disjoint with $K_{g}$, or $V\left(K_{f}\right) \cap V\left(K_{g}\right)=\varnothing$. Therefore, we may choose $K_{f}$, in the first place, such that $V\left(K_{f}\right) \cap V\left(K_{g}\right)=\varnothing$. Now let

$$
P_{f}=x y a_{1} a_{2} \cdots a_{p-2} a_{p-1} a_{p} \quad \text { and } \quad P_{g}=z w b_{1} b_{2} \cdots b_{q-2} b_{q-1} b_{q}
$$

be two vertex-disjoint strongly-feasible paths starting at $x y$ and $z w$ such that (i) $p \geq 3$ and $q \geq 3$, and (ii) subject to (i), $p+q$ is maximum. Such two paths exist from the existence of $K_{f}$ and $K_{g}$. Let $T_{f}$ and $T_{g}$ be the triangles induced by the last three vertices of $P_{f}$ and $P_{g}$, respectively. Set $R=G-P_{f}-P_{g}$. By the maximality of $p+q, d\left(T_{f}, v\right) \leq$ 2 for all $v \in V(R)$, which implies that $d\left(T_{f}, R\right) \leq 2\left(n-\left|V\left(P_{f}\right)\right|-\left|V\left(P_{g}\right)\right|\right)$. By Lemma 2.1, if there is an ordered edge of $T_{f}\left(T_{g}\right)$ that is feasibly joined to an ordered edge
$b_{i} b_{i-1} \in E\left(P_{g}-z w\right)\left(a_{i} a_{i-1} \in E\left(P_{f}-x y\right)\right)$, then $x y \rightarrow z w$, and we are done. (Note that $z b_{2}, x a_{2} \in E(G)$.) Suppose that this is not the case. Applying Lemma 2.3 to $T_{f}$ and $P_{g}-z w$ (with reversed order on $P_{g}$ ), we have that $d\left(T_{f}, P_{g}-z w\right) \leq \frac{3}{2}(q+1)$. Clearly, if $d\left(T_{f}, z w\right) \geq 5$, then $x y \rightarrow z w$. Suppose that $d\left(T_{f}, z w\right) \leq 4$. Consequently,

$$
d\left(T_{f}, G\right) \leq 2\left(n-\left|V\left(P_{f}\right)\right|-\left|V\left(P_{g}\right)\right|\right)+3\left(\left|V\left(P_{f}\right)\right|-1\right)+\frac{3}{2}(q+1)+4
$$

Using $q=\left|V\left(P_{g}\right)\right|-2$,

$$
d\left(T_{f}, G\right) \leq 2 n+\left|V\left(P_{f}\right)\right|-\frac{1}{2}\left|V\left(P_{g}\right)\right|-\frac{1}{2} .
$$

By symmetry,

$$
d\left(T_{g}, G\right) \leq 2 n+\left|V\left(P_{g}\right)\right|-\frac{1}{2}\left|V\left(P_{f}\right)\right|-\frac{1}{2} .
$$

Adding the last two inequalities together and using $\left|V\left(P_{f}\right)\right|+\left|V\left(P_{g}\right)\right| \leq n$, we find that $d\left(T_{f}, G\right)+d\left(T_{g}, G\right) \leq \frac{9}{2} n-1$. However, by the given condition, $d\left(T_{f}, G\right)+$ $d\left(T_{g}, G\right)>\frac{9}{2} n$. This contradiction proves the lemma.
3. Results on feasible cycles. Throughout this section, $G$ denotes a graph with minimum degree $\delta(G) \geq \frac{5}{7} n$, where $n$ is the number of vertices of $G$, and $C$ is a longest feasible cycle of $G: C=u_{1} u_{2} u_{3} \cdots u_{c-1} u_{c} u_{1}$, where $c=|V(C)|$. Set $H=G-C$ and $h=|V(H)|$, where $h>0$. Note that $\delta(G) \geq \frac{5}{7} n$ implies $c \geq 4$.

Lemma 3.1. If $v \in V(H)$, then no four consecutive vertices of $C$ are all joined to $v$.
Proof. Consider any four consecutive vertices $\left\{u_{i}, u_{i+1}, u_{i+2}, u_{i+3}\right\}$ of $C$. If $v$ is joined to all of them, then $u_{i} u_{i+1} v u_{i+2} u_{i+3}$ is a feasible path, which implies that we can insert $v$ into $C$ and obtain a longer feasible cycle, contradicting the choice of $C$.

Lemma 3.2. Let $T$ be a triangle of $H$ with $V(T)=\{x, y, z\}$. If there are independent edges $u_{i} u_{i+1}, u_{j} u_{j+1} \in E(C), j>i$, such that $d\left(u_{i} u_{i+1}, x y\right)=4$ and $d\left(u_{j} u_{j+1}, z\right)=2$, then either $d\left(u_{j}, x y\right)=0$ or $j \geq i+5$.

Proof. If $u_{j}$ is joined to $x(y)$, then $u_{i} u_{i+1} y x z u_{j} u_{j+1}\left(u_{i} u_{i+1} x y z u_{j} u_{j+1}\right)$ is a feasible path, which yields a feasible cycle of length $c+3-(j-i-2)=c+i+5-j$. By the maximality of $C, j \geq i+5$.

Lemma 3.3. Let $T$ be a triangle of $H$. For any $i, 1 \leq i \leq c$, if $d\left(u_{i} u_{i+1}, T\right) \geq 5$, then $d\left(u_{i+2} u_{i+3}, T\right) \leq 4$ with equality only if $d\left(u_{i+2}, T\right)=1$.

Proof. If $d\left(u_{i+2} u_{i+3}, T\right) \geq 5$, then $d\left(\left\{u_{i}, u_{i+1}, u_{i+2}, u_{i+3}\right\}, T\right) \geq 10$, which implies that some vertex of $T$ is joined to all of the four consecutive vertices $u_{i+l}, 0 \leq l \leq 3$. This is impossible by Lemma 3.1. Thus $d\left(u_{i+2} u_{i+3}, T\right) \leq 4$. If the equality holds, then there is a vertex $z \in V(T)$ such that $d\left(z, u_{i+2} u_{i+3}\right)=2$. Furthermore, since $d\left(u_{i} u_{i+1}, T\right) \geq 5$, there is an edge $x y \in E(T)$ such that $d\left(x y, u_{i} u_{i+1}\right)=4$. By Lemma 3.1, $z \notin\{x, y\}$. It follows from Lemma 3.2 that $d\left(u_{i+2}, x y\right)=0$, and hence $d\left(u_{i+2}, T\right)=1$.

Reversing the order of the indices in Lemma 3.3, we have the following result.
Lemma 3.4. Let $T$ be a triangle of $H$. For any $i, 1 \leq i \leq c$, if $d\left(u_{i} u_{i-1}, T\right) \geq 5$, then $d\left(u_{i-2} u_{i-3}, T\right) \leq 4$ with equality only if $d\left(u_{i-2}, T\right)=1$.

Lemma 3.5. Let $T$ be a triangle of $H$. Suppose that $a_{1} b_{1} a_{2} b_{2} \cdots a_{k} b_{k}$ is a segment of $C$ such that $d\left(a_{i} b_{i}, T\right)=4$ for all $i, 1 \leq i \leq k$. If $d\left(a_{1}, T\right)=1$, then $d\left(b_{k}, T\right)=3$.

Proof. If $k=1$, the assertion is trivially true. We proceed by induction on $k$. Since $d\left(a_{1} b_{1}, T\right)=d\left(a_{2} b_{2}, T\right)=4$, there are $x, y \in V(T)$ such that $x$ is joined to both $a_{1}$ and $b_{1}$ and $y$ to both $a_{2}$ and $b_{2}$. By Lemma 3.1, $x \neq y$. Since $d\left(a_{1}, T\right)=1$ and $d\left(a_{1} b_{1}, T\right)=$ 4, we have that $d\left(b_{1}, T\right)=3$. If $a_{2} x \in E(G)$, then $a_{1} b_{1} x y a_{2} b_{2}$ is a feasible path; if $a_{2} z \in$ $E(G)$, where $z$ is the third vertex of $T$ other than $x$ and $y$, then $a_{1} b_{1} x z y a_{2} b_{2}$ is a feasible path. Both cases lead to a feasible cycle of length at least $c+2$. This contradiction shows that $y$ is the only vertex of $T$ joined to $a_{2}$. That is, $d\left(a_{2}, T\right)=1$. Applying the induction hypothesis to $a_{2} b_{2} a_{3} b_{3} \cdots a_{k} b_{k}$ completes the proof of the lemma.

Lemma 3.6. Let $T$ be a triangle of $H$. Then $d(T, C) \leq 2 c$.
Proof. If $c=4$, by the maximality of $c, d(T, C) \leq 7$. If $c=5$, by Lemma 3.1, $d(T$, $C) \leq 9$. Suppose that $c \geq 6$. Let $M$ be a perfect matching of $E(C)$ if $c$ is even or a perfect matching of $C-u$ otherwise, where $u \in V(C)$ chosen so that $d(u, T)=\min \{d(v, T)$ : $v \in V(C)\}$. Set $M=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$, where $m=\lfloor c / 2\rfloor$ and $e_{i}, e_{i+1}$ are consecutive edges on $C, 1 \leq i \leq m-1$. If $d\left(e_{i}, T\right) \leq 4$ for all $i, 1 \leq i \leq m$, then $d(M, T) \leq 4 m$, which gives that $d(C, T)=2 c$, and we are done. Therefore, suppose that the set

$$
D=\left\{e_{i} \in M: d\left(e_{i}, T\right) \geq 5,1 \leq i \leq m\right\}
$$

is not empty and divides $C$ into segments. A typical member of these segments is of form

$$
S=a_{0} b_{0} a_{1} b_{1} \cdots a_{k} b_{k} \quad \text { or } \quad S=a_{0} b_{0} a_{1} b_{1} \cdots a_{q} b_{q} u a_{q+1} b_{q+1} \cdots a_{k} b_{k},
$$

depending on whether $u \in V(S)$, where $a_{i} b_{i} \in M, 0 \leq i \leq k$ with $a_{0} b_{0} \in D$, but $a_{j} b_{j} \notin D$ for all $j, 1 \leq j \leq k$; subject to these, $k$ is as large as possible. If $|D| \geq 2$, let $f \in M-E(S)$ be the edge next to $a_{k} b_{k}$ on $C$, and, by the maximality of $k, d(f, T) \geq 5$. Noting that $d\left(a_{0} b_{0}, T\right) \geq 5$ and applying Lemma 3.3, we have that $k \geq 1$. If $|D|=1$, let $f=a_{0} b_{0}$. Since $c \geq 6$, we have that $k \geq 2$. By the construction of $S$,

$$
\begin{equation*}
d\left(a_{j} b_{j}, T\right) \leq 4 \quad \text { for all } j, \quad 1 \leq j \leq k \tag{3.1}
\end{equation*}
$$

We prove that

$$
\begin{equation*}
d(S, T) \leq 2|V(S)| \tag{3.2}
\end{equation*}
$$

by using

$$
\begin{equation*}
d(S, T)=\sum_{i=0}^{k} d\left(a_{i} b_{i}, T\right) \quad \text { or } \quad d(S, T)=\sum_{i=0}^{k} d\left(a_{i} b_{i}, T\right)+d(u, T) . \tag{3.3}
\end{equation*}
$$

Case (i). $u \notin V(S)$. We first consider the subcase in which $d\left(a_{0} b_{0}, T\right)=5$. If all equalities hold in (3.1), then $d\left(a_{1}, T\right)=1$ by Lemma 3.3, and so $d\left(b_{k}, T\right)=3$ by Lemma 3.5. However, by Lemma 3.4 with $d(f, T) \geq 5, d\left(b_{k}, T\right)=1$. This contradiction shows that there must be a strict inequality in (3.1), and then (3.2) follows from (3.3). Next, consider the subcase in which $d\left(a_{0} b_{0}, T\right)=6$. Since $d(f, T) \geq 5$ and by Lemma 3.2, we have that $k \geq 2$. Since $d\left(a_{0} b_{0}, T\right)=6$ and by Lemma 3.1, no vertex of $T$ can be joined to both $a_{1}$ and $b_{1}$, and hence $d\left(a_{1} b_{1}, T\right) \leq 3$. Now, if there is some $t, 2 \leq t \leq k$, such that $d\left(a_{t} b_{t}, T\right) \leq 3$, then (3.2) follows easily. Suppose that this is not the case. So $d\left(a_{j} b_{j}, T\right)=$ 4 for all $j, 2 \leq j \leq k$. Note that $d\left(a_{2} b_{2}, T\right)=4$ implies that there is $z \in V(T)$ such that $d\left(a_{2} b_{2}, z\right)=2$; then, by Lemma 3.2, $d\left(a_{2}, T-z\right)=0$, and so $d\left(a_{2}, T\right)=1$. Then, by Lemma 3.5, $d\left(b_{k}, T\right)=3$. Again, however, by Lemma 3.4 with $d(f, T) \geq 5$, $d\left(b_{k}, T\right)=1$. This contradiction proves (3.2). Summing (3.2) over all the segments $S$ yields $d(C, T) \leq 2 c$ and completes the proof of case (i).

Case (ii). $u \in V(S)$. Note that $d\left(a_{0} b_{0}, T\right) \leq 6$. If there is a strict inequality in (3.1), then $d(u, T) \leq 1$, and (3.2) follows from a simple counting. It remains to consider the subcase that all equalities hold in (3.1). By Lemmas 3.3 and 3.4, either $d\left(a_{1}, T\right)=1$ (if $q \neq 0$ ) or $d\left(b_{k}, T\right)=1$ (if $q \neq k$ ), either of which implies that $d(u, T) \leq 1$. If $d\left(a_{0} b_{0}\right.$, $T)=5$, then (3.2) follows. If $d\left(a_{0} b_{0}, T\right)=6$, then, since $d\left(a_{1} b_{1}, T\right)=4, u$ must lie between $b_{0}$ and $a_{1}$, and moreover, by Lemma 3.2, $d\left(a_{1}, T\right)=1$. Then, as in (i), we have the contradiction: $d\left(b_{k}, T\right)=3$ and $d\left(b_{k}, T\right)=1$. This proves (3.2) and the lemma.
4. Proof of the theorem. Obviously, the assertion is true for complete graphs. We may assume that $n \geq 7$ and proceed by induction on $n$. Let $C$ be a longest feasible cycle of $G$ with maximum number of 3-chords: $C=u_{1} u_{2} u_{3} \cdots u_{c-1} u_{c} u_{1}$, where $c=|V(C)|$.
(Note that $C$ has the following additional property: maximum number of 3-chords.) As before, set $H=G-C$ and $h=|V(H)|$. If $h=0$, there is nothing to prove. Assume that $h>0$. Since $G$ contains $K_{4}$, we have $c \geq 4$. If $c=4$, then $d(x, C) \leq 3$ for every vertex in $H$, and the set $I=\{x \in V(H): d(x, C)=3\}$ forms an independent set. A simple counting yields a contradiction to the fact that $\delta(G) \geq \frac{5}{7} n$ and $n \geq 7$. In what follows, we assume that $c \geq 5$.

Claim 1. $d(x, C) \leq \frac{5}{7} c$ for every $x \in V(H)$.
If $c=5$ or 6 , the claim follows directly from Lemma 3.1. Suppose that $c \geq 7$. Let $x \in V(H)$ and $S=u_{i} u_{i+1} \cdots u_{i+6}$ be any segment of $C$ with seven consecutive vertices. We show that $d(x, S) \leq 5$. If this is not true, by Lemma 3.1, the only possibility is that $u_{i+k} x \in E(G)$ for all $k, k \neq 3$ and $0 \leq k \leq 6$. Replacing $u_{i+3}$ by $x$, we obtain a feasible cycle $C^{\prime}=u_{1} \cdots u_{i} u_{i+1} u_{i+2} x u_{i+4} u_{i+5} u_{i+6} \cdots u_{c} u_{1}$ of the same length as $C$. Note that $u_{i} x$ and $x u_{i+6}$ are 3 -chords of $C^{\prime}$. By the choice of $C$ (containing maximum number of 3chords), both $u_{i} u_{i+3}$ and $u_{i+3} u_{i+6}$ are in $E(G)$. So $u_{1} \cdots u_{i} u_{i+1} u_{i+3} u_{i+2} u_{i+4} x u_{i+5} \times$ $u_{i+6} \cdots u_{c} u_{1}$ is a feasible cycle of length $c+1$, contradicting the choice of $C$. Summing $d(x, S) \leq 5$ over all the segments $S$ completes the proof of Claim 1. An immediate consequence of Claim 1 is that

$$
\begin{equation*}
\delta(H) \geq \delta(G)-\frac{5}{7} c \geq \frac{5}{7} h, \tag{4.1}
\end{equation*}
$$

which implies, by the induction hypothesis, that $H$ contains the square of a Hamiltonian cycle of $H$. By the choice of $C, c \geq h$.

Claim 2. If $T$ is a triangle of $H$, then $d(T, H)>\frac{9}{4} h$ in $H$.
By Lemma 3.6, $d(T, H) \geq 3 \delta(G)-d(T, C) \geq \frac{15}{7} n-2 c=2 h+\frac{1}{7} n$. Since $c \geq h$, we have that $n \geq 2 h$, and therefore $d(T, H)>\frac{9}{4} h$.

Claim 3. $h \geq \frac{3}{7} n$.
Let $K$ be a maximum complete subgraph of $H$ and set $k=|V(K)|$. By (4.1), $k \geq$ 4, and, by the maximality of $K, d(K, v) \leq k-1$ for all $v \in H-K$. Thus $d(K, H) \leq$ $h(k-1)$. Therefore

$$
\begin{equation*}
d(k, C) \geq k \delta(G)-d(k, H) \geq \frac{5}{7} k n-h(k-1) . \tag{4.2}
\end{equation*}
$$

If $d\left(K, u_{i} u_{i+1}\right) \leq k+1$ for every edge $u_{i} u_{i+1} \in E(C)$, then summing these inequalities over all $i, 1 \leq i \leq c$ yields that $d(K, C) \leq((k+1) / 2) c=((k+1) / 2)(n-h)$. Combining this with (4.2) and using $k \geq 4$, we obtain that

$$
h \geq \frac{3 k-7}{7(k-3)} n>\frac{3}{7} n,
$$

as required by the claim. Therefore assume that there is some edge $u_{t} u_{t+1} \in E(C)$ such that $d\left(K, u_{t} u_{t+1}\right) \geq k+2$. By relabeling, we may assume that $t=1$. That is, there is some edge $x_{1} x_{2} \in E(K)$ such that $d\left(x_{1} x_{2}, u_{1} u_{2}\right)=4$. Let

$$
P=x_{1} x_{2} \cdots x_{p-2} x_{p-1} x_{p}
$$

be a strongly feasible path in $H$ starting at $x_{1} x_{2}$ with $p$ maximum. By Claim 2 and Lemma $2.4, p \geq 5$. Denote by $T$ the triangle induced by $\left\{x_{p-2}, x_{p-1}, x_{p}\right\}$. Let

$$
Q=u_{3} u_{4} \cdots u_{k+2} \quad \text { and } \quad Q^{\prime}=u_{c} u_{c-1} \cdots u_{c-k^{\prime}+1}
$$

be the two segments starting at $u_{3} u_{4}$ and $u_{c} u_{c-1}$ ( $Q^{\prime}$ takes the reversed orientation of $C$ ), respectively, such that
(i) $V(Q) \cap V\left(Q^{\prime}\right)=\varnothing$ and both $k, k^{\prime} \leq p$,
(ii) subject to (i), $d\left(u_{k+2}, T\right) \leq 1$ and $d\left(u_{c-k^{\prime}+1}, T\right) \leq 1$,
(iii) subject to (i) and (ii), $k+k^{\prime}$ is maximum.

Note that $|V(Q)|=k \leq p$ and $\left|V\left(Q^{\prime}\right)\right|=k^{\prime} \leq p$. Applying Lemma 2.1 to $P$ and by the maximality of $C$, no ordered edge of $T$ is feasibly joined to $u_{i} u_{i+1} \in E(Q)$ or $u_{j} u_{j-1} \in E\left(Q^{\prime}\right)$. By choice (ii) of $Q$ and $Q^{\prime}$, it follows from Lemma 2.3 that

$$
\begin{equation*}
d(T, Q)+d\left(T, Q^{\prime}\right) \leq \frac{3}{2}\left(k+k^{\prime}\right) \tag{4.3}
\end{equation*}
$$

with equality only if both $d\left(u_{3}, T\right) \geq 2$ and $d\left(u_{c}, T\right) \geq 2$, and from Lemma 2.2 that

$$
\begin{equation*}
d\left(x_{p-1} x_{p}, Q\right)+d\left(x_{p-1} x_{p}, Q^{\prime}\right) \leq k+k^{\prime} \tag{4.4}
\end{equation*}
$$

with equality only if both $d\left(u_{3}, x_{p-1} x_{p}\right) \geq 1$ and $d\left(u_{c}, x_{p-1} x_{p}\right) \geq 1$. Since no ordered edge of $T$ is feasibly joined to $u_{i} u_{i+1}\left(u_{j} u_{j-1}\right)$, we have that either $d\left(u_{i}, T\right) \leq 1$ or $d\left(u_{i+1}\right.$, $T) \leq 1$ (either $d\left(u_{j}, T\right) \leq 1$ or $\left.d\left(u_{j-1}, T\right) \leq 1\right)$, for any $i(j)$ with $3 \leq i \leq p+1(c-$ $k^{\prime}+2 \leq j \leq c$ ). This implies that we may choose $Q$ and $Q^{\prime}$ such that either (i) $k+k^{\prime} \geq$ $2 p-2$ if $c \geq 2 p+1$ or (ii) $c-3 \leq k+k^{\prime} \leq c-2$ if $c \leq 2 p$. We discuss these two cases separately. For convenience, set $R=C-Q-Q^{\prime}-u_{1} u_{2}$.

Case (i). $c \geq 2 p+1$ and $k+k^{\prime} \geq 2 p-2$. Note that $d\left(T, u_{1} u_{2}\right) \leq 6$. By Lemma 3.1, if equality holds in (4.3), then $d\left(T, u_{1} u_{2}\right) \leq 5$. Therefore

$$
\begin{equation*}
d(T, Q)+d\left(T, Q^{\prime}\right)+d\left(T, u_{1} u_{2}\right) \leq \frac{3}{2}\left(k+k^{\prime}\right)+\frac{11}{2} \tag{4.5}
\end{equation*}
$$

If $|V(R)| \leq 2$, then clearly $d(T, R) \leq 2|V(R)|+2=2 c-2\left(k+k^{\prime}\right)-2$. Adding this to (4.5) and then using $k+k^{\prime} \geq 2 p-2$, we obtain that

$$
\begin{equation*}
d(T, C) \leq 2 c-p+\frac{9}{2} \tag{4.6}
\end{equation*}
$$

Furthermore, by the choice of $P, d(T, v) \leq 2$ for all $v \in V(H-P)$, and therefore $d(T, H) \leq 2(h-p)+3(p-1)=2 h+p-3$. Consequently,

$$
\begin{equation*}
d(T, G)=d(T, C)+d(T, H) \leq 2 n+\frac{3}{2} \tag{4.7}
\end{equation*}
$$

On the other hand, $d(T, G) \geq 3 \delta(G) \geq \frac{15}{7} n$. It follows that $n \leq 10$. However, $c \geq 2 p+1$ implies that $n \geq 3 p+1 \geq 16$, a contradiction. Suppose now that $|V(R)| \geq 3$. From the proof of Lemma 3.6 (see (3.2)), it is not difficult to see that $d(T, R) \leq 2|V(R)|+3=$ $2 c-2\left(k+k^{\prime}\right)-1$. Adding this to (4.5), instead of (4.6) we have that $d(T, C) \leq 2 c-$ $p+\frac{11}{2}$, and, by the same argument used in deriving (4.7), $d(T, G) \leq 2 n+\frac{5}{2}$, which, together with $d(T, G) \geq \frac{15}{7} n$, implies that $n \leq 17$. However, using $k+k^{\prime} \geq 2 p-2$ and $|V(R)| \geq 3$, we have that $c=k+k^{\prime}+2+|V(R)| \geq 2 p+3$, and so $n \geq 3 p+3 \geq 18$, a contradiction again.

Case (ii). $c \leq 2 p$ and $c-3 \leq k+k^{\prime} \leq c-2$. Then $|V(R)| \leq 1$. Consider the edge $x_{p-1} x_{p}$. Note that $d\left(x_{p-1} x_{p}, u_{1} u_{2}\right) \leq 4$. If equality holds in (4.4), then $d\left(x_{p-1} x_{p}\right.$, $\left.u_{1} u_{2}\right) \leq 3$, for otherwise, either Lemma 3.1 is violated or the edge $x_{p-1} x_{p}$ (or $x_{p} x_{p-1}$ ) can be inserted into $C$ between $u_{1}$ and $u_{2}$ to obtain a feasible cycle of length $c+2$. It follows that

$$
d\left(x_{p-1} x_{p}, Q\right)+d\left(x_{p-1} x_{p}, Q^{\prime}\right)+d\left(x_{p-1} x_{p}, u_{1} u_{2}\right) \leq k+k^{\prime}+3=c-|V(R)|+1 .
$$

Using $d\left(x_{p-1} x_{p}, R\right) \leq 2|V(R)|$, we derive that $d\left(x_{p-1} x_{p}, C\right) \leq c+|V(R)|+1 \leq c+$ 2. Therefore

$$
d\left(x_{p-1} x_{p}, G\right)=d\left(x_{p-1} x_{p}, C\right)+d\left(x_{p-1} x_{p}, H\right) \leq c+2+2(h-1)=n+h .
$$

On the other hand, $d\left(x_{p-1} x_{p}, G\right) \geq 2 \delta(G) \geq \frac{10}{7} n$. It follows that $h \geq \frac{3}{7} n$, as required. This proves Claim 3.

Claim 4. $d(u, H) \geq \frac{1}{3} h+1$ for every $u \in V(C)$.
We note that $d(u, H) \geq d(u)-(c-1) \geq \frac{5}{7} n-c+1=h+1-\frac{2}{7} n$. From Claim 3, $n \leq \frac{7}{3} h$, and the claim follows.

Claim 5. Let $a b$ and $u v$ be any two ordered independent edges with both ends in $C$. If there are distinct vertices $x, y \in V(H)$ such that $d(x, a b)=2$ and $d(y, u v)=2$, then $a b$ is feasibly connected to $u v$ through a path $P$ with $V(P) \subseteq V(H)$ and $|V(P)| \geq 3$.

If there are two distinct vertices $z, w \in V(H) \backslash\{x, y\}$ such that $z$ is joined to both $x$, $b$ and $w$ to both $y, u$, then $a b \rightarrow x z$ and $w y \rightarrow u v$. By (4.1), $x z$ is contained in a triangle in $H$, and so is $w y$. It follows from Claim 2 and Lemma 2.6 that $x z \rightarrow w y$, and so $a b \rightarrow$ $u v$ through a path $P$ with $V(P) \subseteq V(H)$ and $\{x, y, z, w\} \subseteq V(P)$. Suppose that this is not the case. From (4.1), $\left|N_{H}(x)\right| \geq \frac{5}{7} h>\frac{2}{3} h$. This, together with Claim 4, implies that $b$ is joined to at least two vertices in $N_{H}(x)$. Similarly, $u$ is joined to at least two vertices in $N_{H}(y)$. To avoid the case we just discussed, it must be that $x y \in E(G)$ and that there is $z$ $\in N_{H}(x) \cap N_{H}(y)$ joined to both $b$ and $u$ such that $a b x z y u v$ is a feasible path, which proves Claim 5 with $P=x z y$. We now return to the proof of our theorem.

Let $M$ be a perfect matching of $C$ if $c$ is even or a perfect matching of $C-u$ otherwise, where $u \in V(C)$ chosen so that $d(u, H)=\min \{d(v, H): v \in V(C)\}$. Set $M=$ $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$, where $m=\lfloor c / 2\rfloor$ and $e_{i}, e_{i+1}$ are alternatively consecutive edges on $C$, $1 \leq i \leq m-1$. (Note that, if $c$ is odd, then $u$ lies between $e_{m}$ and $e_{1}$.)

First, consider the case where there are two distinct vertices $x, y \in V(H)$ such that $d\left(x, e_{i}\right)=2$ and $d\left(y, e_{j}\right)=2$ for two distinct edges $e_{i}, e_{j} \in M$. Since $C$ is a longest feasible cycle and by Claim 5, we have $|i-j| \geq 2$, and moreover, $d\left(e_{i+1}, z\right) \leq 1$ for all $z \in V(H-x)$ and $d\left(e_{j+1}, z\right) \leq 1$ for all $z \in V(H-y)$. Furthermore, by Lemma 3.1, $d\left(e_{i+1}, x\right) \leq 1$ and $d\left(e_{j+1}, y\right) \leq 1$. Consequently,

$$
\begin{equation*}
d\left(e_{i+1}, H\right) \leq h \quad \text { and } \quad d\left(e_{j+1}, H\right) \leq h \tag{4.8}
\end{equation*}
$$

Now we construct a new graph $C^{*}$ with $V\left(C^{*}\right)=M$ as follows: Arrange $e_{1}, e_{2}, \ldots, e_{m}$ around a cycle in the same order as they are around $C$ (so $e_{t} e_{t+1} \in E\left(C^{*}\right), 1 \leq t \leq m$ ) and add edges from $e_{i+1}$ or $e_{j+1}$ to $e_{l}$ if and only if it is joined to $e_{l}$ by four edges in $G$, $1 \leq l \leq m$. It is clear that any path of $C^{*}$ gives rise to a feasible path of $G$ with all vertices in $C$. Denote by $\alpha$ and $\beta$ the degree of $e_{i+1}$ and $e_{j+1}$ in $C^{*}$, respectively. From the construction of $C^{*}$,

$$
d\left(e_{i+1}, C\right) \leq 4 \alpha+3(m-1-\alpha)+d\left(e_{i+1}, C-M\right)+d\left(e_{i+1}, e_{i+1}\right)
$$

Using $d\left(e_{i+1}, C-M\right) \leq 2(c-2 m)$ and $d\left(e_{i+1}, e_{i+1}\right)=2$,

$$
\begin{equation*}
d\left(e_{i+1}, C\right) \leq \alpha+2 c-m-1 \tag{4.9}
\end{equation*}
$$

On the other hand, using (4.8),

$$
\begin{equation*}
d\left(e_{i+1}, C\right) \geq 2 \delta(G)-d\left(e_{i+1}, H\right) \geq \frac{10}{7} n-h \geq c+\frac{3}{7} n \tag{4.10}
\end{equation*}
$$

By Claim 3, $c \leq \frac{4}{7} n$, that is, $n \geq \frac{4}{7} c$. Substituting this into (4.10) yields that $d\left(e_{i+1}, C\right) \geq$ $\frac{7}{4} c$. This, together with (4.9), gives that $\alpha \geq m+1-\frac{1}{4} c$, but $c \leq 2 m+1$, and so

$$
\begin{equation*}
\alpha \geq \frac{m}{2}+\frac{3}{4} \tag{4.11}
\end{equation*}
$$

Similarly, $\beta \geq m / 2+\frac{3}{4}$. Note that $e_{i}$ and $e_{j}$ are the predecessors of $e_{i+1}$ and $e_{j+1}$, respectively. By a standard technique, $e_{i}$ and $e_{j}$ are connected by a Hamiltonian path in $C^{*}$, which implies that $e_{i}$ and $e_{j}$ are connected in $G$ by a feasible path $P$ with $V(P) \subseteq V(C)$ and $|V(P)| \geq c-1$. However, from Claim $5, e_{i}$ and $e_{j}$ (with any order of the ends) are connected through a feasible path $P$ in $H$ with $|V(P)| \geq 3$. The combination of these two paths yields a feasible cycle of $G$ of length at least $c+2$, a contradiction. Suppose therefore that this is not the case. It remains to consider the following two cases.

Case I. There is some vertex $x \in V(H)$ such that $d\left(x, e^{\prime}\right)=2$ for some edge $e^{\prime} \in M$. By relabeling, we may suppose that $d\left(x, e_{1}\right)=2$. Then, to avoid the case we discussed above, it must be that no vertex in $H$ other than $x$ is joined to both ends of any edge of $M$ other than $e_{1}$. Therefore

$$
\begin{equation*}
d\left(e_{i}, H\right) \leq h+1, \quad 2 \leq i \leq m \tag{4.12}
\end{equation*}
$$

Now construct a graph $M^{*}$ in which $V\left(M^{*}\right)=M$ and $e_{i}$ is joined to $e_{j}$ if and only if $e_{i}$ and $e_{j}$ are joined by four edges in $G, 1 \leq i, j \leq m$. Denote by $\alpha_{i}$ the degree of $e_{i}$ in $M^{*}$, $1 \leq i \leq m$. Using (4.12) instead of (4.8), we derive, instead of (4.11), that

$$
\begin{equation*}
\alpha_{i} \geq \frac{m}{2}-\frac{1}{4}, \quad 2 \leq i \leq m . \tag{4.13}
\end{equation*}
$$

Since $d\left(x, e_{1}\right)=2$, as shown in (4.8), we must have that $d\left(e_{2}, H\right) \leq h$, and therefore $\alpha_{2} \geq m / 2+\frac{3}{4}$, which implies that $m \geq 4$ since $\alpha_{2} \leq m-1$. Note that the segment of $C$ from $e_{m}$ to $e_{2}$ through $e_{1}$ is a feasible path. If necessary, we may add two more edges to $M^{*}$ from $e_{m}$ to $e_{1}$ and from $e_{2}$ to $e_{1}$ so that $\alpha_{1} \geq 2$. This, together with (4.13), implies that the graph $M^{*}$ is 2-connected and $\max \left\{d\left(u, M^{*}\right), d\left(v, M^{*}\right)\right\} \geq m / 2$ for every pair of distinct vertices $u$ and $v$ in $V\left(M^{*}\right)$. By a result in [3], $M^{*}$ has a Hamiltonian cycle, which implies a Hamiltonian path of $M^{*}$ starting at $e_{1}$ with the last edge corresponding to a $K_{4}$ in $G$. This gives a feasible path $P$ in $G$ starting at $e_{1}$ such that $V(P) \subseteq V(C)$, $|V(P)| \geq c-1$, and the last four vertices of $P$ induce a $K_{4}$ in $G$, say $P=$ $a_{1} b_{1} a_{2} b_{2} \cdots a_{m-1} b_{m-1} a_{m} b_{m}$, where $a_{1} b_{1}=e_{1}$. Since $a_{m-1} b_{m} \in E(G)$, the path $P$ provides a feasible path containing at least $2 m-1$ vertices from $a_{1} b_{1}$ to each of the ordered edges $\left\{b_{m-1} a_{m}, b_{m-1} b_{m}, a_{m} b_{m}\right\}$. By Claim 4, there must be $y \in V(H-x)$ joined to both ends of one of these three ordered edges, and by Claim 5 such an ordered edge is feasibly connected to $e_{1}$ (with any order of the ends) through a path in $H$ containing at least three vertices. Therefore, we have a feasible cycle of $G$ of length at least $2 m+2 \geq c+1$, a contradiction.

Case II. $d\left(x, e^{\prime}\right) \leq 1$ for every vertex $x \in V(H)$ and every edge $e^{\prime} \in M$. Then $d\left(e_{i}, H\right) \leq h$ for all $i, 1 \leq i \leq m$. Let $M^{*}$ be the same graph as defined in Case I. Instead of (4.13), this time we have that

$$
\begin{equation*}
\alpha_{i} \geq \frac{m}{2}+\frac{3}{4}, \quad 1 \leq i \leq m \tag{4.14}
\end{equation*}
$$

So $m \geq 4$ and $M^{*}$ is Hamiltonian. Let $P=v_{1} v_{2} \cdots v_{p-1} v_{p}$ be the feasible path of $G$ that corresponds to a Hamiltonian path of $M^{*}$. By the construction of $M^{*}, V(P) \subseteq V(C)$, $p=c$ or $c-1$, and

$$
\begin{equation*}
v_{1} v_{4} \in E(G) \quad \text { and } \quad v_{p-3} v_{p} \in E(G) \tag{4.15}
\end{equation*}
$$

If $c$ is odd, then, by the choice of $u, d(u, H) \leq \frac{1}{2} h$, and so $d(u, P) \geq \frac{5}{7} n-\frac{1}{2} h=\frac{1}{2} c+\frac{3}{14} n$. Again, by Claim 3, $n \geq \frac{7}{4} c$, and thus $d(u, P) \geq \frac{7}{8} c$. Therefore, we may insert $u$ into $P$ in such a way that (4.15) still holds for the new path after the insertion. By this, we may assume that $p=c$ regardless of whether $c$ is even or odd. Let $A=\left\{v_{1} v_{2}, v_{1} v_{3}, v_{2} v_{3}\right\}$ and $B=\left\{v_{p-2} v_{p-1}, v_{p-2} v_{p}, v_{p-1} v_{p}\right\}$ be two sets of ordered edges (with those given orders). Since $m \geq 4$, we have $V(A) \cap V(B)=\varnothing$. The path $P$ with property (4.15) implies that every member of $A$ is connected to every member of $B$ by a feasible path $P^{\prime}$ with $V\left(P^{\prime}\right) \subseteq V(P)$ and $\left|V\left(P^{\prime}\right)\right| \geq|V(P)|-2=c-2$. By Claim 4, there are distinct vertices $x, y \in V(H)$ such that $x$ is joined to both ends of an ordered edge of $A$ and $y$ to both ends of an ordered edge of $B$. As seen in the proof of Case I, these two ordered edges are
feasibly connected through a path in $H$ containing at least three vertices, which, together with $P^{\prime}$, give a feasible cycle of $G$ of length at least $c+1$. This final contradiction completes our proof.
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#### Abstract

This paper presents an $O(n \log n)$ algorithm for the bandwidth problem on interval graphs. Given an interval model for an interval graph with $n$ vertices and an integer $k$, the algorithm constructs a layout of bandwidth at most $k$, if there exists one. Two previous algorithms for this problem have been published. One of them is flawed; the other is by Kleitman and Vohra and has complexity $O(n k)$.
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1. Introduction. An interval graph is a graph whose vertices can be put in one-toone correspondence with a family of intervals on the real line, such that two vertices are adjacent if and only if the corresponding intervals are nondisjoint. Such a family of intervals is called an interval model for the graph. Interval graphs have many applications [5], and algorithmic issues involving interval graphs have attracted much interest [3], [6], [7], [10].

Vertices $v$ and $w$ in a graph are said to be neighbors if $v=w$ or $v$ is adjacent to $w$. A layout of a graph $G$ on $n$ vertices is a bijection between the vertices of $G$ and the set $\{1,2, \ldots, n\}$. In particular, we treat $\{1,2, \ldots, n\}$ as the domain of the function and the vertices of $G$ as the range. The bandwidth of layout $\lambda$ equals $\max \{|i-j|: \lambda(i)$ is a neighbor of $\lambda(j)\}$. The bandwidth of $G$ is the minimum bandwidth of layouts of $G$.

Given a graph $G$ and an integer $k$, the problem of determining if the bandwidth of $G$ is at most $k$ is called the bandwidth problem. The bandwidth problem is NP-complete on graphs and even on trees [11]. It is polynomial on caterpillars with hairlength at most 2 [1].

Kratsch [9] devised the first algorithm for bandwidth on interval graphs, but it is flawed; a counterexample is provided below. Kleitman and Vohra developed a different algorithm for this problem and proved it correct [8]. The algorithm of [8] has complexity $O(k n)$, where $n$ is the number of vertices of the graph and $k$ is the bandwidth being tested.

In this paper, we solve the bandwidth problem in $O(n \log n)$ time. The algorithm is essentially that of Kleitman and Vohra; appropriate data structures enable this $O(n \log n)$ running time, which is an improvement over their $O(k n)$ time for all interval graphs, except those with very low bandwidth.

We comment on the effect that the form of the input has on the complexity of our algorithm and other algorithms on interval graphs. In this paper, we assume that an interval model is given; under this assumption, our algorithm has complexity $O(n \log n)$. In some papers, it is assumed that an interval model is given and, in addition, that endpoints are already sorted. Under this assumption, we may aspire to $O(n)$ algorithms, which have been found for various problems, including maximum clique, clique cover, and maximum independent set [6], while our algorithm retains its $O(n \log n)$ complexity. On other occasions, it is assumed that an interval graph is represented as a consecutive cliques arrangement [9]. If we interpret this term to mean that, for each vertex, the first and last clique containing it is given, then, from a consecutive cliques arrangement, we

[^21]may easily obtain an interval model in which endpoints of intervals are integers between 1 and $n$ inclusive, which may be sorted in $O(n)$ time. Hence, given a consecutive cliques arrangement, $O(n)$ algorithms are known for various problems on interval graphs. Finally, it is sometimes assumed that an interval graph is represented in the usual adjacency list representation for general graphs. Such a representation has size $O(m+n)$, where $m$ is the number of edges. The algorithm of Booth and Lueker [4] constructs an interval model for such a graph in $O(m+n)$ time, so our algorithm has complexity $O(m+n \log n)$, given an adjacency list representation for the graph.

In $\S 2$ we give an algorithm for bandwidth of interval graphs. In $\S \S 3$ and 4 we develop data structures that enable the algorithm to be executed in $O(n \log n)$ time. The conclusion states several open problems.
2. Bandwidth. We begin this section by introducing some notation and display an example for which the algorithm of [9] errs. The bandwidth algorithm that we use is then stated. Finally, we explain the role that data structures must play for the complexity of the algorithm to be $O(n \log n)$.

We assume that an interval model for the interval graph $G$ is given; for each interval $z, z_{L}$ is the coordinate of the left end of $z$, and $z_{R}$ its right end. There are $n$ intervals. The arrays L_array and R_array may be filled in $O(n \log n)$ time with the left (respectively, right) ends of the intervals, in ascending order. (Ties may be broken arbitrarily.) We often speak of $L_{\text {_ array }}$ and $R$ _array as sequences of intervals rather than as sequences of coordinates. Array LR_array may be filled with the $2 n$ ends in ascending order, by merging the other two. (Where intervals are closed intervals, whenever a left end and a right end have the same coordinate, the left end must precede the right end in LR_array.)

Kratsch [9] developed an approach that is used in [8] and this paper. A layout is constructed from left to right. This approach follows a policy of laying out intervals generally in order of right ends, but being mindful of constraints imposed by already-laid-down intervals. However, the first algorithm [9] to use this approach is incorrect. In particular, it erroneously decides that the interval graph of Fig. 1 has no layout of bandwidth 4 . Property 2 of [ 9, p. 146] is a cause of the failure of this example.

The algorithm presented here may be viewed as the algorithm of Kleitman and Vohra, supported by new data structures. The following definitions are important in describing our concepts, data structures, and algorithm. Let Layout $(1 \cdots n)$ be the layout being constructed and suppose that intervals have been assigned to positions $1,2, \ldots$, $t$. The set of intervals assigned to positions $1,2, \ldots, t$ is written as Layout $(1 \cdots t)$. For any interval $z$ that is not yet laid down, Deadline $(z)=\min (\{n\} \cup\{j+k:$ Layout $(j)$ is adjacent to $z, 1 \leq j \leq t\}$ ). Thus the deadline of $z$ reflects the constraints on $z$ imposed by the already-laid-down intervals. For $1 \leq h \leq n$, let $I_{h}$ be the set of $h$ intervals with leftmost left ends. Thus $I_{h}$ corresponds to L_array $(1 \cdots h)$. Deadline $\left(I_{h}\right)=$ max $\left\{\operatorname{Deadline}(z): z \in I_{h}-\operatorname{Layout}(1 \cdots t)\right\}$. We define Leeway $\left(I_{h}\right)=\operatorname{Deadline}\left(I_{h}\right)-h-$ $\mid$ Layout $(1 \cdots t)-I_{h} \mid$; to understand this, note that $\mid$ Layout $(1 \cdots t)-I_{h} \mid$ is the number


Fig. 1. Model of interval graph, providing a counterexample to the algorithm of [9].
of intervals outside $I_{h}$ that are already laid down and that Deadline $\left(I_{h}\right)-h$ is the number of intervals outside $I_{h}$ that will have been laid down by the time the deadline for $I_{h}$ occurs; so Leeway $\left(I_{h}\right)$ is the number of intervals outside $I_{h}$ that are allowed to be laid down between now and the time of laying down the last interval of $I_{h}$. However, if all intervals of $I_{h}$ are already laid down, we define Leeway $\left(I_{h}\right)$ to be infinite. If Leeway $\left(I_{h}\right)=0$, we say that $I_{h}$ is critical. Because each not-yet-laid-down interval is defined to have a deadline that is no greater than $n$, there is always at least one critical set, for $I_{n}$ is critical.

Observe that, if $I_{h}$ is critical, the next interval to be laid down must be from $I_{h}$, to construct a layout of the desired bandwidth. Since the sets $I_{h}$ are nested ( $I_{h} \subset I_{h+1}$ for all $h$ ), choosing the next interval to be laid down from the smallest critical set assures that progress will be made on laying down all critical sets.

In the algorithm that follows, we write Deadline $A_{A}\left(I_{h}\right)$, instead of Deadline $\left(I_{h}\right)$. This is because the algorithm follows a lazy update policy on this variable. In each iteration, a single deadline is updated (in step 8), instead of many. In the algorithm, leeways and criticality are to be computed in terms of the values of Deadline $A_{A}()$, rather than in terms of Deadline( ). Also in the algorithm, an interval is marked if and only if it has been laid down; all intervals are initially unmarked.

Algorithm for k-layout

1. Deadline ${ }_{A}\left(I_{r}\right)=n$ for all $r$.
2. For $i=1$ to $n$ do
3. Let $h_{0}$ be the minimum $h$ such that $I_{h}$ is critical.
4. Let $z$ be the unmarked interval in $I_{h_{0}}$ with minimum right coordinate.
5. Layout $(i)=z$; Mark $z$.
6. Let $r$ be the last index such that $z$ is a neighbor of $L_{-} \operatorname{array}(r)$.
7. $/^{*}$ Among unmarked intervals $y, y$ is a neighbor of $z$ if and only if $y=$ L_array $\left(r^{\prime}\right)$ for some $r^{\prime} \leq r .{ }^{*} /$
8. $\quad$ Deadline $_{A}\left(I_{r}\right)=\min \left(i+k\right.$, Deadline $\left._{A}\left(I_{r}\right)\right)$.
9. If the leeway of $I_{r}$ is negative, then quit(failure: bandwidth of $G$ exceeds $k$ ).

The major difference between this algorithm and the algorithm of [8] is the replacement of the sets $S_{j}^{q}$ in [8] by the equivalent notions of deadlines and criticality. If our algorithm were to update all deadlines in each iteration, it would be clearly equivalent to the algorithm of [8], and the proof of correctness of [8] would serve also as proof of correctness of this algorithm. In the next paragraph, we explain why the lazy updating policy of this algorithm is valid.

That updating a single deadline in each iteration is sufficient is a consequence of the following considerations. Suppose that $r^{\prime}<r$ and that Deadline $\left(I_{r^{\prime}}\right)=\operatorname{Deadline}\left(I_{r}\right)$. (1) If some interval in $I_{r}-I_{r^{\prime}}$ is not laid down, then Leeway $\left(I_{r^{\prime}}\right)>\operatorname{Leeway}\left(I_{r}\right)$, so the deadline of $I_{r^{\prime}}$ is superfluous. (2) In the contrary case, all intervals in $I_{r}-I_{r^{\prime}}$ are laid down, so Leeway $\left(I_{r^{\prime}}\right)=\operatorname{Leeway}\left(I_{r}\right)$; however, the set of not-laid-down intervals in $I_{r^{\prime}}$ equals the corresponding subset of $I_{r}$. So, if $I_{r}$, is the smallest critical set, it does not matter if the algorithm treats $I_{r}$ as the smallest one instead. Where $I_{r^{\prime}}$ is the smallest critical set $r \geq r^{\prime}$ and all intervals of $I_{r}-I_{r^{\prime}}$ are laid down, we call $I_{r}$ a virtually smallest critical set.

Given arrays LR_array and R_array, step 6 can be computed in $O(1)$ time for the following reasons. Let $r$ be the last index such that $z$ is a neighbor of $L_{-} \operatorname{array}(r)$. Then $r$ is the number of intervals $u$ satisfying $u_{L} \leq z_{R}$. The number of such intervals equals the index of $z_{R}$ in LR_array minus the index of $z_{R}$ in R_array.

In the remainder of the paper, we show that this algorithm can be executed in $O(n \log n)$ time. Since step 6 is not a challenge, the only concerns are steps 3,4 , and 9 .

To accomplish this running time, in the next two sections, we design data structures so that each iteration can be performed in $O(\log n)$ time. This necessitates the following:
(A) A data structure to find, in $O(\log n)$ time, a virtually smallest critical set $I_{h_{0}}$ (step 3);
(B) A data structure to find, in $O(\log n)$ time, the unmarked interval $z$ in $I_{h_{0}}$ with minimum right coordinate (step 4);
(C) A data structure to determine, in $O(\log n)$ time, if the leeway of $I_{r}$ is negative (step 9).

A data structure for task (B) is described in $\S 3$, and a data structure for tasks (A) and (C) in the following section. Step 8 is accomplished as part of updating the data structure for tasks (A) and (C); a separate array for deadlines is unnecessary.

For tasks (A) and (C), we must know, in each iteration, the first interval in L_array that is not yet laid down. This is easily done: In the initialization of the algorithm, set up a doubly linked list corresponding to $L_{\text {_array }}$ and, for each interval $z$, create a pointer from $z$ to its node in the linked list. Then, in each iteration, in $O(1)$ time, delete from the linked list the interval that is being laid down. In each iteration, the first interval that is not yet laid down can be found, given the header of the linked list, in $O(1)$ time.
3. Selecting the next interval. In this section, we state a computational geometry problem and develop a data structure and algorithm to solve it. In this problem, we are given a set $S$ of points and an on-line sequence of numbers and we compute a permutation of $S$ satisfying certain conditions (or determine that no such permutation exists). At the end of the section, we then show how task (B) from the previous section can be reduced to the computational geometry problem.

Let $S$ be a set of $n$ points in the real plane. To simplify the exposition, we presume that no two points have the same $x$-coordinate or $y$-coordinate. Let $x_{1}, x_{2}, \ldots, x_{n}$ be an on-line sequence of numbers-each $x_{i}$ arrives in iteration $i$. Each $x_{i}$ is interpreted as an $x$-coordinate. The objective, in each iteration $i$, is either to select a point from $S$ (to be called $s_{i}$ ) or to give an error signal. In particular, call the set of points in $S-\left\{s_{1}, s_{2}, \ldots\right.$, $\left.s_{i-1}\right\}$ that are left of $x$-coordinate $x_{i}$ the candidate set for $s_{i}$. If the candidate set for $s_{i}$ is nonempty, $s_{i}$ is chosen as the member of the candidate set having minimum $y$-coordinate. However, if the candidate set for $s_{i}$ is empty, an error signal is returned instead.

Define a balanced binary tree of depth $d$ to be a binary tree of depth $d$ such that, when all nodes at depth $d$ are removed, a complete binary tree remains.

The algorithm to be developed for this problem uses a data structure based on the segment tree of Bentley [2], [12, p. 13]. The data structure is a balanced binary tree $T$ with $n$ leaves. Leaves of $T$ correspond to points of $S$, in order of $x$-coordinate: Leaf $\alpha$ is left of leaf $\beta$ if and only if the point corresponding to $\alpha$ is left of the point corresponding to $\beta$. Where point $s_{i}$ corresponds to leaf $\beta$, we sometimes refer to $\beta$ as leaf $s_{i}$. The $y$-coordinate of $s_{i}$ is then regarded as the $y$-coordinate of the leaf. Each node $\gamma$ of $T$ contains a pointer to the leaf in its subtree that has minimum $y$-coordinate; we let $\min \_l e a f(\gamma)$ be that leaf.

Initializing $T$ is straightforward. Establishing the correspondence between leaves and points of $S$ takes $O(n)$ time if points in $S$ are already sorted by $x$-coordinate, and $O(n \log n)$ time otherwise. Computing min_leaf can be done in $O(n)$ time, for it takes $O(1)$ time to compute $\min \_l e a f(\gamma)$ if $\min \_$leaf is already computed for the children of $\gamma$.

In iteration $i$, we must select $s_{i}$ or determine that the candidate set is empty and we update the data structure to assure that $s_{i}$ is never again selected. We discuss updating the data structure first. To assure that $s_{i}$ is not again selected, change its $y_{\text {_coordinate }}$
to $\infty$. This requires recomputing min_leaf $(\beta)$ for each node $\beta$ in the path from leaf $s_{i}$ to the root. This can be done in $O(\log n)$ time.

To select $s_{i}$, we first determine the leftmost leaf that is not left of $x_{i}$ or (alternatively) we determine that all leaves are left of $x_{i}$. This can be done in $O(\log n)$ time by a binary search on leaves. If all points are left of $x_{i}$, the root points to the point in $S$ $\left\{s_{i}, s_{2}, \ldots, s_{i-1}\right\}$ having minimum $y$-coordinate. Suppose instead that $\alpha$ is the leftmost leaf that is not left of $x_{i}$ and let $P$ be the path from $\alpha$ to the root. Let $Q$ be the set of nodes $\beta$ such that $\beta$ is the left child of a node $\gamma$, and $\gamma$ and its right child are both in $P$. Then $Q$ is the set of nodes in Bentley's segment tree that represent the interval of points that are left of $x_{i}$. We can determine $Q$ in $O(\log n)$ time and determine $s_{i}$ in $O(\log n)$ time by examining the $|Q| y$-coordinates associated with $\left\{\min \_l e a f(\beta): \beta \in Q\right\}$. However, if the point computed for $s_{i}$ has its $y$-coordinate $\infty$, then the candidate set for $s_{i}$ is empty, and an error signal should be returned instead of a member of $S$.

Thus $T$ can be initialized in $O(n \log n)$ time, and each iteration can be executed in $O(\log n)$ time. Then initialization plus $n$ iterations take a total of $O(n \log n)$ time. (We note that, where points in $S$ are not initially sorted, this is an optimal algorithm in any model for which sort is an $\Omega(n \log n)$ problem, since sort can be reduced to this problem.)

Task (B) of the previous section can be reduced to this problem as follows. Let $I$ be the set of $n$ intervals. Define $S$ as $\left\{\left(z_{L}, z_{R}\right): z \in I\right\}$. In iteration $t$ of the algorithm of the previous section the task is to find the unmarked interval in $I_{h_{0}}$ with minimum right coordinate. Now an interval is unmarked if and only if it is not yet laid down, which, in turn, occurs if and only if it was not selected in previous iterations. Translated into terms of the point set $S$, the objective is to find the point in $S$ that was not selected in previous iterations and among the leftmost $h_{0}$ leaves has minimum $y$-coordinate. This problem is not harder than the problem we already solved, since, given $h_{0}$, we can in $O(1)$ time determine an $x$-coordinate $x_{0}$ so that exactly $h_{0}$ leaves are left of $x_{0}$. (Actually, it is an easier problem-the binary search mentioned above can be discarded.) We note that in task (B) the critical interval $I_{h_{0}}$ is known to contain at least one interval that is not laid down, so, as applied to task (B), the algorithm of this section will always return a point, not an error signal.
4. Finding the first critical set. In this section, we describe a data structure that maintains leeways of the sets $I_{h}$. Its principal purpose is to enable us, in $O(\log n)$ time, to find a virtually smallest critical set $I_{h}$, without getting misled by those $I_{h}$ that are already fully laid down. The data structure also enables us, in step 9 of the algorithm, to detect if the leeway of a set is negative. States of this data structure are displayed for the interval model of Fig. 2.

The path from a leaf $\sigma$ to the root is written as $P_{\sigma}$. We define the left cut from $P_{\sigma}$ to be the set of arcs $\alpha \gamma$ of the tree where $\alpha$ is a left child of $\gamma$, and $P_{\sigma}$ contains $\gamma$ but not $\alpha$. If the arcs of the left cut from $P_{\sigma}$ were to be removed from the tree, the leaves that would


Fig. 2. Model of interval graph, of bandwidth 4.
no longer be in the same component with the root would be precisely the leaves properly to the left of $\sigma$.

The data structure is a balanced binary tree, like the segment tree of the previous section; we additionally require that each nonleaf have two children. (See Fig. 3.) Like it, leaves represent intervals, in order of the left ends of the intervals: Leaf $h$ of the tree (counting from the leftmost leaf of the tree) corresponds to the interval whose left end is at $\mathrm{L}_{\text {_ }} \operatorname{array}(h)$. We speak of leaf $h$ as laid down if the interval it represents is laid down. Leaves play a dual role: In addition to representing a single interval, leaf $h$ also represents the set $I_{h}$.

We define weights on the arcs of the tree as follows. Let $\gamma$ be a node, whose left child is $\alpha$ and right child is $\beta$. The weight of arc $\beta \gamma$ is 0 . The weight of arc $\alpha \gamma$ is the number of already laid down leaves that are descendents of $\beta$. A result of this definition is that the number of intervals outside of $I_{h}$ that are already laid down equals the sum of weights of the arcs on $P_{h}$. Then, for a set $I_{h}$ that is not fully laid down, Leeway $\left(I_{h}\right)=$ Deadline $\left(I_{h}\right)-h-$ weight $\left(P_{h}\right)$, where the weight of $\mathrm{P}_{h}$ is computed as the sum of weights of its arcs.

Recall from $\S 2$ that, if $I_{h}$ is fully laid down, the leeway of $I_{h}$ is infinite. To accomplish this, weights of some arcs are set to $-\infty$, as follows. Suppose that $I_{h}$ is the largest fully-laid-down set. Place a weight of $-\infty$ on all arcs of the left cut from $P_{m}$, where $m=h+$ 1. Now the leeway of each fully laid down set $I_{h}$ is infinite, and the leeway of each $I_{h}$ that is not fully laid down is as described in the previous paragraph.

We define values on nodes of the tree as follows. For the leaf $I_{h}$, value $\left(I_{h}\right)=$ Deadline $_{A}\left(I_{h}\right)-h$. Then, at moments when Deadline $A_{A}\left(I_{h}\right)$ has been updated so that it equals Deadline $\left(I_{h}\right)$, the value of leaf $I_{h}$ equals the leeway of $I_{h}$, under the optimistic


Fig. 3. Balanced binary tree for the interval graph of Fig. 2. The interval corresponding to each leaf is indicated. Nonzero weights on arcs are shown, as are values on nodes. (a), (b), and (c) display quantities at the end of iterations 1,2 , and 3 , respectively.
assumption that no interval outside of $I_{h}$ has been laid down. For nonleaf $\gamma$ having left child $\alpha$ and right child $\beta$, the value at $\gamma$ is set to $\min (\operatorname{value}(\alpha)-$ weight $(\alpha \gamma)$, value $(\beta)$ ). Then the value at $\gamma$ equals the minimum leeway of sets $I_{h}$ whose leaves are descendents of $\gamma$, under the optimistic assumption that no interval to the right of this subtree has been laid down (at moments when Deadline $A_{A}\left(I_{h}\right)=$ Deadline $\left(I_{h}\right)$, for the appropriate $h$ ). Also, $\gamma$ has a pointer to the child that determined value $(\gamma)$; in the case of a tie, the pointer is to point to $\alpha$ rather than $\beta$.

This tree can be initialized in $O(n)$ time. The weight of each arc is zero. For each leaf $h$, Deadline $_{A}(h)=n$, so the value of the leaf is initialized to $n-h$; the value of each nonleaf may be computed in $O(1)$ time, given the values of its children.

In the remainder of this section we denote by $z_{h}$ the interval corresponding to leaf $h$.

In each iteration of the algorithm, this tree can be updated in $O(\log n)$ time. Let interval $z_{h}$ be laid down in iteration $t$. Let $r$ be the last index such that $z_{h}$ is a neighbor of $L_{-} \operatorname{array}(r)$ (so $r$ is the last leaf that $z_{h}$ is a neighbor of). Suppose first that $I_{h}$ does not become fully laid down in this iteration. To update weights on arcs, we increment the weight of arcs in the left cut from $P_{h}$, which may be done in $O(\log n)$ time. To update the value of leaf $r$, we execute the assignment value $(r)=\min ($ value $(r), t+k-r$ ) (which corresponds to Deadline $_{A}(r)=\min \left(\right.$ Deadline $\left._{A}(r), t+k\right)$ ). Values of all other leaves are left unchanged. The only nonleaves whose value must be updated are those on either $P_{h}$ or $P_{r}$. Next, suppose that $I_{h}$ becomes fully laid down. To update the tree, first find $h^{\prime}$, so that $z_{h^{\prime}}$ is the first not-yet-laid-down interval (as described at the end of $\S 2$ ) and make the weight of all arcs in the left cut from $P_{h^{\prime}}$ be $-\infty$. Then update the value of leaf $r$ and update the values of nodes that are on either $P_{r}$ or $P_{h^{\prime}}$.

Given this tree, we can detect (in step 9) if $I_{r}$ has negative leeway in $O(1)$ time by checking if the value at the root is negative. This is because the value at the root is the minimum leeway of sets $I_{h}$, and, if any set has negative leeway, $I_{r}$ does. Where no set has negative leeway, we can find a virtually smallest critical set by following the value pointers, starting from the root. Thus tasks (C) and (A) can be accomplished in $O(\log n)$ time.

Figure 3 displays this data structure for the interval graph of Fig. 2. When the algorithm is executed with $k=4$, interval $a$ is laid down in iteration 1. Figure 3(a) displays the data structure at the end of iteration 1: Since the deadline of $I_{4}$ becomes 5 , the value of the fourth leaf is set to 1 . The left cut from $P_{2}$ contains a single arc, whose value becomes 1 . In iteration $2, b$ is laid down. Since $I_{2}$ becomes fully laid down, the value of arcs on the left cut from $P_{3}$ are set to $-\infty$ (see Fig. 3(b)). Also, the deadline of $I_{6}$ becomes 6 , so the value of the sixth leaf is set to $0: I_{6}$ is critical. In iteration 3 , the interval laid down is $d$ ( $d$ is selected by the data structure of the previous section as the remaining interval in $I_{6}$ having minimum right end). (See Fig. 3(c).) The weights of the two arcs in the left cut from $P_{6}$ are incremented. Both $I_{4}$ and $I_{7}$ become critical (the former because of the incrementation of the weight of an arc, and the latter because the deadline of $I_{7}$ becomes 7). In iteration 4, the interval to be laid down is selected from $I_{4}$. The layout constructed by the algorithm is $a, b, d, f, g, e, c, h, i$.
5. Conclusion. The $O(n \log n)$ algorithm presented in this paper leads to several open problems.

Many problems that are NP-complete on graphs in general have $O(n)$ algorithms on interval graphs, where $n$ is the number of intervals in the interval model. Some such problems are clique cover, coloring, maximum clique, maximum independent set, and minimum dominating set of an interval graph [6], [7]. For these algorithms, the ends of
intervals are assumed presorted. With this paper, bandwidth joins Hamiltonian cycle as problems for which $O(n \log n)$ algorithms are known [10] but no $O(n)$ algorithm. Are these $O(n \log n)$ algorithms optimal when ends of intervals are assumed presorted? Resolution of this question seems difficult.

The algorithm of this paper enables the bandwidth of an interval graph to be computed in $O\left(n \log ^{2} n\right)$ time. To do this, we perform a binary search on values of $k$ and, for each such value of $k$, run the $k$-bandwidth algorithm. Can this complexity be brought down?

A proof of correctness of the algorithm is presented in [8]. That proof shows that there is no minimal graph $G$ for which the algorithm fails. Is there a more direct proof of correctness of the strategy underlying the algorithm-a proof that, given an interval model and a layout $L$ of bandwidth $k$ but which differs from the layout produced by this algorithm, $L$ may be adjusted to a layout $L^{\prime}$, also of bandwidth at most $k$, and which is "closer" to following the strategy than $L$ is? Such a proof would likely involve choosing a class of transformations such that the set of all layouts of bandwidth at most $k$ is connected by those transformations. An analogous result was proved in [13]: The class of Hamiltonian cycles of an interval graph is connected under the transformation of edge exchange. The method of such a proof may be strong enough to show that, if Layout $(1 \cdots t)$ is preassigned, with Layout(1) being the interval with leftmost right end, there exists an extension of this partial layout to a full layout of bandwidth $k$ if and only if the strategy behind this algorithm successfully completes the layout.
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# THE LAPLACIAN SPECTRUM OF A GRAPH II* 
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#### Abstract

Let $G$ be a graph. Denote by $D(G)$ the diagonal matrix of its vertex degrees and by $A(G)$ its adjacency matrix. Then $L(G)=D(G)-A(G)$ is the Laplacian matrix of $G$. The first section of this paper is devoted to properties of Laplacian integral graphs, those for which the Laplacian spectrum consists entirely of integers. The second section relates the degree sequence and the Laplacian spectrum through majorization. The third section introduces the notion of a $d$-cluster, using it to bound the multiplicity of $d$ in the spectrum of $L(G)$.
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1. Laplacian integral graphs. Let $G=(V, E)$ be a graph with vertex set $V=$ $V(G)=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ and edge set $E=E(G)$. Denote the degree of vertex $v_{i}$ by $d\left(v_{i}\right)$. Let $D(G)=\operatorname{diag}\left(d\left(v_{1}\right), d\left(v_{2}\right), \ldots, d\left(v_{n}\right)\right)$ be the diagonal matrix of vertex degrees. The Laplacian matrix is $L(G)=D(G)-A(G)$, where $A(G)$ is the $(0,1)$-adjacency matrix. It follows from the Geršgorin disc theorem that $L(G)$ is positive semidefinite and from the matrix-tree theorem (or from [3]) that its rank is $n-w(G)$, where $w(G)$ is the number of connected components of $G$. (More on the Laplacian may be found in [10] or [17].) Denote the spectrum of $L(G)$ by

$$
S(G)=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right),
$$

where $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}=0$ are the eigenvalues of $L(G)$. If more than one graph is involved, we may write $\lambda_{i}(G)$ in place of $\lambda_{i}$. The multiplicity of $\lambda$ as an eigenvalue of $L(G)$ will be denoted $m_{G}(\lambda)$.

The central theme of this article is the occurrence of integers in $S(G)$. If the spectrum consists entirely of integers, we say $G$ is Laplacian integral. The study of graphs whe e adjacency spectra consist entirely of integers was begun in [11]. Cvetković [4] proved that the set of connected, $r$-regular, adjacency integral graphs is finite. When $r=2$, there are three such graphs, namely, $C_{3}, C_{4}$, and $C_{6}$. (When $r=3$, there are 13 such graphs [2], 21 ..) If $G$ is $r$-regular, then $\lambda$ is an eigenvalue of $L(G)$ if and only if $r-\lambda$ is an eigenvalue of $A(G)$. Thus, the theory of Laplacian integral graphs coincides with its adjacency counterpart on regular graphs. Elsewhere, there can be remarkable differences. Consider, for example, the 112 connected graphs on six vertices. Six of them are adjacency integral. Of these six, five are regular: $C_{6}$ and its complement, $K_{6}, K_{3,3}$, and the cocktail party graph. The sixth is the tree obtained by joining the centers of two copies of $P_{3}$ with a new edge. As we have observed, the first five of these are also Laplacian integral; the sixth is not. On the other hand, there are a total of 37 connected Laplacian integral graphs on six vertices [18].

One general difference between the two theories concerns complements. Let $J_{n}$ be the $n$-by- $n$ matrix, each of whose entries is 1 . Then, for any graph $G$ on $n$ vertices,

[^22]$L(G)+L\left(G^{c}\right)=n I_{n}-J_{n}$. It follows that the eigenvalues of $L\left(G^{c}\right)$ are
\[

$$
\begin{equation*}
\lambda_{i}\left(G^{c}\right)=n-\lambda_{n-i}(G), \quad 1 \leq i<n, \quad \text { and } \quad 0 . \tag{1}
\end{equation*}
$$

\]

In particular, $G$ is Laplacian integral if and only if $G^{c}$ is Laplacian integral, and $\lambda_{1}(G) \leq$ $n$, with $m_{G}(n)=w\left(G^{c}\right)-1$. Another difference involves trees. While some interesting work has been done on adjacency integral trees [11], [22], a complete description seems unlikely in the near future. On the other hand, $T$ is Laplacian integral if and only if $T=K_{1, n-1}$ [7], [15, Cor. 2].

Let $G=(V, E)$ be a graph with $n$ vertices and $m$ edges. If $e=\{u, v\} \in E$ and $w \notin$ $V$, then $e$ is said to be subdivided when it is replaced by $\{u, w\}$ and $\{w, v\}$. Of course, replacing the edge replaces the graph; the new graph has $n+1$ vertices and $m+1$ edges.

Example 1. Denote by $G_{n}$ the graph obtained from $K_{n-1}, n>2$, by subdividing one edge; then $G_{n}$ is Laplacian integral. This is because the complement of $G_{n}$ is a graph with two connected components, one isomorphic to $K_{2}$ and the other to $K_{1, n-3}$. The same result does not hold for the adjacency matrix; $A\left(G_{5}\right)$ has three irrational eigenvalues. If two edges of $K_{3}$ are subdivided, the result is $C_{5}$, which is neither adjacency nor Laplacian integral.

If every edge of $G$ is subdivided, the resulting graph $s(G)$ has $n+m$ vertices and $2 m$ edges. It is called the subdivision of $G$. (Note. $S(G)$ is an $n$-tuple; $s(G)$ is a graph.)

Theorem 1. Let $G$ be a connected, $r$-regular, Laplacian integral graph on $n$ vertices. Then $s(G)$ is Laplacian integral if and only if $G=K_{n}$.

Proof. The result is trivial for $r<2$. If $r=2$, then (as we have seen above) $G=C_{3}$, $C_{4}$, or $C_{6}$, Of these, $s\left(C_{3}\right)=C_{6}$ is Laplacian integral, whereas $s\left(C_{4}\right)=C_{8}$ and $s\left(C_{6}\right)=$ $C_{12}$ are not. Thus, we may assume that $r \geq 3$ (so $n \geq 4$ ). Let $m$ denote the number of edges in $G$. It was shown in [13] (see [17]) that

$$
\operatorname{det}\left(x I_{m+n}-L(s(G))\right)=(-1)^{n}(x-2)^{m-n} \operatorname{det}\left(x(r+2-x) I_{n}-L(G)\right) .
$$

Therefore, $\alpha$ is an eigenvalue of $L(s(G))$ if and only if $\alpha=2$ or $\alpha(r\lrcorner 2-\alpha)$ is an eigenvalue of $L(G)$. If $G=K_{n}$, then $r=n-1$, and the eigenvalues of $L(s(G))$ satisfy $m_{s(G)}(0)=1, m_{s(G)}(1)=n-1, m_{s(G)}(2)=n(n-3) / 2, m_{s(G)}(n)=n-1$, and $m_{s(G)}(n+$ 1) $=1$.

Conversely, the eigenvalues of $L(G)$ are all of the form $\lambda=\alpha(r+2-\alpha)$. Since $r+$ 1 is the minimum value taken by this product when both factors are constrained to be positive integers, we deduce that $\lambda_{n-1}(G) \geq r+1$. Thus, the trace of $L(G)$ is at least $(n-1)(r+1)$. However, trace $L(G)=r n$. Combining these, we conclude that $r \geq$ $n-1$.

It is proved in [11, Cor. 6] that the line graph of a regular adjacency integral graph is adjacency integral. Since the line graph of a regular graph is regular, this result carries over to the Laplacian case. So, for example, the Petersen graph is Laplacian integral since it is the complement of the line graph of $K_{5}$. Recall that a graph is $(r, s)$-semiregular if it is bipartite with a bipartition $\left(V_{1}, V_{2}\right)$ in which each vertex of $V_{1}$ has degree $r$ and each vertex of $V_{2}$ has degree $s$. The next result was proved by Mohar [17, Thm. 3.9].

Proposition 1. Let $G$ be a connected, $(r, s)$-semiregular, Laplacian integral graph. Then its line graph is Laplacian integral.

Corollary 1. The line graph of the subdivision of $K_{n}$ is Laplacian integral.
Ultimately, we would like to "explain" all the integral graphs (whether Laplacian or adjacency). Harary and Schwenk [11] identified various families of adjacency integral graphs. Inevitably, they found graphs that belong to none of them. One such graph is the line graph of the subdivision of $K_{4}$. It is clear from Corollary 1 that this graph does, in fact, belong to a natural family. However, because the characteristic polynomial of
$A\left(s\left(K_{4}\right)\right)$ is $x^{2}\left(x^{2}-2\right)^{3}\left(x^{2}-6\right)$, this fact is not immediately evident from the adjacency perspective.

Let $G$ and $H$ be graphs on disjoint sets of vertices. Their union $G+H$ is the graph with vertex set $V(G+H)=V(G) \cup V(H)$ and edge set $E(G+H)=E(G) \cup E(H)$. The join of $G$ and $H$ may be defined by $G \vee H=\left(G^{c}+H^{c}\right)^{c}$. It is the graph obtained from $G+H$ by adding new edges from each vertex of $G$ to every vertex of $H$. Clearly, the union and join of Laplacian integral graphs are Laplacian integral.

The product of graphs $G$ and $H$ is the graph $G \times H$, whose vertex set is the Cartesian product $V(G) \times V(H)$. Suppose that $v_{1}, v_{2} \in V(G)$ and $u_{1}, u_{2} \in V(H)$. Then ( $v_{1}, u_{1}$ ) and $\left(v_{2}, u_{2}\right)$ are adjacent in $G \times H$ if and only if one of the following conditions is satisfied: (i) $v_{1}=v_{2}$ and $\left\{u_{1}, u_{2}\right\} \in E(H)$ or (ii) $\left\{v_{1}, v_{2}\right\} \in E(G)$ and $u_{1}=u_{2}$. For example, the line graph of $K_{p, q}$ is $K_{p} \times K_{q}$. If $G$ and $H$ are Laplacian integral graphs, then $G \times H$ is Laplacian integral [17, Thm. 3.5]. Let $G^{2}=G \times G$. The subgraph of $G^{2}$ induced on $W=\left\{\left(v_{i}, v_{j}\right)\right.$ : $i<j\} \subset V\left(G^{2}\right)$ is called $G^{[2]}$ [8]. Since both $\left(x^{2}-7 x+8\right)^{2}$ and $\left(x^{2}-10 x+20\right)$ are factors of the characteristic polynomial of $L\left(C_{6}^{[2]}\right), G^{[2]}$ does not generally propagate Laplacian integrality. Still, this construction is the source of numerous Laplacian integral graphs.
2. Majorization and the degree sequence. Recall that a nonincreasing sequence $(d)=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ of positive integers is said to be graphic if there exists a (simple) graph having degree sequence $(d)$. The theory of graphic sequences has a rich tradition nicely summarized in [19]. ${ }^{1}$ Another perspective on the discussion of $\S 1$ would be to approach nonincreasing sequences $(\lambda)=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ of nonnegative real numbers in a similar way; i.e., what are necessary and/or sufficient conditions for $(\lambda)$ to be the spectrum of the Laplacian matrix of a (simple) graph, and what special conditions arise if we require ( $\lambda$ ) to be an integer sequence? One condition follows immediately from a theorem of Schur. It involves the property of majorization. Suppose that $(a)$ and $(b)$ are finite nonincreasing sequences of real numbers. Then $(a)$ is said to majorize $(b)$ if

$$
\begin{aligned}
a_{1} & \geq b_{1}, \\
a_{1}+a_{2} & \geq b_{1}+b_{2}, \\
a_{1}+a_{2}+a_{3} & \geq b_{1}+b_{2}+b_{3},
\end{aligned}
$$

and so on, with equality at the end; that is, the sum of all the $a$ 's is equal to the sum of all the $b$ 's.

In the introductory paragraph, we defined $D(G)$ to be the diagonal matrix of vertex degrees. We abuse that language now by letting $D(G)$ also denote the sequence of vertex degrees in nonincreasing order, i.e., $D(G)=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$. (We do not assume that $d_{i}=d\left(v_{i}\right)$.) Since the spectrum of any symmetric, positive semidefinite matrix majorizes its main diagonal [20], [14, p. 218], the following is immediate from the definitions.

Proposition 2. Let $G$ be a graph. Then $S(G)$ majorizes $D(G)$.
The most immediate consequence of Proposition 2 is the inequality $\lambda_{1} \geq d_{1}$. In fact, this inequality is subject to some improvement, as we now show.

Theorem 2. Suppose that $G=(V, E)$ is a connected a graph with $n>2$ vertices. If $S=\left\{u_{1}, u_{2}, \ldots, u_{k}\right\} \subset V$, let $G[S]=(S, E[S])$ be the subgraph of $G$ induced on $S$. Suppose that $E[S]$ consists of $r$ pairwise disjoint edges. Then

$$
\lambda_{1}+\cdots+\lambda_{k} \geq d\left(u_{1}\right)+\cdots+d\left(u_{k}\right)+k-r .
$$

(Recall that $d\left(u_{i}\right)$ need not equal $d_{i}$.)

[^23]The inequality in Theorem 2 suggests it might be useful to define

$$
\Sigma_{k}(G)=\max \left\{\sum_{i=1}^{k} d\left(u_{i}\right):\left\{u_{1}, \ldots, u_{k}\right\} \text { independent in } G\right\} .
$$

Curiously enough, the analogous quantity

$$
\sigma_{k}(G)=\min \left\{\sum_{i=1}^{k} d\left(u_{i}\right):\left\{u_{1}, \ldots, u_{k}\right\} \text { independent in } G\right\}
$$

is useful in the study of Hamiltonian cycles [9].
Corollary 2. If $G$ has an edge, then

$$
\begin{equation*}
\lambda_{1} \geq d_{1}+1 \tag{2}
\end{equation*}
$$

Proof. If $d_{1}=1$, then every connected component of $G$ is either an isolated vertex or a copy of $K_{2}$. In this case, $\lambda_{1}=2$ and $d_{1}=1$. If $d_{1}>1$, let $w$ be a vertex of $G$ of degree $d_{1}$. Let $C$ be a connected component of $G$ containing $w$. Then we may apply Theorem 2 to the subgraph $C$ with $k=1$ and $u_{1}=w$. Since $L(C)$ is a direct summand of $L(G)$, $\lambda_{1}(G) \geq \lambda_{1}(C)$.

Corollary 2 improves the earlier result [7, Thm. 3.7] $\lambda_{1} \geq d_{1}+d_{1} /(n-1)$. (It can be shown that inequality in (2) is strict whenever $d_{1}<n-1$.)

Corollary 3. Let $G$ be a connected graph on $n>2$ vertices. Then $\lambda_{1}+\lambda_{2} \geq$ $d_{1}+d_{2}+1$. If there are two nonadjacent vertices in $G$ having degrees $d_{1}$ and $d_{2}$, then $\lambda_{1}+\lambda_{2} \geq d_{1}+d_{2}+2$.

Proof. The proof is immediate from Theorem 2. Either $r=1$ or $r=0$.
Example 2. Let $G$ be the graph shown in Fig. 1. Then $S(G)=(5.1,3.8,1.5,1,0.6$, $0)$ and $\lambda_{1}+\lambda_{2}<d_{1}+d_{2}+2$.

Conjecture 1. Let $G$ be a graph with $m \geq 1$ edges. Then $S(G)$ majorizes the sequence $\left(d_{1}+1, d_{2}, d_{3}, \ldots, d_{n-1}, d_{n}-1\right)$.

Proof of Theorem 2. Order the $m$ edges in $E$ arbitrarily. For each edge $e=\{v, w\}$, designate one of $v, w$ to be the "positive end" of $e$ and the other to be the "negative end." Thus, $G$ is given a fixed but arbitrary orientation. If $e \in E$ and $v \in V$, define $s(v, e)=+1$ if $v$ is the positive end of $e,-1$ if it is the negative end, and 0 otherwise. The vertex-edge incidence matrix afforded by the orientation is the $n$-by- $m$ matrix $Q=$ $Q(G)$ whose $(v, e)$-entry is $s(v, e)$. It turns out that $L(G)=Q Q^{t}$, independently of the orientation. The matrix $K(G)=Q^{t} Q$ depends on the orientation for the signs of its offdiagonal entries. In any event, $K(G)$ and $L(G)$ share the same nonzero eigenvalues.

Suppose that $x$ is some real $m$-tuple. It is convenient to think of its components as indexed by $E$, so the " $v$ th" component" of $Q x$ is

$$
\sum_{e \in E} s(v, e) x_{e}
$$

Therefore,

$$
\begin{equation*}
x^{t} K(G) x=\sum_{v \in V}\left[\sum_{e \in E} s(v, e) x_{e}\right]^{2} . \tag{3}
\end{equation*}
$$

Suppose that $E[S]=\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$. Without loss of generality, we may assume $e_{i}=\left\{u_{i}, u_{k-i+1}\right\}$ and $d\left(u_{i}\right) \leq d\left(u_{k-i+1}\right), 1 \leq i \leq r$. Choose an orientation of $E(G)$ so that $u_{i}$ is the positive end of each of the $d\left(u_{i}\right)$ edges incident with it, $1 \leq i \leq k-r$. In addition, we may prescribe that $u_{i}$ is the positive end of each of the $d\left(u_{i}\right)-1>0$ edges,
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other than $e_{k-i+1}$, incident with it, $k-r<i \leq k$. For each $u \in S$, define a real $m$-tuple $x(u)$ as follows: $x(u)_{e}$, the coordinate of $x(u)$ corresponding to the edge $e \in E$, is 1 if $u$ is the positive end of $e$, and 0 otherwise. Then $\{x(u): u \in S\}$ is an orthogonal set of vectors. Moreover, $\left\|x\left(u_{i}\right)\right\|^{2}=d\left(u_{i}\right)$ if $i \leq k-r$ and $d\left(u_{i}\right)-1$ if $i>k-r$. Let $y(u)=x(u) /\|x(u)\|$, $u \in S$. Then, for $1 \leq i \leq k-r$,

$$
\sum_{e \in E} s(v, e) y\left(u_{i}\right)_{e}=\left\{\begin{array}{l}
d\left(u_{i}\right)^{1 / 2} \quad \text { if } v=u_{i} \\
-d\left(u_{i}\right)^{-1 / 2} \quad \text { if }\left\{v, u_{i}\right\} \in E \\
0 \quad \text { otherwise }
\end{array}\right.
$$

and, for $i>k-r$,

$$
\sum_{e \in E} s(v, e) y\left(u_{i}\right)_{e}= \begin{cases}\left(d\left(u_{i}\right)-1\right)^{1 / 2} & \text { if } v=u_{i} \\ -\left(d\left(u_{i}\right)-1\right)^{-1 / 2} & \text { if }\left\{v, u_{i}\right\} \in E \backslash E[S] \\ 0 \quad \text { otherwise } .\end{cases}
$$

So, from (3),

$$
y\left(u_{i}\right)^{t} K(G) y\left(u_{i}\right)=\left\{\begin{array}{l}
d\left(u_{i}\right)+1, \quad i \leq k-r \\
d\left(u_{i}\right), \quad i>k-r
\end{array}\right.
$$

Since $\left\{y\left(u_{i}\right): 1 \leq i \leq k\right\}$ is an orthonormal set of vectors,

$$
\begin{aligned}
\sum_{i=1}^{k} \lambda_{i} & \geq \sum_{i=1}^{k} y\left(u_{i}\right)^{t} K(G) y\left(u_{i}\right) \\
& =\sum_{i=1}^{k} d\left(u_{i}\right)+k-r
\end{aligned}
$$

Nonincreasing integer sequences are frequently pictured by means of so-called Fer-rers-Sylvester diagrams. The diagram for $(d)=(5,5,5,4,4,4,3)$ is pictured on the left in Fig. 2. Its transpose is the diagram pictured on the right corresponding to the conjugate partition $(d)^{t}=(7,7,7,6,3)$. In general, the conjugate of a nonincreasing integer sequence

$$
(a)=\left(a_{1}, a_{2}, \ldots, a_{p}\right)
$$

is

$$
(a)^{t}=\left(a_{1}^{t}, a_{2}^{t}, \ldots, a_{q}^{t}\right)
$$

where $q=a_{1}$ and $a_{i}^{t}$ is the number of elements in the set $\left\{j: a_{j} \geq i\right\}$.
Proposition 3. Let (d) be a graphic sequence. Then (d) majorizes (d).
Proof. Suppose that $d_{i} \geq i, 1 \leq i \leq k$, and $d_{k+1}<k+1$. (In Fig. 2, $k=4$.) Define $r_{i}=d_{i}+1,1 \leq i \leq k$ and $r_{i}=d_{i}, k<i \leq n$. Ryser's necessary and sufficient condition for $(d)$ to be graphic is that $(r)^{t}$ majorize $(r)$ (see [1, §11.5]). Note that $r_{i}^{t}=d_{i}^{t}, 1 \leq i \leq k$


Fig. 2. Ferrers-Sylvester diagrams.
and $r_{i}^{t}=d_{i}^{t}+c_{i}, i>k$, where the $c_{i}$ are nonnegative integers that add up to $k$. So, for $1 \leq j \leq k$,

$$
\sum_{i=1}^{j} d_{i}^{t}=\sum_{i=1}^{j} r_{i}^{t} \geq \sum_{i=1}^{j} r_{i}=\sum_{i=1}^{j}\left(d_{i}+1\right)=j+\sum_{i=1}^{j} d_{i}>\sum_{i=1}^{j} d_{i} .
$$

For $j>k$, let $x_{j}=c_{1}+c_{2}+\cdots+c_{j-k}$. Then

$$
x_{j}+\sum_{i=1}^{j} d_{i}^{t}=\sum_{i=1}^{j} r_{i}^{t} \geq \sum_{i=1}^{j} r_{i}=k+\sum_{i=1}^{j} d_{i} .
$$

So, since $x_{j} \leq k$,

$$
\sum_{i=1}^{j} d_{i}^{t} \geq\left(k-x_{j}\right)+\sum_{i=1}^{j} d_{i} \geq \sum_{i=1}^{j} d_{i}
$$

Propositions 2 and 3 raise the natural question of whether $S(G)$ and $D(G)^{t}$ are majorization comparable. (An infinite family of "maximal" graphs for which $D(G)^{t}=$ $S(G)$ is discussed in [16].)

Conjecture 2. Let $G$ be a connected graph. Then $D(G)^{t}$ majorizes $S(G)$. If Conjecture 2 is true, then

$$
\begin{equation*}
\lambda_{n-1} \geq d_{n-1}^{t} \tag{4}
\end{equation*}
$$

i.e., the number of vertices of $G$ of degree $n-1$ is bounded above by $\lambda_{n-1}$, the "algebraic connectivity" of $G$ [7]. To verify (4), suppose that $G$ is a graph with $k$ vertices of degree $n-1$. If $k=n$, then $G=K_{n}$ and $\lambda_{n-1}=n$. Otherwise, $G^{c}$ has at least $k+1$ components, the largest of which has at most $n-k$ vertices. So, $\lambda_{1}\left(G^{c}\right) \leq n-k$. Thus, $\lambda_{n-1}(G)=$ $n-\lambda_{1}\left(G^{c}\right) \geq k$.

If $D(G)^{t}$ majorizes $S(G)$ for connected graphs, then $D(G)^{t}$ majorizes $S(G)$ for all graphs as can easily be seen, e.g., by the condition of Hardy, Littlewood, and Polya [14, p. 22]. So, we may as well restrict our attention to connected graphs, where the number of vertices of $G$ having degree at least 1 is $d_{1}^{t}=n$. The inequality $n \geq \lambda_{1}$ is clear from (1). Indeed, if $G$ is a connected $r$-regular graph, then $D(G)=(r, r, \ldots, r)$ and $D(G)^{t}=$ ( $n, n, \ldots, n$ ) majorizes $S(G)$.

A second step toward proving Conjecture 2 would be to show

$$
\begin{equation*}
d_{1}^{t}+d_{2}^{t} \geq \lambda_{1}+\lambda_{2} . \tag{5}
\end{equation*}
$$

We are not able to establish (5) in all cases. However, some partial results along these lines will emerge from the following result.

Theorem 3. Let $G$ be a connected graph and suppose that w is a cut vertex of $G$. If the largest component of $G-w$ contains $r$ vertices, then $r+1 \geq \lambda_{2}(G)$.

Proof. Denote by $L(w)$ the $(n-1)$-by- $(n-1)$ principal submatrix of $L(G)$ obtained by striking out the row and column corresponding to $w$. Let $\alpha$ be the largest eigenvalue of $L(w)$. By the Cauchy interlacing inequalities, $\lambda_{1} \geq \alpha \geq \lambda_{2}$.

If $C_{1}, C_{2}, \ldots, C_{k}$ are the connected components of $G-w$, let $S_{i}$ be the union of $\{w\}$ and the vertices of $C_{i}, 1 \leq i \leq k$. Let $G_{i}=G\left[S_{i}\right]$ be the subgraph of $G$ induced by $S_{i}$ and write $L_{i}=L\left(G_{i}\right), 1 \leq i \leq k$. Then $L(w)$ is the direct sum of $L_{i}(w), 1 \leq i \leq k$, where $L_{i}(w)$ is the principal submatrix of $L_{i}$ obtained by striking out the row and column corresponding to $w$. It follows that $\alpha$ is the largest eigenvalue of $L_{i}(w)$ for some $i$. By another application of the Cauchy inequalities, we conclude that $\alpha \leq \lambda_{1}\left(G_{i}\right)$ for some $i$. By (1) and the hypotheses, $r+1 \geq \lambda_{1}\left(G_{i}\right)$ for all $i$.

A pendant neighbor is a vertex adjacent to a vertex of degree 1 .
Corollary 4. Let $G$ be a connected graph with $n>2$ vertices. Suppose that $w$ is a pendant neighbor of $G$ adjacent to $k$ pendant vertices. Then $n-k \geq \lambda_{2}$.

Proof. If $G=K_{1, n-1}$, then $n-k=1=\lambda_{2}$. Otherwise, the largest component of $G-w$ contains at most $n-k-1$ vertices, so the result is immediate from Theorem 3.

We now return to (5). Since $n=d_{1}^{t} \geq \lambda_{1}$, it would suffice to show that $d_{2}^{t} \geq \lambda_{2}$. Now $d_{2}^{l}$ is the number of vertices of $G$ having degree at least 2 . That is, $d_{2}^{t}=n-p$, where $p$ is the number of pendant vertices. However, as we now see, it is not generally true, even for trees, that $n-p \geq \lambda_{2}$.

Example 3. Let $T$ be the tree on six vertices obtained by joining the centers of two copies of $P_{3}$ by a new edge. Then $D(T)=(3,3,1,1,1,1)$ and $D(T)^{t}=(6,2,2)$. To one decimal place, $S(T)=(4.6,3,1,1,0.4,0)$. (Recall that $T$ is the only adjacency integral graph on six vertices that is not Laplacian integral.) Here $n=6, p=4$, and $n-p=$ $2<3=\lambda_{2}(T)$.

Corollary 5. Let $G$ be a connected, Laplacian integral graph with $n$ vertices, $p$ of which are pendants. Then $n-p \geq \lambda_{2}$.

Proof. Suppose that $G$ has a total of $q$ pendant neighbors altogether. It is proved in [10, Thm. 3.11] that the number of eigenvalues of $L(G)$, multiplicities included, lying in the open interval $[0,1)$ is at least $q$. Since we are assuming that $G$ is connected, $m_{G}(0)=1$. Thus, $q>1$ contradicts the hypothesis that $G$ is Laplacian integral. We conclude that all $p$ pendants of $G$ share the same neighbor, so the result follows from Corollary 4.
3. Eigenvalues and graph structure. In a natural way, the majorization questions of $\S 2$ have led to the relationship between the Laplacian spectrum and graph structure. We proceed to develop more results along these lines, beginning with a relative of Corollary 5.

Proposition 4. Let $G$ be a graph with $n>2$ vertices, $p$ of which are pendants. If $\lambda_{1}=n$, then all $p$ of the pendants are adjacent to the same neighbor $w, d(w)=n-1$, and $\lambda_{2} \leq n-p$. (In particular, if $T$ is a tree, then $\lambda_{1}(T)=n$ if and only if $T=K_{1, n-1}$.)

Proof. From (1), $\lambda_{1}(G)=n$ if and only if $G^{c}$ is disconnected. If $G$ had two distinct pendant neighbors, then $G^{c}$ would be connected. So, there is a unique pendant neighbor $w$. We conclude from Corollary 4 that $\lambda_{2} \leq n-p$. If $d(w)$ were less than $n-1$ then, again, $G^{c}$ would be connected.

Proposition 5. Let $G$ be a connected graph. Let $P=\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ be a set of pendant vertices of $G$, all of which are adjacent to the same neighbor $w$. Suppose that $\lambda \neq 1$. If (the multiplicity) $m_{G}(\lambda)>1$, then $m_{G-P}(\lambda)>0$. (In particular, $\lambda \leq n-k$.) Moreover, if $m_{G-P}(\lambda)>1$, then $m_{G}(\lambda)>0$.

Proof. Let $w=v_{k+1}$. If $\lambda$ is a multiple eigenvalue of $L(G)$, it has an eigenvector $x$ whose $(k+1)$ st component is 0 . Then $L(G) x=\lambda x$ forces $x_{1}=x_{2}=\cdots=x_{k}=0$. It follows that $y=\left(0, x_{k+2}, \ldots, x_{n}\right)$ is an eigenvector of $L(G-P)$, affording $\lambda$. Because $G-P$ has $n-k$ vertices, $\lambda \leq n-k$. To obtain the final assertion, let $w$ be the first vertex of $G-P$. If $\lambda$ is a multiple eigenvalue of $L(G-P)$, then it is afforded by an eigenvector
$y$ whose first component is 0 . Let $x$ be the vector obtained from $y$ be inserting $k$ zeros at the beginning. Then $x$ is an eigenvector of $L(G)$, affording $\lambda$.

Proposition 6. Let $G$ be a graph with $n$ vertices and $k \geq 1$ spanning trees. If $\lambda$ is a positive integer eigenvalue of $L(G)$, then $\lambda \mid n k$. If $G$ is Laplacian integral, then $\lambda^{t} \mid n k$, where $t=m_{G}(\lambda)$, the multiplicity of $\lambda$ as an eigenvalue of $L(G)$.

Proof. Let $p(x)$ be the characteristic polynomial of $L(G)$. Since $G$ is connected, $L(G)$ has rank $n-1$, so we may factor $p(x)$ as $x f(x)$. (The polynomial $f(x)$ has been called the " $T$-polynomial" of $G$ [5], [12].) As $f(0)$ is the coefficient of $x$ in $p(x)$, it is the sum of the determinants of the $(n-1)$-by- $(n-1)$ principal submatrices of $L(G)$. By the matrix-tree theorem, each of these $n$ determinants has the value $k$. Thus, $f(0)=n k$. Since $f(x)$ is a monic polynomial with integer coefficients, $f(\lambda)=0$ if and only if $\lambda \mid f(0)$. On the other hand, $f(0)$ is the $(n-1)$ th elementary symmetric function of the eigenvalues of $L(G)$, i.e., $f(0)$ is the product of the nonzero eigenvalues of $L(G)$. So, if $G$ is Laplacian integral, $\lambda^{t} \mid f(0)$.

Definition. Let $G$ be a graph. $A$ cluster of $G$ is an independent set of two or more vertices of $G$, each of which has the same set of neighbors. (The set of neighbors of vertex $v$ is $\{u \in V:\{u, v\} \in E\}$.) The degree of a cluster is the cardinality of its shared set of neighbors, i.e., the common degree of each vertex in the cluster. A d-cluster is a cluster of degree $d$. The number of vertices in a d-cluster is its order. A collection of two or more $d$-clusters is independent if the sets of vertices comprising the d-clusters are pairwise disjoint. (The neighbor sets of independent d-clusters need not be disjoint.)

The next result extends the work of Faria on the "star degree" of a graph [6].
Theorem 4. Let $G$ be a graph with $k$ independent d-clusters of orders $r_{1}, r_{2}, \ldots$, $r_{k}$. Then $m_{G}(d) \geq r_{1}+r_{2}+\cdots+r_{k}-k$.

Example 4. The graphs $G_{1}$ and $G_{2}$ in Fig. 3 are the smallest pair of nonisomorphic, connected, Laplacian integral, Laplacian cospectral graphs. They share the spectrum $S\left(G_{1}\right)=S\left(G_{2}\right)=(7,6,6,4,4,3,0)$. Both pictures are drawn so that the top row of vertices is a 4-cluster: $G_{1}$ contains a 4 -cluster of order 2, while $G_{2}$ contains one of order 3. With $d=4$ and $k=1$, Theorem 4 asserts that $m_{G}(4) \geq 1$ for $G=G_{1}$ and $m_{G}(4) \geq 2$ for $G=G_{2}$; the bound is sharp for $G_{2}$ but not for $G_{1}$. On the other hand, an examination of the spectrum shows there is no point in looking for a 5 -cluster in either graph.

Proof of Theorem 4. The independent $d$-clusters correspond to $k$ nonoverlapping principal submatrices of $L(G)$. Each submatrix is $d$-times an $r_{i}$-by- $r_{i}$ identity matrix, $i=$ $1,2, \ldots, k$. Suppose that one of these principal submatrices includes rows and columns numbered $s$ and $t$ in $L(G), s<t$. (That is, suppose that $v_{s}$ and $v_{t}$ belong to the same $d$ cluster in $G$.) Let $x$ be the column vector with $x_{i}=1$ if $i=s,-1$ if $i=t$, and 0 , otherwise. Because $v_{s}$ and $v_{t}$ belong to the same $d$-cluster, they have the same neighbors. Hence, $L(G) x=d x$. A $d$-cluster of order $r_{i}$ affords $r_{i}-1$ linearly independent eigenvectors of this type, and eigenvectors of this type arising from independent clusters are linearly independent.

$G_{1}$
$G_{2}$
Fig. 3

Corollary 6. Let $G$ be a graph with an $r$-clique, $r \geq 2$. Suppose that every vertex of the clique has the same set of neighbors outside the clique. Let the degree of each vertex of the clique be $d$, so $d-r+1$ is the number of vertices not belonging to the clique but adjacent to every member of the clique. Then $m_{G}(d+1) \geq(r-1)$.

Proof. The clique becomes an $(n-d-1)$-cluster of $G^{c}$ of order $r$.
Example 5. Let $G$ be the graph $G_{2}$ of Fig. 3. The three vertices of $G$ of degree 5 are a 3-clique satisfying the hypotheses of Corollary 6 . Hence $m_{G}(6) \geq 2$, and, again, we find that $G_{2}$ affords a sharp bound.

Note added in proof. Theorem 4 was first proved by Isabel Faria, who communicated it to Merris long before the present paper was contemplated. Unfortunately, Merris filed it away and forgot about it. Fortunately, the result will appear under Faria's name in the article, "Multiplicity of Integer Roots of Polynomials of Graphs," to be published by Linear Algebra Appl.
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# A 2d - 1 LOWER BOUND FOR TWO-LAYER KNOCK-KNEE CHANNEL ROUTING* 

TOM LEIGHTON ${ }^{\dagger}$


#### Abstract

This paper describes a two-point net channel routing problem with density $d$ that requires channel width $2 d-1$ in the two-layer knock-knee channel routing model. This means that the $(2 d-1)$-track algorithms of Rivest, Baratz, and Miller [1981 CMU Conference on VLSI Systems and Computations, Oct. 1981, pp. 153159], Bolognesi and Brown [unpublished manuscript, Coordinated Science Laboratory, University of Illinois at Urbanna-Champaign, 1982], Frank [Combinatorica, 2 (1982), pp. 361-371], Mehlhorn, Preparata, and Sarrafzadeh [University of Saarbrucken Tech. Rep., Saarbrucken, Germany, Nov. 1984], and Berger et al. [J. Assoc. Comput. Mach., 1994, to appear], are, in some cases, optimal. Thus, any improvement of these algorithms must rely on problem features other than density (such as flux [Advances in Computing Research 2 (VLSI Theory), F. P. Preparata, ed., JAI Press, Greenwich, CT, 1984, pp. 205-229]) or must make fundamental changes in the wiring model (such as increasing the number of layers [IEEE Trans. Comput., C-33 (1984), pp. 427-437] or allowing wires to overlap [see Berger et al., above], [Algorithmica, 1 (1986), pp. 223-232]).
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1. Introduction. Channel routing plays a central role in the development of automated layout systems for integrated circuits. Many layout systems first place modules on a chip or circuit board and then wire together terminals on different modules that should be electrically connected. This wiring problem is often solved by heuristically partitioning the given space into rectangular channels and then assigning to each such channel a set of wires that are to pass through it. This solution reduces a "global" wiring problem to a set of disjoint (and hopefully easier) "local" channel routing problems. For this reason, channel routing problems have been intensively studied for over a decade, and numerous heuristics and approximation algorithms have been proposed.

In most channel routing problems, the channel consists of a rectilinear grid of tracks (or rows) and columns. Along the top and bottom tracks are terminals, and terminals with the same label form a net. A net with $r$ terminals is called an $r$-point net. The smallest net is a two-point net. If $r>2$, we have a multipoint net. The channel routing problem is to connect all the terminals in each net using horizontal and vertical wires that are routed along the underlying rectilinear grid. The goal is to complete the wiring using the minimum number of tracks, i.e., to minimize the width of the channel. Often, no constraint is placed on the number of columns used at either end of the channel.

Wire segments are physically located on one of the one or more layers. Wire segments in different layers can be connected with contact cuts, which can be thought of as very short wire segments running through grid points perpendicular to the routing surface. No two wires can change layers in the same space without being connected.

A variety of models have been proposed for channel routing, with differences depending on the number of layers allowed and on the ways in which wires are allowed to interact. One of the most popular models is the knock-knee model proposed by Rivest,

[^24]Baratz, and Miller [8] and Thompson [9]. In the knock-knee model, wires are allowed to cross or share corners (i.e., knock-knees) but are not allowed to overlap for any distance. In this paper, we focus on two-layer knock-knee channel routing problems with only two-point top-to-bottom nets. More formally, we define a net $N_{i}=\left(p_{i}, q_{i}\right)$ to be an ordered pair of integers specifying an entry column $p_{i}$ (at the top of the channel) and an exit column $q_{i}$ (at the bottom of the channel). A net is said to be rising if $q_{i}<p_{i}$, falling if $p_{i}<q_{i}$, and trivial if $p_{i}=q_{i}$. A channel routing problem is a collection of $n$ nets such that no two nets have a common entry column or a common exit column. A solution to a channel routing problem consists of an integer $t$ and a collection of $n$ wires $W_{1}, \ldots$, $W_{n}$ such that $W_{i}$ enters the grid in the $p_{i}$ th column of the zeroth row and exits the grid in the $q_{i}$ th column of the $(t+1)$ th row. Routing is allowed in rows 1 through $t$ of the grid and in any number of columns. Although wires may alternate layers (via contact cuts), they cannot overlap except at crossover or jog points. The width of a solution is $t$, the number of horizontal tracks used to route the wires. The optimal width of a channel routing problem is simply the smallest value of $t$ for which there is a solution.

Many algorithms have been discovered for solving two-layer knock-knee channel routing problems with width $2 d-1$, where $d$ is the density of the channel routing problem. (For example, see [2], [3], [4], [6], and [8].) The density of a channel routing problem is the maximum over all $x \in \mathscr{R}$ of the number of nets crossing the vertical cut of the channel at $x$. A net $N_{i}=\left(p_{i}, q_{i}\right)$ is said to cross the cut of the channel at $x$ if $p_{i}<x<q_{i}$ or $q_{i}<$ $x<p_{i}$. For example, the channel routing problem displayed in Fig. 1 has density 3 .

It is easy to see that the density of a problem is a lower bound on the channel width needed for its solution. Hence, the ( $2 d-1$ )-width algorithms of [2], [3], [4], [6], [8] are within a factor of two times optimal for any problem. As many practical channel routing problems have solutions with width very close to $d$, however, it was hoped that the ( $2 d-1$ )-width algorithms could be improved (e.g., to produce $3 d / 2$-width solutions for problems with density $d$ ).

In this paper, we show that such an improvement is not possible. In particular, we construct a two-point net channel routing problem with density $d$ (for any $d$ ) that requires channel width $2 d-1$. Hence, the $(2 d-1)$-width algorithms are optimal in the worst case and cannot be improved by density considerations alone.

It is worth pointing out that improvements in the performance of the algorithms can be achieved if additional parameters are considered or if different models are used. For example, Baker, Bhatt, and Leighton [1] showed that any two-point net channel routing problem with density $d$ and flux $f$ can be solved using $d+O(f)$ tracks, even if


Fig. 1. A solution to a channel routing problem using the knock-knee model.
knock-knees are not allowed. (The definition of flux is somewhat technical, but roughly corresponds to a horizontal measure of density. In the worst case, $f \sim \sqrt{n}$, but $f$ is often a small constant in practical problems.) Alternatively, Preparata and Lipski [7] showed that $d$ tracks are sufficient if three layers of wiring are allowed, thus achieving the lower bound for every problem. More recently, Berger et al. [2] showed that $d+O(\sqrt{d})$ tracks are sufficient using two layers if unit-length vertical wire segments are allowed to overlap other vertical wire segments. (For a more complete listing of other bounds and algorithms for channel routing, refer to [2].)

The paper is divided into sections as follows. In $\S 2$ we construct the density- $d$ lower bound example and in $\S 3$ we prove that it requires $2 d-1$ tracks. We conclude with some remarks.
2. The lower bound construction. Although it may seem somewhat complicated at first, our lower bound construction is quite simple. The problem consists primarily of trivial nets along with a few falling nets arranged as widely spaced 1 -shifts. For example, an informal illustration of the construction for $d=2$ is shown in Fig. 2.

More formally, our hard density- $d$ channel routing problem $R_{d, n}$ is composed of nets $N_{1}, N_{2}, \ldots, N_{n}$, where $N_{i}=\left(i, q_{i}\right)$, and

$$
q_{i}= \begin{cases}i+4^{s} s!^{2} & \text { if } i \equiv 4^{s-1} \bmod 4^{s} s!^{2} \text { for some } s \leq d \\ i & \text { otherwise }\end{cases}
$$

for $1 \leq i \leq n$. In what follows, we use $n=d^{2} 4^{d+1} d!^{2}$, although $R_{d, n}$ can be defined for any $n$ such that $n \equiv 0 \bmod 4^{d} d!^{2}$.

We first show that $R_{d, n}$ is a well-defined channel routing problem. To do this, we must show that $q_{i}$ is well defined and that no pair of nets share an entry or exit column. Assume for the purposes of contradiction that $q_{i}$ is not well defined for some $i$. Then there are two integers $s>r$ such that $i \equiv 4^{s-1} \bmod 4^{s} s!^{2}$ and $i \equiv 4^{r-1} \bmod 4^{r} r!^{2}$. The first congruence implies that $4^{s-1}$ divides $i$ and thus that $4^{r}$ divides $i$ (since $s-1 \geq r$ ). The latter fact clearly contradicts the second congruence. Thus, $q_{i}$ is well defined for each $i$.

By definition, it is clear that no two nets have the same entry column. In what follows, we show that no two nets have the same exit column. If two nets were to share the same exit column, then there would be two integers $i<j$ such that $q_{i}=q_{j}$. Suppose (for the purposes of contradiction) that this is the case. Then, since $q_{j} \geq j$, it is clear that $q_{i}>i$ and thus that $q_{i}=i+4^{s} s!^{2}$, where $i \equiv 4^{s-1} \bmod 4^{s} s!^{2}$ for some $s$. Thus $q_{j}=q_{i} \equiv$ $4^{s-1} \bmod 4^{s} s!^{2}$. If $j=q_{j}$, then $j=4^{s-1} \bmod 4^{s} s!^{2}$, and $q_{j}=j+4^{s} s!^{2}$, which is a contradiction.


Fig. 2. An informal drawing of the lower bound construction for $d=2$. The problem consists mostly of trivial nets (which are not shown), along with a widely spaced 1-shift sequence of nets ( $N_{1}, N_{2}, N_{3}, \ldots$ ) and another even more widely spaced 1 -shift sequence of nets ( $N_{1}^{\prime}, N_{2}^{\prime}, \ldots$ ).

This means that $q_{j}>j$ and thus that $q_{j}=j+4^{r} r!^{2}$, where $j \equiv 4^{r-1} \bmod 4^{r} r!^{2}$ for some $r$. Thus $q_{j} \equiv 4^{r-1} \bmod 4^{r} r!^{2}$. Since $q_{i}=q_{j}$, we can conclude by the arguments of the previous paragraph that $r=s$ and thus that $i=j$, a contradiction.

It is also easy to show that $R_{d, n}$ has density $d$. This is due to the fact that the nontrivial nets of $R_{d, n}$ can be partitioned into blocks $B_{1}, \ldots, B_{d}$, where

$$
\begin{aligned}
B_{s}=\{ & \left(4^{s-1}, 4^{s-1}+4^{s} s!^{2}\right),\left(4^{s-1}+4^{s} s!^{2}, 4^{s-1}+2 \cdot 4^{s} s!^{2}\right), \ldots, \\
& \left.\left(4^{s-1}+n-4^{s} s!^{2}, 4^{s-1}+n\right)\right\}
\end{aligned}
$$

for $1 \leq s \leq d$. Each vertical cut of the channel is crossed by at most one net from each block, and thus the density of $R_{d, n}$ is at most $d$. In fact, the density is precisely $d$, since any cut in the range $4^{d-1}<x<n+1$ is crossed by a net from every block.

Note that the nets in any block $B_{s}$ correspond to a 1 -shift that is spread out across the channel. Hence, our lower bound construction consists only of a collection of interlaced 1 -shifts and trivial nets.
3. Proof of the lower bound. The proof that $R_{d, n}$ requires channel width $2 d-1$ proceeds in two parts. In Part 1, $\S 3.1$, we show that wires passing through a large region of the channel must be routed in a highly restricted manner and that there is such a region that contains the solution to a subproblem of $R_{d, n}$, which is isomorphic to $R_{d, f(d)}$, where $f(d)=4^{d} d!^{2}$. In Part $2, \S 3.2$, we show by induction on $d$ that any solution of $R_{d, f(d)}$ in such a region has width at least $2 d-1$.
3.1. Part 1. Assume for the purposes of contradiction that $R_{d, n}$ has a solution with width $t$, where $t<2 d-1$. Given any integer $y$ such that $0 \leq y \leq t$, let $P_{y}$ be the path that travels between columns $n$ and $n+1$ past rows 0 through $y$, then between rows $y$ and $y+1$ past columns $n$ through 1 , and finally between columns 1 and 0 past rows $y+1$ to $t+1$. For example, see Fig. 3.

Precisely $n$ nets must cross $P_{y}$ at least once for any $y$. In what follows, we are concerned primarily with the initial crossing of each wire on its route from the $i$ th column of row 0 to the $q_{i}$ th column of row $t+1$. Since at most $t$ wires can cross the vertical portions of $P_{y}$, at least $n-t$ wires must initially cross $P_{y}$ on its horizontal portion. (Note that wires at such points are travelling in a downward direction across $P_{y}$.) Since $n$ columns of the grid cross the horizontal portion of $P_{y}$, at most $t$ of them can fail to contain an initial crossing of $P_{y}$. Summing over all paths $P_{y}$, we find that at most $t(t+1) \leq 4 d^{2}-$ $6 d+2<4 d^{2}$ unit segments of columns 1 through $n$ (those between row $y$ and row $y+1$ for some $y$ ) fail to contain a wire that is travelling in a downward direction.


Fig. 3. The path $P_{y}$.

Partition columns $1, \ldots, n$ into $4 d^{2}$ groups, each with $\left(n / 4 d^{2}\right)=4^{d} d!^{2}$ consecutive columns. By the previous argument, we know that, in at least one of these groups (say the $m$ th group), every column segment contains a wire travelling in the downward direction. In other words, there is an $m\left(1 \leq m \leq 4 d^{2}\right)$ such that every segment in columns $(m-1) 4^{d} d!^{2}+1$ through $m 4^{d} d!^{2}$ contains a wire travelling in the downward direction. Henceforth, we refer to these columns as the restricted region of the channel.

Note that the $i$ th column of the restricted region is the same as column $(m-1) 4^{d} d!^{2}+i$ of the original problem. Since $4^{d} d!^{2} \equiv 0 \bmod 4^{s} s!^{2}$ for all $s \leq d$, we know that, for all $s \leq d$,

$$
i \equiv 4^{s-1} \bmod 4^{s} s!^{2} \quad \text { iff }(m-1) 4^{d} d!^{2}+i \equiv 4^{s-1} \bmod 4^{s} s!^{2} .
$$

Hence, the columns in the restricted region contain a subproblem that is isomorphic to $R_{d, f(d)}$, where we define $f(d)=4^{d} d!^{2}$.
3.2. Part 2. We now show that any solution to $R_{d, f(d)}$ in a restricted region (i.e., a region in which every vertical segment of the first $f(d)$ columns contains a wire travelling in the downward direction) requires $2 d-1$ tracks. The proof is by induction on $d$. This hypothesis is certainly true for $d=1$. In what follows, we assume the hypothesis is true for $d-1$ to verify it for $d$. First, however, we must establish some useful facts concerning routings in restricted regions. For instance, each row in such a region is either full (i.e., each unit segment of the row contains a wire) or empty (none of the unit segments contains a wire). This simple but powerful observation follows from the fact that every column in a restricted region is full. Thus a row that is neither full nor empty must contain a point that is incident to two-column wire segments and one-row wire segment. This is clearly impossible.

It is natural to group the rows together into (alternating) blocks of full rows and empty rows. Such blocks are said to be full or empty, respectively. Note that a wire can change layers only in an empty block and can change columns only in a full block. For example, see Fig. 4.

Only a restricted set of column changes is possible in a full block of rows. For example, consider a full block that contains a long horizontal wire segment. Since we are routing in a restricted region, the columns crossing the wire must contain wires as in Fig. 5(a). Since all of the crossing wires are moving in a downward direction, no two can be connected by a unit horizontal wire, and thus the rows above and below the long horizontal wire also contain long horizontal wires (provided that they are not empty, of course). For example, see Fig. 5(b). By repeating this argument for the remaining rows, we can deduce that all the rows of the full block contain long horizontal wires. For example, see Fig. 5(c).


Fig. 4. Wiring in a restricted region.


FiG. 5. Impact of a long horizontal wire on a full block.

We are now ready to prove that any routing of $R_{d, f(d)}$ in a restricted region requires $2 d-1$ tracks. For the purposes of contradiction, assume otherwise and consider the net $N_{i}=\left(i, q_{i}\right)$, where $i=4^{d-1}$ and $q_{i}=4^{d-1}+4^{d} d!^{2}$. Because we are in a restricted region, the corresponding wire in the solution must eventually travel from column $4^{d-1}$ to column $4^{d} d!^{2}$ (at least) in a downward (or level) fashion. This means that some row of the solution contains a horizontal wire segment of length at least $\left(4^{d} d!^{2}-4^{d-1}\right) / t$. Thus, the block containing this row resembles that in Fig. 5(c). In particular, there is a subregion consisting of at least

$$
\frac{4^{d} d!^{2}-4^{d-1}}{t}-2(t-1) \geq \frac{4^{d} d!^{2}-4^{d-1}}{2 d-2}-2(2 d-3)
$$

consecutive columns that is spanned by continuous horizontal wires in every row of the block.

Partition the $f(d)$ columns of the restricted region into $f(d) / f(d-1)=4 d^{2}$ groups, each consisting of $f(d-1)=4^{d-1}(d-1)!^{2}$ contiguous columns. By the analysis at the end of $\S 3.1$, we can show that each of these groups of columns (except the first) contains a routing problem that is isomorphic to $R_{d-1, f(d-1)}$. This is because the $i$ th column in the $m$ th group $\left(1 \leq m \leq 4 d^{2}\right)$ is column $(m-1) 4^{d-1}(d-1)!^{2}+i$ in the restricted region, and

$$
i \equiv 4^{s-1} \bmod 4^{s} s!^{2} \quad \text { iff }(m-1) 4^{d-1}(d-1)!^{2}+i \equiv 4^{s-1} \bmod 4^{s} s!^{2}
$$

for $s \leq d-1$. We must be careful with columns for which

$$
(m-1) 4^{d-1}(d-1)!^{2}+i \equiv 4^{d-1} \bmod 4^{d} d!^{2}
$$

(since then $q_{i}=i+4^{d-1}$ instead of $q_{i}=i$, as we would want for $R_{d-1, f(d-1)}$ ), but this only happens for $m=1$ and $i=4^{d-1}$ (since $(m-1) 4^{d-1}(d-1)!^{2}+i \leq 4^{d} d!^{2}$ ), which is why the first group does not contain a routing problem isomorphic to $R_{d-1, f(d-1)}$.

For $d>1$,

$$
\frac{4^{d} d!^{2}-4^{d-1}}{2 d-2}-2(2 d-3)>(2 d+2) 4^{d-1}(d-1)!^{2}
$$

and thus the wires of at least $2 d$ subproblems isomorphic to $R_{d-1, f(d-1)}$ enter and exit in the columns through which all of the long horizontal wire segments pass. (Note that this rules out both the first and last groups of $f(d-1)$ columns.) Of these, at most $t \leq$ $2 d-2$ subproblems can have a wire that passes outside those columns (since it must also re-enter on some other row). Thus all the wires of at least one of the subproblems isomorphic to $R_{d-1, f(d-1)}$ are totally contained within the columns spanned by the long horizontal wires. As the wires for this subproblem must pass straight through (downward) the block containing the long wires, the horizontal rows of the block can be removed without affecting the wires for this solution of $R_{d-1, f(d-1)}$. In other words, this means that there is a $(t-1)$-track solution to $R_{d-1, f(d-1)}$ in a restricted region.

In addition, we can also remove an empty track from the region without affecting the solution to $R_{d-1, f(d-1)}$. To see why, first consider the case when the full block with long horizontal wires is preceded and followed by empty blocks. When the full block is removed, we will then have an empty block with at least two rows (one from each of the neighboring blocks). Empty blocks of rows can always be replaced by a single empty row, since wires can only change layers in empty blocks and they only need one row to do so. Hence, we can remove an empty row from the layout without affecting the wiring of $R_{d-1, f(d-1)}$.

If the full block with long horizontal wires is not preceded and followed by empty blocks, then it must be adjacent to the top or bottom track of the channel. In this case, when the full block is removed, we can also remove the single adjacent empty block. This is because we never need an empty block adjacent to the top or bottom of the channel, since we can simply start or end each wire in the desired layer when it enters or exits the channel.

Combining the previous arguments, we find that we can always remove at least one full track and one empty track without affecting the solution to $R_{d-1, f(d-1)}$. This means that there is a solution to $R_{d-1, f(d-1)}$ in a restricted region that uses at most $t-2<$ $2 d-3$ tracks. This contradicts the inductive hypothesis, and thus we know that the solution to $R_{d, f(d)}$ must have used $t \geq 2 d-1$ tracks. This concludes the proof.
4. Remarks. It is interesting to note that the construction consists mostly of trivial nets and does not contain any rising nets whatsoever. A priori, such a channel routing problem might have been considered to be easier than one that corresponds to a permutation (i.e., one in which every entry column is also an exit column). As we have seen, however, this is not the case. As we might expect, it is not difficult to modify the construction to prove an identical lower bound for channel routing problems that are permutations.

The term "trivial net" is a misnomer. For example, adding trivial nets to some channel routing problems (such as a 2 -shift) increases their optimal channel width. In addition, the optimal routing of a trivial net can be quite complicated. For example, the
obvious routing of a trivial net $N_{i}=\left(p_{i}, p_{i}\right)$ is to run a wire down the $p_{i}$ th column from row 0 to row $t+1$. Even if layer changes are allowed for such wires, it is possible to construct examples of $O\left(d^{2}\right)$-net channel routing problems with optimal width $d+O(\log d)$ for which any such solution requires $2 d-1$ horizontal tracks.

Whether the number of wires in our lower bound example can be significantly decreased is an interesting open question. Although the size of our construction was artificially increased to simplify the proof, we do not know of any $n$-net channel routing problem with density $d$ and optimal width $2 d-1$ for which $n \leq o(d!)$. Thus, it is still possible that a channel routing algorithm could be found that produces solutions with width $d+\log n$.

A closer examination of our lower bound proof reveals that the restricted region of the routing contains at least $d$ full rows and at least $d-1$ empty rows. This coincides exactly with the behavior of the $(2 d-1)$-track algorithms. Those algorithms use $d$ tracks for routing and $d-1$ tracks for layer changes. Hence, the need for layer changes is a crucial factor in determining the channel width of problems in the two-layer knock-knee model, and it cannot be ignored.
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#### Abstract

This paper provides a new proof of the fact that the polynomials of degree $2^{m-2}$ over the Galois field $\operatorname{GF}\left(2^{m}\right)(m \geq 2)$, which are fully reducible and admit no multiple factor (i.e., which divide $\left.x^{2^{m}}+x\right)$ and whose derivatives are constant are affine polynomials. The author determines explicitly these polynomials, which are related to a problem in coding theory that is recounted.
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1. Introduction. Let $m$ be a positive integer, $m \geq 2$ and $G$ the Galois field of order $2^{m}$. Let $F=\mathrm{GF}(2)=\{0,1\}$ its prime subfield. $G$ may be viewed as an $m$-dimensional vector space over $F$.

Little is known about the developed expressions of those polynomials over $G$ that divide $x^{2^{m}}-x$ (that is, $x^{2^{m}}+x$, since the characteristic is 2 ). For instance, the question of determining such polynomials of a given degree and of a certain type is not answerable, except in a few cases (cf. [3] in the case of lacunary polynomials). One of these cases is that of those polynomials of degree $2^{m-2}$ whose derivatives are constant. A subcase (which is, in fact, equivalent) is when the constant term of the polynomial is zero. It is related to a problem in algebraic coding theory (that we recount in §2): the characterization of those elements of the narrow-sense BCH code of length $2^{m}-1$ and designed distance $2^{m-2}-1$ whose weight is equal to that designed distance. Augot, Charpin and Sendrier [1] have recently given a characterization of these elements. Their main result may be stated as follows: Any polynomial of degree $2^{m-2}$, whose derivative is a constant, which divides $x^{2^{m}}+x$ and whose constant term is zero is a linearized polynomial. The proof, which uses Newton identities, is very satisfactory but does not point out significant properties that would explain what leads to such a remarkable result. The purpose of this paper is to exhibit such properties and to deduce a new proof of the result.

We introduce (§3) a property about the divisibility of polynomials over Galois fields of characteristic 2 and deduce ( $\S 4$ ) a new proof of the fact that these polynomials (without the condition on the constant term) are all affine (i.e., are sums of linearized polynomials over $G$ and constants). We then determine explicitly the expressions of these polynomials (not done in [1]).

Let us recall that any function from $G$ to $G$ admits a representation as a polynomial over $G$ of degree at most $2^{m}-1$. We call it the polynomial expression of the function.

If $P(x)$ is a polynomial over $G$ of any degree, we denote by $P(x) \bmod \left(x^{2^{m}}+x\right)$ the unique polynomial of degree at most $2^{m}-1$, which is congruent with $P(x)$ modulo $x^{2^{m}}+x$.

We denote $\operatorname{tr}$ as the trace function from $G$ to $F: \operatorname{tr}(x)=\sum_{i=0}^{m-1} x^{2^{i}}$. A polynomial $f(x)$ of degree at most $2^{m}-1$ is the polynomial expression of a Boolean function (i.e., of a function from $G$ to $F$ ) if and only if there exists a polynomial $g(x)$ such that $f(x)=$ $\operatorname{tr}(g(x)) \bmod \left(x^{2^{m}}+x\right)$. The condition is sufficient since $\operatorname{tr}$ is a mapping from $G$ to $F$,

[^25]and it is necessary since, if $f$ is a Boolean function and $a$ is any element of $G$ such that $\operatorname{tr}(a)=1$, then we have, for any element $u$ in $G, \operatorname{tr}(a f(u))=f(u) \operatorname{tr}(a)=f(u)$; therefore, according to the unicity of the polynomial expression of $f$,
$$
\operatorname{tr}(a f(x)) \bmod \left(x^{2^{m}}+x\right)=f(x)
$$
2. Presentation of the problem on BCH codes (cf. [1], [2 Chaps. 7 and 9]). Let $n$ be a positive odd integer, $m$ the multiplicative order of 2 modulo $n$ (we assume that $m \geq 3$ ), and $G$ the Galois field of order $2^{m}$. Let $\alpha$ be a primitive $n$th root of unity in $G$ and $d$ a positive integer. The binary (narrow sense) BCH code of length $n$ and designed distance $d$ is the set of all those elements of the quotient algebra $F[x] /\left(x^{n}+1\right)$, which admit $\alpha$, $\ldots, \alpha^{d-1}$ as roots. We say that the BCH code of designed distance $d$ is a "true" BCH code if it contains an element that does not admit $\alpha^{d}$ as root (i.e., if it is different from the BCH code of designed distance $d+1$ ).

If $n$ is equal to $2^{m}-1$, then the BCH code is called primitive.
A well-known result in algebraic coding theory is the BCH bound, which we briefly recount as follows: Let $B(x)$ be an element of $F[x] /\left(x^{n}+1\right)$ and $f(x)$ its Fourier transform (also called Mattson-Solomon polynomial)

$$
f(x)=\sum_{i=1}^{n} B\left(\alpha^{i}\right) x^{n-i}
$$

We have the inverse formula

$$
B(x)=\sum_{i=0}^{n-1} f\left(\alpha^{i}\right) x^{i} .
$$

So, $f(x)$ has values 0 and 1 on the set of $n$th roots of unity and also on zero, since $f(0)$ is equal to $B(1)$. If $n=2^{m}-1$, then $f$ is Boolean and has an even weight (i.e., has a support of an even size). The weight of $B(x)$ is the number of its nonzero terms. It is equal to the number of those $n$th roots of unity whose images by $f$ are equal to $1 . B(x)$ belongs to the binary BCH code of designed distance $d$ if and only if $f(x)$ has no term whose exponent is equal to $n-d+1, \ldots, n-1$, that is, if and only if $d^{\circ}(f(x)) \leq$ $n-d$. Then $f(x)$ admits at most $n-d$ roots, and the weight of $B(x)$ is at least $d$. This bound is called the BCH bound.

A difficult problem is the characterization of the elements of weight $d$ of this BCH code. Note that the existence of such an element implies that the BCH code is a "true" BCH code. The converse is false, in general.

This problem is related to a problem on the divisibility of polynomials: Let us associate with any element $B(x)=\sum_{i \in I} x^{i}$ (where $I$ is a subset of $\{0, \ldots, n-1\}$ ) of the algebra $F[x] /\left(x^{n}+1\right)$ the following polynomial over $G$ :

$$
\prod_{i \in I}\left(1+\alpha^{i} x^{i}\right) .
$$

This polynomial is called the locator polynomial of $B(x)$. We have the following result.
Proposition 1 (see [2, p. 260]). Any polynomial $\sigma(x)=\sum_{i=0}^{w} \sigma_{i} x^{i}$ over $G$ is the locator polynomial of a codeword of the BCH code of designed distance $d$ if and only if
(1) $\sigma(0)=1$,
(2) $\sigma(x)$ divides $x^{n}+1$,
(3) $\left(i \in[1, d-1]\right.$, $i$ odd ) implies ( $\sigma_{i}=0$ ).

So $\sigma(x)$ is the locator polynomial of a codeword of weight $d$ of the BCH code of designed distance $d$ if and only if it satisfies conditions (1)-(3) and has degree $d$.

We are interested in the case where $d=2^{m-2}-1$. The main result in [1] says that, if $\sigma$ is the locator polynomial of an element of weight $2^{m-2}-1$ of the BCH code of designed distance $2^{m-2}-1$, then the polynomial $x^{2^{m-2}} \sigma\left(x^{-1}\right)$ is linearized. So we first rephrase the conditions of Proposition 1 by means of this polynomial.

Corollary 1. Any polynomial $\sigma(x)=\sum_{i=0}^{\omega} \sigma_{i} x^{i}$ is the locator polynomial of a codeword of weight $2^{m-2}-1$ of the BCH code of designed distance $2^{m-2}-1$ if and only if $x^{2^{m-2}} \sigma\left(x^{-1}\right)$ is a polynomial that
(1) is monic and has degree $2^{m-2}$,
(2) divides $x^{2^{m}}+x$,
(3) has constant nonzero derivative,
(4) has zero as a constant term.

Proof. $\sigma(x)$ has degree $2^{m-2}-1$ if and only if $x^{2^{m-2}} \sigma\left(x^{-1}\right)$ is a polynomial that has constant term zero and in which the coefficient of $x$ is nonzero. $\sigma(0)$ is equal to 1 if and only if $x^{2^{m-2}} \sigma\left(x^{-1}\right)$ is monic and has degree $2^{m-2}$. This condition being satisfied, $\sigma(x)$ divides $x^{n}+1$ if and only if $x^{2^{m-2}} \sigma\left(x^{-1}\right)$ divides $x^{2^{m}}+x$. Condition (3) of Proposition 1 , " $\left(i \in\left[1,2^{m-2}-2\right], i\right.$ odd $)$ implies $\left(\sigma_{i}=0\right)$," is equivalent to the fact that $x^{2^{m-2}} \sigma\left(x^{-1}\right)$ has constant derivative.

We determine explicitly these polynomials in $\S 4$. The next section is devoted to the introduction of the necessary mathematical tools.
3. The valuation-representation of polynomials, the separableness. A usual way to express polynomials over a finite field $\mathrm{GF}(q)$ is the component representation (cf. [3, p. 38])

$$
\sum_{j=0}^{p-1} x^{j}\left(P_{j}(x)\right)^{p}
$$

where $p$ is the characteristic of the field.
Here, the characteristic being 2 , this representation reduces to $\left(P_{0}(x)\right)^{2}+x\left(P_{1}(x)\right)^{2}$. It results only in a separation between the odd and even exponents in the polynomial. We use a more precise version based on the 2 -valuations of the exponents (recall that the 2 -valuation of an integer $k$ is the greatest integer $j$ such that $2^{j}$ divides $k$ ). This representation is obtained by gathering in a same polynomial (for any integer $j$ ) all those terms whose exponents are divisible by $2^{j}$ and not by $2^{j+1}$ ( $j$ ranging over $\mathbf{N}$ ). For any $j$, the corresponding polynomial is equal to the product of $x^{2 j}$ with a polynomial whose exponents are divisible by $2^{j+1}$, so it has the form $\left(x P_{j}^{2}(x)\right)^{2 j}$.

DEFINITION 1. We call valuation-representation of a polynomial $P(x)$ over $G$ the expansion $P(x)=P(0)+\sum_{j \geq 0}\left(x P_{j}^{2}(x)\right)^{2^{j}}$, where $P_{0}, \ldots, P_{j}, \ldots$ are polynomials over $G$.

Example. Let $P(x)$ be the following polynomial over $G$ : $\sum_{i=0}^{11} x^{i}$ (for convenience, all its coefficients are equal to 1 ). Then $P_{0}(x)$ is equal to $1+x+x^{2}+x^{3}+x^{4}+x^{5}$; $\mathrm{P}_{1}(x)$ is equal to $1+x+x^{2} ; P_{2}(x)$ is equal to 1 ; and $P_{3}(x)$ is equal to 1 . So

$$
1+x P_{0}^{2}(x)+\left(x P_{1}^{2}(x)\right)^{2}+\left(x P_{2}^{2}(x)\right)^{4}+\left(x P_{3}^{2}(x)\right)^{8}=P(x)
$$

Let us recall that the binary expansion of any positive integer $n$ is

$$
n=\sum_{i=0}^{k} \varepsilon_{i} 2^{i} \text {, where } k \text { is an integer and the coefficients } \varepsilon_{i} \text { are equal to } 0 \text { or } 1
$$

It is written $\overline{\varepsilon_{k} \varepsilon_{k-1} \cdots \varepsilon_{1} \varepsilon_{0}}$.
DEFINITION 2. A polynomial over $G$ is called separable if the exponents of all its nonzero terms admit a binary expansion where the first " 1 " (at the right hand) is separated from the others (if they exist) by some zeros (at least one).

Examples. $x^{3}$ is not separable, since $3=\overline{11} ; x^{5}$ is separable, since $5=\overline{101}$.
More generally, the monomials $x^{2^{i}}(i \in \mathbf{N}), x^{2^{i}+2^{j}}(i, j \in \mathbf{N} ; j>i+1)$ are separable, and the monomials $x^{2^{i}+2^{i+1}}(i \in \mathbf{N})$ are not separable.

Using the valuation-representation, we have the following result.
PROPOSITION 2. A polynomial over $G$ : $P(x)=P(0)+\sum_{j \geq 0}\left(x P_{j}^{2}(x)\right)^{j^{j}}$ is separable if and only if all the polynomials $P_{j}(x)$ are even (i.e., admit even exponents only).

The following property will be useful when studying the divisibility of polynomials.
Proposition 3. Let $Q(x)=S(x) R(x)$, where $S(x)$ and $Q(x)$ are separable polynomials, and $i$ a positive integer. Then, if
(1) $R(x)$ is the $2^{i}$ th power of a polynomial (i.e., all the exponents in $R(x)$ admit 2valuations at least equal to $i$ ),
(2) $S_{i-1}(x) \neq 0$ (where $S_{i-1}(x)$ is the polynomial of index $i-1$ of the valuationrepresentation of $S(x)$ ),
then $R(x)$ is the $2^{i+1}$ th power of a polynomial.
Proof. Let $R(x)=M^{2^{i}}(x)$ and $S(x)=S(0)+\sum_{j \geq 0}\left(x S_{j}^{2}(x)\right)^{2^{j}}$, we have

$$
S(x) R(x)=\sum_{j=0}^{i-1}\left(x M^{2^{i-j}} S_{j}^{2}(x)\right)^{2^{j}}+M^{2^{i}}(x)\left(S(0)+\sum_{j \geq i}\left(x S_{j}^{2}(x)\right)^{2^{j}}\right) .
$$

The polynomial $(S R)_{i-1}(x)$ of the valuation-representation of $S(x) R(x)$ is therefore equal to $S_{i-1}(x) M(x)$.

From $S(x) R(x)=Q(x)$, we deduce that

$$
S_{i-1}(x) M(x)=Q_{i-1}(x)
$$

$S(x)$ and $Q(x)$ being separable, $S_{i-1}(x)$ and $Q_{i-1}(x)$ are even, and, $S_{i-1}(x)$ being different from $0, M(x)$ is then even. So $R(x)$ is the $2^{i+1}$ th power of a polynomial.

Corollary 2. Let $Q(x)=S(x) R(x)$, where $S(x)$ and $Q(x)$ are separable. Then, if
(1) $R(x)$ is even,
(2) For all $i \in N^{*}, S_{i-1}(x)=0 \Rightarrow R_{i}(x)=0$, then $R(x)$ is a constant.

Proof. Let us prove by induction that, for any integer $i, R(x)$ is the $2^{i}$ th power of a polynomial; that will prove that $R(x)$ is a constant.

Since $R(x)$ is even, the assertion is true when $i$ equals 1 .
Suppose it is true for $i \geq 1$, then we have the following:
(i) If $S_{i-1}(x) \neq 0$, then, according to Proposition $3, R(x)$ is the $2^{i+1}$ th power of a polynomial;
(ii) Otherwise, according to hypothesis (2) of the above corollary, $R_{i}(x)=0$, and the same conclusion holds.

The derivative $\sum i a_{i} x^{i-1}=\sum_{i \text { odd }} a_{i} x^{i-1}$ of a separable polynomial $\sum a_{i} x^{i}$ is not necessarily separable. We now introduce a stronger property, which is respected by the derivative.

DEFINITION 3. A polynomial $P(x)$ possesses property $(P)$ if all the exponents in $P(x)$ admit a binary expansion $\sum_{i \geq 0} \varepsilon_{i} 2^{i}$, where, for any $i \geq 0$, either $\varepsilon_{i}$ or $\varepsilon_{i+1}$ is zero.

Clearly, property $(P)$ implies separableness, and differentiation respects it.
Proposition 4. Let $f(x)=\operatorname{tr}(g(x)) \bmod \left(x^{2^{m}}+x\right)$ be the polynomial expression of a Boolean function. If $d^{\circ} f(x)<2^{m-1}+2^{m-2}$, then $f(x)$ possesses property $(P)$.

Proof. Let $k$ be the exponent of any nonzero term of $f(x)$. The elements

$$
2^{i} k \bmod \left(2^{m}-1\right) \quad(i \geq 1)
$$

of the cyclotomic class of $k$ modulo $\left(2^{m}-1\right)$ are also the exponents of some nonzero terms of $f(x)$. Let $\sum_{i=0}^{m-1} \varepsilon_{i} i^{i}$ be the binary expansion of $k$. The binary expansions of the
elements of the cyclotomic class of $k$ are obtained from that of $k$ by applying the cyclic permutations on the coefficients $\varepsilon_{i}$. Suppose that two consecutive $\varepsilon_{i}$ are equal to 1 . Then the cyclotomic class of $k$ modulo ( $2^{m}-1$ ) would contain elements at least equal to $2^{m-1}$ $+2^{m-2}$, and $f(x)$ would not have degree smaller than $2^{m-1}+2^{m-2}$. So $f(x)$ possesses property ( $P$ ).
4. The divisors of $\boldsymbol{x}^{2^{m}}+\boldsymbol{x}$ of constant derivatives and degree $\mathbf{2}^{\boldsymbol{m - 2}}$. If $m=2$, then $2^{m-2}=1$. Any polynomial of degree 1 over GF(4) divides $x^{4}+x$. We henceforth assume that $m \geq 3$.

Clearly, if a polynomial admits the zero function as derivative (i.e., if it is an even polynomial), then it cannot divide $x^{2^{m}}+x$ : all its roots are multiple.

So any divisor of $x^{2^{m}}+x$ of constant derivative is equal, up to the multiplication by an appropriate nonzero element of $G$, to a polynomial of the form $P^{2}(x)+x$.

We relate the characterization of such polynomials of degree $2^{m-2}$, which divide $x^{2^{m}}+x$ to the resolution of a class of differential equations.

Proposition 5. Let $P(x)$ be a polynomial of degree $2^{m-3}(m \geq 3)$. The polynomial $P^{2}(x)+x$ divides $x^{2^{m}}+x$ if and only if $P(x)$ is a solution of one of the differential equations

$$
\begin{equation*}
a y^{4}+y^{2} y^{\prime}+y+x y^{\prime}=x^{2^{m-1}}+a x^{2}, \quad(a \in G, a \neq 0) \tag{1}
\end{equation*}
$$

Proof. If $P^{2}(x)+x$ divides $x^{2^{m}}+x$, then it divides $x^{2^{m}}+x+P^{2}(x)+x=$ $\left(x^{2^{m-1}}+P(x)\right)^{2}$. Since it is fully reducible and admits no multiple factors, it divides $x^{2^{m-1}}+P(x)$. So there exists a polynomial $Q(x)$ of degree $2^{m-2}$ such that

$$
\begin{equation*}
x^{2^{m-1}}+P(x)=Q(x)\left(P^{2}(x)+x\right) \tag{2}
\end{equation*}
$$

By differentiating that equality, we obtain

$$
\begin{equation*}
P^{\prime}(x)=Q^{\prime}(x)\left(P^{2}(x)+x\right)+Q(x) . \tag{3}
\end{equation*}
$$

We have $d^{\circ}\left(P^{\prime}(x)\right)<2^{m-3}$ and $d^{\circ}\left(P^{2}(x)+x\right)=d^{\circ}(Q(x))=2^{m-2}$. Therefore, $Q^{\prime}(x)$ must be a constant different from zero, say $Q^{\prime}(x)=a \neq 0$. Equality (3) gives $Q(x)=$ $a\left(P^{2}(x)+x\right)+P^{\prime}(x)$, and, replacing $Q(x)$ by this value in (2), we obtain $x^{2^{m-1}}+P(x)=$ $\left(a P^{2}(x)+a x+P^{\prime}(x)\right)\left(P^{2}(x)+x\right)$. So $P(x)$ satisfies

$$
a P^{4}(x)+P^{2}(x) P^{\prime}(x)+P(x)+x P^{\prime}(x)=x^{2^{m-1}}+a x^{2}
$$

$P(x)$ is a solution of (1).
Conversely, if $P(x)$ satisfies (1), then $P^{2}(x)+x$ divides $x^{2^{m-1}}+P(x)$ and therefore divides $x^{2^{m}}+x$.

Proposition 6. Let a be any nonzero element of $G=\operatorname{GF}\left(2^{m}\right)(m \geq 3)$. The solutions of the differential equation over $G$,

$$
\begin{equation*}
a y^{4}+y^{2} y^{\prime}+y+x y^{\prime}=x^{2^{m-1}}+a x^{2} \tag{4}
\end{equation*}
$$

are all affine polynomials (i.e., are the sums of linearized polynomials and constants).
Proof. Let $P(x)$ be a solution of (4). If $P^{\prime}(x)=0$, then $P(x)$ satisfies the relation $a P^{4}(x)+P(x)=x^{2^{m-1}}+a x^{2}$ and is therefore an affine polynomial. We henceforth assume that $P^{\prime}(x) \neq 0$.

We first prove that $P(x)$ is separable. Set $h(x)=P^{\prime}(x)+a P^{2}(x)+a x$. We have

$$
\begin{aligned}
\left(P^{2}(x)+x\right) h(x) & =\left(P^{2}(x)+x\right)\left(P^{\prime}(x)+a P^{2}(x)+a x\right) \\
& =a P^{4}(x)+P^{2}(x) P^{\prime}(x)+x P^{\prime}(x)+a x^{2} \\
& =P(x)+x^{2^{m-1}}
\end{aligned}
$$

(according to (4)). Let $g(x)=P(x) h(x)$ and $f(x)=g(x)+x^{2^{m-1}} h(x)=(P(x)+$ $\left.x^{2^{m-1}}\right) h(x)$.

According to the preceding equality, $f(x)$ is equal to $\left(P^{2}(x)+x\right) h^{2}(x)=g^{2}(x)+$ $x h^{2}(x)$, and $f(x)+f^{2}(x)$ is therefore equal to

$$
g^{2}(x)+x h^{2}(x)+\left(g(x)+x^{2^{m-1}} h(x)\right)^{2}=\left(x^{2^{m}}+x\right) h^{2}(x) .
$$

$f(x)+f^{2}(x)$ is divisible by $x^{2^{m}}+x$, so $f(x)$ is the polynomial expression of a Boolean function. Its degree is $2^{m-1}+2^{m-2}$.

The number $2^{m-1}+2^{m-2}$ being the greatest element of the cyclotomic class of 3 , there exists an element $\lambda$ of $G$ such that $f(x)=\operatorname{tr}\left(\lambda x^{3}\right) \bmod \left(x^{2^{m}}+x\right)+f_{1}(x)$, where $f_{1}(x)$ is the polynomial expression of a Boolean function of degree smaller than $2^{m-1}+$ $2^{m-2}$ ( $\lambda$ is such that the coefficient of $x^{2^{m-1}+2^{m-2}}$ in $f(x)$ is $\lambda^{2^{m-2}}$ ). According to Proposition 4, $f_{1}(x)$ and $f_{1}^{\prime}(x)=h^{2}(x)+\lambda x^{2}+(\lambda x)^{2^{m-1}}$ (and therefore $h(x)$ ) possess property $(P)$. We deduce that $P(x)$ has property $(P)$, since, if it was not the case, then, by considering the greatest exponent in $P(x)$ whose binary expansion has two consecutive 1's, we would deduce that $h(x)$ does not possess $(P)$ and arrive at a contradiction.

So, $P(x)$ is separable. We now prove that $P^{\prime}(x)$ is a constant. If $m=3$, then it is obvious. So, we may assume that $m>3$.
$P(x)$ being a solution of (4), we have

$$
\begin{equation*}
P^{2}(x) P^{\prime}(x)=a P^{4}(x)+P(x)+x P^{\prime}(x)+x^{2^{m-1}}+a x^{2} . \tag{5}
\end{equation*}
$$

Let us prove that the polynomials $S(x)=P^{2}(x), R(x)=P^{\prime}(x)$, and $Q(x)=a P^{4}(x)+$ $P(x)+x P^{\prime}(x)+x^{2^{m-1}}+a x^{2}$ satisfy the hypothesis of Corollary 2.

- $P(x)$ being separable, $S(x)$ and $Q(x)$ are separable.
- $R(x)$ is even.
- Suppose that, for a positive integer $i$, the polynomial $S_{i-1}$, which is equal to $P_{i-2}$, is the zero polynomial; then we must prove that $R_{i}=0$.

Since $d^{\circ} P(x)$ is $2^{m-3}$, we may write $P(x)=\mu x^{2^{m-3}}+T(x)$, where $d^{\circ} T<2^{m-3}$. Equality (5) gives $a \mu^{4}=1$ and

$$
\left[\mu^{2} x^{2^{m-2}}+T^{2}(x)\right] T^{\prime}(x)=a T^{4}(x)+T(x)+x T^{\prime}(x)+a x^{2}+\mu x^{2^{m-3}} .
$$

Therefore, since $T^{\prime}(x)=P^{\prime}(x) \neq 0, d^{\circ} T^{4}(x)$ is equal to $2^{m-2}+d^{\circ} T^{\prime}(x)$ and $4 d^{\circ} T(x)<$ $2^{m-2}+d^{\circ} T(x) ; d^{\circ} T(x)<2^{m-2} / 3$. Thus $d^{\circ} T^{2}(x) T^{\prime}(x)<2^{m-2}$. Therefore, since the degree of $T(x)+x T^{\prime}(x)+a x^{2}+\mu x^{2 m-3}$ is smaller than $2^{m-2}$, the polynomial $\mu^{2} x^{2^{m-2}} T^{\prime}(x)$ is equal to the sum of the terms of degrees at least $2^{m-2}$ of the polynomial $a T^{4}(x)$.

If $i \geq m-2$, then, since $R(x)$ has degree smaller than $2^{m-3}, R_{i}(x)=0$. So we may assume that $i<m-2$. Since, by hypothesis $P_{i-2}$ is zero, $P(x)$ has no exponent of 2valuation $i-2, T^{4}(x)$ has no exponent of 2-valuation $i$, and so $\mu^{2} x^{2^{m-2}} T^{\prime}(x)$ has no exponent of 2-valuation $i$. Thus $R_{i}(x)=0$ (since $i<m-2$ ).

We have proved that $P^{\prime}(x)$ is a constant.
Let $P^{\prime}(x)=b . P(x)$ is then a solution of the polynomial equation

$$
\begin{equation*}
a P^{4}(x)+b P^{2}(x)+P(x)=x^{2^{m-1}}+a x^{2}+b x \tag{6}
\end{equation*}
$$

and is therefore affine.
We now give the explicit expressions of those polynomials that satisfy the conditions stated in the title of the paper.

Theorem. Let $m \geq 2$ and $G$ the Galois field of order $2^{m}$. Those polynomials over $G$ that divide $x^{2^{m}}+x$, whose derivatives are constant, and whose degree is $2^{m-2}$ are all the polynomials of the type

$$
k\left(u \operatorname{tr}\left(v^{2} x\right)+v \operatorname{tr}\left(u^{2} x\right)+\varepsilon u+\eta v\right),
$$

where $u$ and $v$ are two linearly independent elements of the $F$-space $G, k$ is any nonzero element of $G$, and $\varepsilon, \eta \in\{0,1\}$.

Proof. Clearly, any polynomial of this form divides $x^{2^{m}}+x$ since
(i) It has degree $2^{m-2}$; indeed, the coefficient of $x^{2^{m-1}}$ is equal to $k(u v+v u)=0$, and the coefficient of $x^{2^{m-2}}$ is equal to $k\left(u v^{m^{m-1}}+v u^{m^{m-1}}\right)=k(u v(u+v))^{2^{m-1}} \neq 0$ (since $u$ and $v$ are linearly independent);
(ii) Its roots are all the elements of the $(m-2)$-dimensional flat

$$
\left\{x \in G / \operatorname{tr}\left(v^{2} x\right)=\varepsilon \text { and } \operatorname{tr}\left(u^{2} x\right)=\eta\right\} .
$$

Conversely, if $m=2$, then it is a simple matter to check that any polynomial of degree 1 over $G$ admits such a representation. So we may restrict ourselves to $m \geq 3$.

Let $M(x)$ be a polynomial of degree $2^{m-2}$, which admits a constant derivative and divides $x^{2^{m}}+x$. We have seen that we may write $M(x)=k\left(P^{2}(x)+x\right)(k \in G, k \neq 0)$.

Propositions 5 and 6 prove that $P(x)$ is affine. So $M(x)$ is affine. We may restrict ourselves to the case where $M(x)$ is a linearized polynomial (if $M(x)$ is an affine polynomial that divides $x^{2^{m}}+x$, then, for any root $a$ of $M(x)$, the polynomial $M(x+a)$ is linearized, and the set of polynomials of the form $k\left(u \operatorname{tr}\left(v^{2} x\right)+v \operatorname{tr}\left(u^{2} x\right)+\varepsilon u+\eta v\right)$ is invariant under any translation).
$M(x)$ is now a linearized polynomial whose roots are the elements of an ( $m-2$ )dimensional subspace $E$ of $G$. There exists $u$ and $v$, linearly independent, such that $E$ is equal to $\left\{x \in G / \operatorname{tr}\left(v^{2} x\right)=0\right.$ and $\left.\operatorname{tr}\left(u^{2} x\right)=0\right\}$. The polynomial $k\left(u \operatorname{tr}\left(v^{2} x\right)+v \operatorname{tr}\left(u^{2} x\right)\right)$ admits $E$ as a set of roots and has degree $2^{m-2}$. Thus, by unicity of the (monic) linearized polynomial that admits $E$ as a set of roots, $M(x)$ is equal to $k\left(u \operatorname{tr}\left(v^{2} x\right)+v \operatorname{tr}\left(u^{2} x\right)\right)$.

As stated in the Introduction, we deduce a result equivalent to that of Augot, Charpin, and Sendrier [1].

Corollary 3. Let $m \geq 3$ and $n=2^{m}-1$. Let $G=\mathrm{GF}\left(2^{m}\right)$. Let $B(x)$ be any element of the algebra $F[x] /\left(x^{n}+1\right)$. Then $B(x)$ belongs to the BCH code of length $n$ and designed distance $2^{m-2}-1$ and has weight $2^{m-2}-1$ if and only if its locator polynomial $\sigma(x)$ satisfies

$$
x^{2^{m-2}} \sigma\left(x^{-1}\right)=\frac{1}{u v^{2^{m-1}}+v u^{2^{m-1}}}\left(u \operatorname{tr}\left(v^{2} x\right)+v \operatorname{tr}\left(u^{2} x\right)\right)
$$

where $u$ and $v$ are two linearly independent elements of $G$.

## REFERENCES

[1] D. Augot, P. Charpin, and N. Sendrier, Sur une Classe de Polynômes Scindés de l'Algèbre $F_{2 m}[Z]$, C.R. Acad. Sci. Paris, t.312, Série I, 1991, pp. 649-651; Studying the locator polynomials of minimum weight codewords of BCH codes, IEEE Trans. Inform. Theory, 38 (1992), pp. 960-973.
[2] F. J. Mac Williams and N. J. Sloane, The Theory of Error-Correcting Codes, North-Holland, Amsterdam, 1977.
[3] L. Redei, Lacunary Polynomials over Finite Fields, Akadémiai Kiado, Budapest, Hungary, 1973.

# THE $k$-EDGE-CONNECTED SPANNING SUBGRAPH POLYHEDRON* 
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#### Abstract

This paper studies the polyhedron $P_{k}(G)$ defined by the convex hull of $k$-edge-connected spanning subgraphs of a given graph $G$ where multiple copies of an edge are allowed. A complete inequality description of $P_{k}(G)$ when $k$ is odd and $G$ is an outer planar graph is given. A family of facet-defining inequalities of $P_{k}(G)$ that have the same support graph but coefficients that depend on $k \in\{4 r-2,4 r-1,4 r+1$, $r \in\{1,2, \ldots\}\}$ is described.
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1. Introduction. In the design of communication or transportation networks, it is frequently important to produce networks of low "cost" that are "survivable." Several definitions of survivability are discussed in Grötschel and Monma [10]. Stoer [14] studied these problems for the case when no more than one copy of an edge may be used. She describes various decompositions for sparse input graphs. She also gives several valid and facet-defining inequalities for the associated polyhedra. The problem where multiple edges are not allowed was also studied by Christofides and Whitlock [4], Monma, Munson, and Pulleyblank [12], and Bienstock, Brickell, and Monma [1]. In this paper, we only examine the case where the survivability requirements are given in terms of edge-connectivity and where multiple copies of an edge are allowed. If edge-connectivity is the survivability criterion used, allowing multiple copies of an edge often results in a lowercost solution than the case when multiple copies are not allowed. Thus the study of this problem is important. The instance where multiple copies of an edge are allowed is a relaxation of the case in which at most one copy is used. Thus all valid inequalities identified by us are also valid for the case when at most one copy of an edge may be used.

A graph $G=(V, E)$ is called $k$-edge-connected if the removal of any $(k-1)$ or fewer edges leaves $G$ connected. Note that we allow multiple copies of a given edge. A family of edges of $E$ is a collection $F$ of elements of $E$. Several copies of the same edge may appear in $F$. For each edge $e \in F$, the multiplicity of $e$ in $F$ is the number of times $e$ appears in $F$. An element of a vector $x$ indexed by the edge set $E$ is referred to as $x_{e}$ or $x(e)$. With every family $F$ of edges of $G$, we associate a unique incidence vector $x^{F} \in R^{E}$ by setting $x_{e}^{F}$ equal to the multiplicity of $e$ in $F$. Clearly, if $e \notin F$, then $x_{e}^{F}=0$. By $G[F]$, we denote the multigraph obtained by replicating each edge $e \in F$ as many times as its multiplicity in $F$. Given edge weights $c_{e}, e \in E$, the weight of a family $F$ is given by $c(F)$, where

$$
c(F)=\sum_{e \in E} c_{e} x_{e}^{F} .
$$

In this paper, we consider the $k$-edge-connected spanning subgraph problem ( $k$-ECSSP): Given a graph $G=(V, E)$ with nonnegative edge weights $c_{e} \in R^{+}$, find a family $F$ of edges of minimum weight such that $G[F]$ spans $G$ and is $k$-edge-connected. For $k \geq 2$,

[^26]this problem is NP-hard (see Garey and Johnson [7]). For $k=1$, the problem reduces to that of finding a minimum-weight spanning tree that can be solved in polynomial time.

Given a connected graph $G=(V, E)$, define the $k$-edge-connected spanning subgraph polyhedron $P_{k}(G)$, where

$$
P_{k}(G)=\operatorname{conv}\left\{x^{F} \mid G[F] \text { spans } G \text { and is } k \text {-edge-connected }\right\} .
$$

Note that $P_{k}(G)$ is a polyhedron and contains the nonnegative orthant as its recession cone. $k$-ECSSP can be solved as min $\left\{c^{T} x \mid x \in P_{k}(G)\right\}$. We study the polyhedron $P_{k}(G)$ for $k \geq 2$. In $\S 2$ we give an integer linear programming formulation of the problem. Cornuéjols, Fonlupt, and Naddef [5] showed that the corresponding LP-relaxation defines $P_{k}(G)$ for $k$ even and $G$ a series-parallel graph. We show that, for $k$ odd, the LP-relaxation has fractional extreme points even if $G$ is a triangle. For $k$ odd, we introduce the class of outerplanar partition inequalities and show them to be facet-defining for $P_{k}(G)$. In $\S 3$ we show that, for $k$ odd, the LP-relaxation, along with the outerplanar partition inequalities, defines $P_{k}(G)$ if $G$ is outerplanar. In $\S 4$ we introduce other facet-defining inequalities for $P_{k}(G)$. Finally, we show how facet-defining inequalities for $P_{k}(G)$ can be used to obtain facet-defining inequalities for high edge-connectivity network design problems. For basic definitions and results in polyhedral combinatorics, refer to Pulleyblank [13].
2. Formulation and outerplanar partition inequalities. For each edge $e \in E$, we introduce a variable $x_{e}$, referring to the multiplicity of $e$ in the solution. An edge $e$ with end nodes $i$ and $j$ may also be referred to as $(i, j)$. Given $\bar{V} \subseteq V$, define the cut

$$
\delta(\bar{V})=\{e \in E \mid e=(i, j) \text { where } i \in \bar{V}, j \in V-\bar{V}\}
$$

For $1 \leq|\bar{V}| \leq|V|-1$, the cut-inequality

$$
\begin{equation*}
\sum_{e \in \delta(\tilde{V})} x_{e} \geq k \tag{2.1}
\end{equation*}
$$

is valid for $P_{k}(G) . k$-ECSSP can be formulated as the following integer linear program:
$\min \left\{c^{T} x \mid x\right.$ satisfies (2.1) for all $\bar{V} \subseteq V, 1 \leq|\bar{V}| \leq|V|-1, x \geq 0$, and integral $\}$.
Define the polyhedron $L P_{k}(G)$, where

$$
L P_{k}(G)=\left\{x \in R_{+}^{E} \mid x \text { satisfies (2.1) for all } \bar{V} \subseteq V, 1 \leq|\bar{V}| \leq|V|-1\right\}
$$

Since $P_{k}(G)$ contains the nonnegative orthant as its recession cone, it is clearly fulldimensional. Using standard polyhedral techniques, we can show the following result.

Proposition 2.1. Let $G=(V, E)$ be any connected graph. Then (i) the cut-inequality (2.1) is facet-defining for $P_{k}(G)$ if and only if both $\bar{V}$ and $V-\bar{V}$ induce connected subgraphs of $G$; (ii) the inequality $x_{e} \geq 0$ is facet-defining for $P_{k}(G)$ if and only if there does not exist $\bar{V} \subseteq V$ such that $\delta(\bar{V})=\{e\}$.

This formulation was considered by Goemans [8] and Goemans and Bertsimas [9]. They gave a worst-case bound of the ratio between the optimal solution to the LPrelaxation and the integer optimum. Goemans in [8] also provided a probabilistic analysis of this ratio in the case where the nodes of the graph are uniformly distributed in the unit cube. This ratio was shown to have a limit that can be bounded away from one. This emphasizes the need for additional inequalities to strengthen the formulation.

Another way to check the strength of the cut-inequalities is to characterize the class of graphs for which $P_{k}(G)=L P_{k}(G)$. Cornuéjols, Fonlupt, and Naddef [5] showed the following result.

Theorem 2.1. For $k$ even, if $G$ is a series-parallel graph, then $P_{k}(G)=L P_{k}(G)$ and $x_{e} \in\{0, k / 2, k\}$ for all $e \in E$, where $x$ is a vertex of $P_{k}(G)$.

The above result does not hold for $k$ odd. As an example, consider a triangle induced by edges $e_{1}, e_{2}, e_{3}$. The solution $x_{e}=k / 2$ for $e \in\left\{e_{1}, e_{2}, e_{3}\right\}$ is a fractional vertex of $L P_{k}(G)$. However, the following result follows from Theorem 2.1.

PROPOSITION 2.2. If $x$ is a vertex of $L P_{k}(G)$ for $k$ odd and $G$ is a series-parallel graph, then $x_{e} \in\{0, k / 2, k\}$ for all $e \in E$.

This may lead us to believe that, for $G$ series-parallel, $P_{k}(G)$ has extreme points that can only take on a limited number (not all integers between 0 and $k$ ) of integer values for $k$ odd. This proves to be false. Given any integer $0 \leq r \leq k$, we can construct a seriesparallel graph for which $P_{k}(G)$ has an extreme point $x$ with $x_{e}=r$ for some edge $e$. For outerplanar graphs, we can show that, if $x$ is an extreme point of $P_{k}(G)$, then $x_{e} \in$ $\{0,1,\lfloor k / 2\rfloor,\lceil k / 2\rceil, k-1, k\}$ for all $e \in E$.

For the remainder of this section and the next section, we assume that $k$ is odd and $k \geq 3$. We define two basic operations of contraction and deletion. Given a graph $G=$ ( $V, E$ ) and an edge $e=(u, v)$, contracting the edge $e$ consists of identifying the nodes $u$ and $v$ into the node $u$ and deleting edge $e$ to get $G_{c}=\left(V_{c}, E_{c}\right)$. All edges that were incident to either $u$ or $v$ in $G$ are now incident to the combined node $u$. The reverse operation is called expansion. Deleting edge $e$ results in the graph $G_{d}=\left(V_{d}, E_{d}\right)$, where $V_{d}=V$ and $E_{d}=E-\{e\}$. The reverse operation is called extension. We obtain a minor $G^{\prime}$ of $G$ by a sequence of contractions and deletions. We give basic lifting theorems associated with expansion and extension. They are stated here without proof. Let $G_{c}=\left(V_{c}, E_{c}\right)$ be the graph obtained from $G=(V, E)$ by contracting edge $\bar{e}$.

THEOREM 2.2. If the inequality $\Sigma_{e \in E-\{\bar{e}\}} a_{e} x_{e} \geq a_{0}$ is facet-defining (valid) for $P_{k}\left(G_{c}\right)$, then $\sum_{e \in E} a_{e} x_{e} \geq a_{0}$ is facet-defining (valid) for $P_{k}(G)$, where $a(\bar{e})=0$.

In the case of extension, lifting is more complex (can be as difficult to solve as the original problem). However, there is one interesting instance where lifting is easy. Let $G=(V, E)$ be a graph with two parallel edges $e_{1}$ and $e_{2} . G_{d}$ is obtained from $G$ by deleting $e_{2}$.

THEOREM 2.3. If the inequality $\sum_{e \in E-\left\{e_{2}\right\}} a_{e} x_{e} \geq a_{0}$ is facet-defining (valid) for $P_{k}\left(G_{d}\right)$, then $\sum_{e \in E} a_{e} x_{e} \geq a_{0}$ is facet-defining (valid) for $P_{k}(G)$, where $a\left(e_{2}\right)=a\left(e_{1}\right)$.

The above results can be used to prove the following more general lifting theorem. Consider any partition $\pi=\left(V_{i}, i=1, \ldots, r\right)$ of the node set $V$. Assume that each of the subsets $V_{i}$ induces a connected subgraph $G_{i}=\left(V_{i}, E_{i}\right)$ of $G$. Let $G_{\pi}=\left(V_{\pi}, E_{\pi}\right)$ be the graph obtained by shrinking each subset $V_{i}$ into a single node $v_{i}$. Let $T_{i}$ be a spanning tree of the graph $G_{i}, i=1, \ldots, r . G_{\pi}$ is obtained from $G$ by contracting the edges in $T_{i}$, $i=1, \ldots, r$ and deleting the edges $E_{i}-T_{i}, i=1, \ldots, r . G_{\pi}$ is referred to as a contraction minor of $G$. Repeated applications of Theorems 2.2 and 2.3 prove the following result.

THEOREM 2.4. If the inequality $\sum_{e \in E_{\pi}} a_{e} x_{e} \geq a_{0}$ is facet-defining (valid) for $P_{k}\left(G_{\pi}\right)$, then $\sum_{e \in E} a_{e} x_{e} \geq a_{0}$ is facet-defining (valid) for $P_{k}(G)$, where $a_{e}=0$ for $e \in E-E_{\pi}$.

We now turn to the fractional extreme point of $P_{k}(G)$, where $G$ is a triangle. This extreme point is cut off by the facet-defining inequality

$$
x\left(e_{1}\right)+x\left(e_{2}\right)+x\left(e_{3}\right) \geq 3\lceil k / 2\rceil-1 .
$$

We generalize this inequality to outerplanar graphs. A graph $G=(V, E)$ is said to be outerplanar if it is planar and can be embedded on the plane so that all nodes lie on the outermost face. A well-known property of outerplanar graphs is as follows (see, for instance, Gan and Johnson [6]).

Proposition 2.3. Any connected outerplanar graph $G=(V, E)$ with $|V| \geq 2$ contains one of the configurations in Fig. 2.1.


Fig. 2.1

Let $G=(V, E)$ be any outerplanar graph. The outerplanar partition inequality (OPinequality) is given by

$$
\begin{equation*}
\sum_{e \in E} x_{e} \geq|V|\lceil k / 2\rceil-1 \tag{2.2}
\end{equation*}
$$

Lemma 2.1. The OP-inequality (2.2) is valid for $P_{k}(G)$.
Proof. The proof is by induction on $G$ (i.e., $|E||V|$ ). Inequality (2.2) is clearly valid if $G$ is an edge. Assume that inequality (2.2) is valid for all minors $G^{\prime}$ of $G$. If $G$ contains Fig. 2.1(a), then $x(\bar{e}) \geq k$ for all $x \in P_{k}(G)$. Contract the edge $\bar{e}$ to obtain $G^{\prime}=$ ( $V^{\prime}, E^{\prime}$ ). Let $x^{\prime}$ be the restriction of $x$ to $E^{\prime}$. By induction,

$$
\sum_{e \in E-\{\bar{e}\}} x_{e} \geq(|V|-1)\lceil k / 2\rceil-1 .
$$

Since $x_{e} \geq k$, it follows that $x$ satisfies (2.2). If Fig. 2.1(a) is not present, then, by Proposition 2.3, $G$ either contains parallel edges $e_{1}$ and $e_{2}$ or a node $u$ with degree $(u)=2$. If $G$ contains parallel edges $e_{1}$ and $e_{2}$, delete $e_{2}$ to obtain $G^{\prime}$. By the induction hypothesis,

$$
\sum_{e \in E-\left\{e_{2}\right\}} x_{e} \geq|V|\lceil k / 2\rceil-1
$$

Since $x\left(e_{2}\right) \geq 0$, the validity of (2.2) follows.
If $G$ contains a node $u$ of degree 2 , let $e_{1}$ and $e_{2}$ be the two edges incident to $u$. Contract $e_{1}$ to obtain $G_{1}^{\prime}$, and $e_{2}$ to obtain $G_{2}^{\prime}$. Each defines an OP-inequality. By the induction hypothesis, we have

$$
\begin{align*}
\sum_{e \in E-\left\{e_{1}\right\}} x_{e} \geq(|V|-1)\lceil k / 2\rceil-1 .  \tag{2.3}\\
\sum_{e \in E-\left\{e_{2}\right\}} x_{e} \geq(|V|-1)\lceil k / 2\rceil-1 . \tag{2.4}
\end{align*}
$$

From the cut-inequalities, we have

$$
\begin{equation*}
x\left(e_{1}\right)+x\left(e_{2}\right) \geq k \tag{2.5}
\end{equation*}
$$

Adding (2.3)-(2.5) and dividing by 2 gives

$$
\begin{equation*}
\sum_{e \in E} x_{e} \geq(|V|-1)\lceil k / 2\rceil+(k / 2)-1 . \tag{2.6}
\end{equation*}
$$

On rounding the right side of (2.6), we obtain (2.2). This proves the result.
Define a graph $G$ to be 2-connected if the removal of any node and all incident edges leaves $G$ connected.

Theorem 2.5. The OP-inequality (2.2) is facet-defining for $P_{k}(G)$ if and only if $G$ is 2-connected.

Proof. If $G=(V, E)$ is not 2-connected, there is a node $v$ that is a cut-node for $G$, as shown in Fig. 2.2.
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Assume that $G_{i}=\left(V_{i}, E_{i}\right), i=1,2$. Each of $G_{1}$ and $G_{2}$ is outerplanar and gives rise to OP-inequalities

$$
\sum_{e \in E_{i}} x_{e} \geq\left|V_{i}\right|\lceil k / 2\rceil-1 \quad \text { for } i=1,2
$$

that are valid for $P_{k}(G)$ by Theorem 2.4. Since $|V|=\left|V_{1}\right|+\left|V_{2}\right|-1$, adding the OPinequalities defined by $G_{1}$ and $G_{2}$ gives

$$
\sum_{e \in E} x_{e} \geq\left(\left|V_{1}\right|+\left|V_{2}\right|\right)\lceil k / 2\rceil-2=(|V|+1)\lceil k / 2\rceil-2
$$

which has a larger right side than (2.2), since $k \geq 3$. Thus (2.2) cannot be facet-defining in this case.

Now consider the case where $G$ is 2 -connected. The nodes in $V$ can be ordered from 1 to $|V|$ such that the nodes $i, i+1$ are adjacent on the outermost face of $G$. Define the edge $e_{i}=(i, i+1)$ for $i=1, \ldots,|V|-1$, with $e_{|V|}=(|V|, 1)$ (if there are several parallel edges $(i, i+1)$ any one may be considered to be $e_{i}$ ). Consider any valid inequality $\alpha x \geq \alpha_{0}$ such that

$$
\left\{x \in P_{k}(G) \mid x \text { satisfies (2.2) with equality }\right\} \subseteq\left\{x \mid \alpha x=\alpha_{0}\right\}
$$

Given $1 \leq i \leq|V|$, consider the vector $x^{i}$, where

$$
x_{e}^{i}=\left\{\begin{array}{ll}
\lfloor k / 2\rfloor & \text { for } e=e_{i}, \\
\lceil k / 2\rceil & \text { for } e=e_{j}, \\
0 & \text { otherwise }
\end{array} \quad j \in\{1, \ldots,|V|\}-\{i\},\right.
$$

$x^{i} \in P_{k}(G)$ and satisfies (2.2) with equality for $i \in\{1, \ldots,|V|\}$. This shows that

$$
\alpha\left(e_{i}\right)=\alpha\left(e_{j}\right)=b \quad \text { for } i, j \in\{1, \ldots,|V|\}, \quad i \neq j .
$$

Now consider an edge $\bar{e}=(r, s) \in E$, where $s \notin\{r-1, r+1\}$, indices calculated modulo $|V|$. Define the vector $\bar{x}$, where

$$
\bar{x}_{e}= \begin{cases}\lfloor k / 2\rfloor & \text { for } e=e_{s} \\ x_{e}^{r} & \text { for } e \in E-\left\{e_{s}, \bar{e}\right\} \\ 1 & \text { for } e=\bar{e}\end{cases}
$$

$\bar{x} \in P_{k}(G)$ and satisfies (2.2) with equality. Comparing $\bar{x}$ and $x^{r}$, we have

$$
\alpha(\bar{e})=\alpha\left(e_{s}\right)=b
$$

Since $\bar{e}$ is an arbitrary edge from $E-\left\{e^{i}, i \in\{1, \ldots,|V|\}\right\}$, this shows that $\alpha_{e}=b$ for all $e \in E$. Thus $\alpha x \geq \alpha_{0}$ is a multiple of (2.2), and the result follows by standard polyhedral theory.

We now describe a procedure for lifting OP-inequalities. This procedure was suggested by Stoer. Let $G=(V, E)$ be any outerplanar graph and let $\bar{G}=(V, \bar{E})$ be the graph obtained on adding edges $\bar{E}-E=\left\{e_{1}, \ldots, e_{l}\right\}$. Let inequality (2.2) be the OP-inequality that is facet-defining for $P_{k}(G)$. The lifted outerplanar partition inequality (LOP-inequality) for $P_{k}(\bar{G})$ is given by

$$
\begin{equation*}
\sum_{e \in E} x_{e}+\sum_{j=1}^{l} a\left(e_{j}\right) x\left(e_{j}\right) \geq|V|\lceil k / 2\rceil-1 \tag{2.7}
\end{equation*}
$$

where $a\left(e_{j}\right)$ is the number of edges in the shortest path in $G$ linking the end nodes of $e_{j}$. The LOP-inequality (2.7) is clearly valid for $P_{k}(\bar{G})$. However, it is not, in general, facetdefining.

A necessary condition for (2.7) to be facet-defining was provided by Stoer. It is described in the following. First, we need a definition and a result on outerplanar graphs. $G$ is a maximal outerplanar graph (MOP-graph) if the addition of any nonparallel edge would make the graph not outerplanar. Let $G=(V, E)$ be a MOP-graph and let $\{u, v\} \subseteq V$ be two nodes such that $(u, v)$ is not an edge in $G$. The nodes $u$ and $v$ divide the outer face of $G$ into two paths $P_{i}=\left(V_{i}, E_{i}\right)$, linking $u$ to $v$. Here $V_{1} \cap V_{2}=\{u, v\}$ and $P_{1}\left(P_{2}\right)$ is a path from $u$ to $v$.

Lemma 2.2. If $G, u, v, P_{1}$, and $P_{2}$ are as defined above and the shortest path from $u$ to $v$ in $G$ contains $l \geq 2$ edges, then there exist $l-1$ edges $\left(u_{i}, v_{i}\right), i \in\{1, \ldots, l-1\}$ such that
(a) $u_{i} \in V_{1}-\{u, v\}$ and $v_{i} \in V_{2}-\{u, v\}$ for $i \in\{1, \ldots, l-1\}$,
(b) $u_{i}\left(v_{i}\right) \neq u_{j}\left(v_{j}\right)$ for $i \neq j$.

Proof. The proof is by induction on $l$. Consider the case where $l=2$. Let $w \in V_{2}$ be the intermediate node on this path with two edges. The path $P_{1}$ must have at least two edges. Since $(u, v) \notin E$ and $G$ is a MOP-graph, ( $w, z$ ) must be an edge for some $z \in V_{2}$ $\{u, v\}$. Thus the result holds in this case.

Assume that the result holds for $l=2, \ldots, r-1$ for $r \geq 3$. Consider the case where $l=r$. Let $P_{s}=\left(V_{s}, E_{s}\right)$ be the shortest path in $G$ from $u$ to $v$. Note that $\left|E_{s}\right|=r$. Without loss of generality, assume that ( $w, v$ ) is the last edge in $P_{s}$ and $w \in V_{2} . \bar{P}_{s}=\left(V_{s}-\{v\}\right.$, $\left.E_{s}-\{(w, v)\}\right)$ is the shortest path in $G$ from $u$ to $w$ and has length $r-1 \geq 2$. By the induction hypotheses, there exist $r-2$ edges $\left(u_{i}, v_{i}\right), i=1, \ldots, r-2$ such that

$$
u_{i} \in V_{1}-\{u\} \quad \text { and } \quad v_{i} \in V_{2}-\left\{u, V_{2}[w, v]\right\} ; \quad u_{i}\left(v_{i}\right) \neq u_{j}\left(v_{j}\right) \quad \text { for } i \neq j .
$$

Here $V_{2}[w, v]$ are the set of nodes in $P_{2}$ in the segment between $w$ and $v$ (including $v$ and $w$ ).

First, we show that $u_{r-2} \neq v$. To the contrary, assume that $v=u_{r-2}$. Thus ( $v, v_{r-2}$ ) is an edge in $G$. Since $G$ is an outerplanar graph, each path in $G$ from $u$ to $w$ must pass through either $v$ or $v_{r-2}$. The shortest path $\bar{P}_{s}$ does not pass through $v$. Thus it must pass through $v_{r-2}$. Then, however, $G$ has a path from $u$ to $v$ of length less than $r$ if we follow $\bar{P}_{s}$ to $v_{r-2}$ and then use the edge ( $v, v_{r-2}$ ). This contradiction shows that $u_{r-2} \neq v$. The nodes $u, v, w\left(u_{i}, v_{i}, i=1, \ldots, r-2\right)$ are as shown in Fig. 2.3. The nodes in $V_{1}$ have a natural ordering as they appear in $P_{1}$. Given $\{s, t\} \subseteq V_{1}$, let $V_{1}[s, t]$ correspond to the nodes in $V_{1}$ on the segment in $P_{1}$ from $s$ to $t$ (including $s$ and $t$ ). Since $\left(v, v_{r-2}\right) \notin E$ and $G$ is a MOP-graph, there exists an edge ( $w, s$ ), where $s \in V_{1}\left[u_{r-2}, v\right]-\{v\}$. If $s \notin u_{r-2}$, then ( $w, s$ ) and the edges $\left(u_{i}, v_{i}\right), i \in\{1, \ldots, r-2\}$ give the $r-1$ edges required. Thus we need only consider the case where $\left(w, u_{r-2}\right) \in E$ and where $w$ is not linked to any node in $V_{1}\left[u_{r-2}, v\right]-\left\{u_{r-2}, v\right\}$ by an edge in $E$. Since $G$ is a MOP-graph, $\left(v, u_{r-2}\right) \in E$.


Fig. 2.3
Using the same argument with $v_{r-2}$ (instead of $w$ ) shows that we either have the required $r-1$ edges or $\left\{\left(v_{r-2}, u_{r-3}\right),\left(u_{r-2}, u_{r-3}\right)\right\} \subseteq E$. Continuing in this manner, we are able to show that either we have the required $r-1$ edges or $\left\{\left(v_{r-j}, v_{r-j-1}\right)\right.$, $\left.\left(u_{r-j}, u_{r-j-1}\right)\right\} \subseteq E$ for $j \in\{2, \ldots, r-2\}$. Thus there is a path from $u_{1}$ to $v$ of length $r-2$. This implies that $\left(u, u_{1}\right) \notin E$, and there exists at least one node in $V_{1}\left[u, u_{1}\right]-$ $\left\{u, u_{1}\right\}$. Since $G$ is a MOP-graph and $\left(u, u_{1}\right) \notin E$, there exists an edge $\left(v_{1}, t\right) \in E$ for $t \in V_{1}\left[u, u_{1}\right]-\left\{u, u_{1}\right\}$. Then the edges $\left(v_{1}, t\right),\left\{\left(u_{i}, v_{i+1}\right), i=1,2, \ldots, r-3\right\}$, ( $u_{r-2}, w$ ) give the required $r-1$ edges. The result thus follows.

We are now able to prove the following result suggested by Stoer.
Theorem 2.6. Let $G=(V, E)$ be a MOP-graph and let $\bar{G}=(V, \bar{E})$ contain $G$ as a subgraph with $\bar{E}-E=\left\{e_{1}, \ldots, e_{l}\right\}$. Then the LOP-inequality (2.7) is facet-defining for $P_{k}(\bar{G})$.

Proof. Consider any valid inequality $\alpha x \geq \alpha_{0}$ such that

$$
\left\{x \in P_{k}(\bar{G}) \mid x \text { satisfies (2.7) with equality }\right\} \subseteq\left\{x \mid \alpha x=\alpha_{0}\right\} .
$$

Using the same argument as in the proof of Theorem 2.5, we can show that

$$
\begin{equation*}
\alpha_{e}=b \quad \forall e \in E . \tag{2.8}
\end{equation*}
$$

Consider any edge $\bar{e} \in \bar{E}-E$, where $\bar{e}=(u, v)$. Let $r \geq 2$ be the length of the shortest path from $u$ to $v$ in $G$. By Lemma 2.3, we have edges $e_{i}=\left(u_{i}, v_{i}\right) \in E$ for $i=1, \ldots$, $r-1$ satisfying conditions (a) and (b) in Lemma 2.3. The paths $P_{1}$ and $P_{2}$ are as defined in Lemma 2.3. For $\{s, t\} \subseteq V_{i}, i=1,2, P_{i}[s, t]=\left(V_{i}[s, t], E_{i}[s, t]\right)$ corresponds to the segment of path $P_{i}$ between $s$ and $t\left(V_{i}[s, t]\right.$ includes both $s$ and $\left.t\right)$. Let $u=u_{0}=v_{0}$ and $v=u_{r}=v_{r}$ for ease of notation. Define the solution $x$, where

$$
x_{e}= \begin{cases}1 & \text { for } e=e_{i}, \quad i=1, \ldots, r-1, \\ \lfloor k / 2\rfloor & \text { for exactly one edge in } E_{2}\left[v_{i}, v_{i+1}\right], \quad \text { for } i \in\{0, \ldots, r-1\}, \\ \lceil k / 2\rceil & \text { for all other edges in } E_{1} \cup E_{2}, \\ 0 & \text { otherwise. }\end{cases}
$$

$x$ satisfies (2.7) with equality. Define $\bar{x}$, where

$$
\bar{x}_{e}= \begin{cases}1 & \text { for } e=\bar{e}, \\ \lfloor k / 2\rfloor & \text { for exactly one edge } \tilde{e}_{i} \text { in } E_{1}\left[u_{i}, u_{i+1}\right], \quad \text { for } i \in\{0, \ldots, r-1\}, \\ x_{e} & \text { otherwise }\end{cases}
$$

$\bar{x}$ also satisfies (2.7) with equality. Comparing $x$ and $\bar{x}$, we have

$$
\alpha(\bar{e})=\sum_{i=0}^{r-1} \alpha\left(\tilde{e}_{i}\right)=r b
$$

Thus $\alpha x \geq \alpha_{0}$ is a multiple of (2.7), and the result follows.
As an example, let $\bar{G}=(V, \bar{E})$ be the complete graph on four nodes with $\bar{E}=$ $\left\{e_{i}, i=1, \ldots, 6\right\}$. Let $G=(V, E)$, where $\bar{E}-E=\left\{e_{6}\right\} . G$ is an outerplanar graph, and the OP-inequality

$$
\sum_{i=1}^{5} x\left(e_{i}\right) \geq 4\lceil k / 2\rceil-1
$$

is facet-defining for $P_{k}(G)$. On lifting, we obtain the LOP-inequality

$$
\sum_{i=1}^{5} x\left(e_{i}\right)+2 x\left(e_{6}\right) \geq 4\lceil k / 2\rceil-1
$$

that is facet-defining for $P_{k}(\bar{G})$.
3. The polyhedron $\boldsymbol{P}_{\boldsymbol{k}}(\boldsymbol{G})$ of an outerplanar graph for $\boldsymbol{k}$ odd. Let $G=(V, E)$ be any outerplanar graph. Each partition $\pi=\left(V_{i}, i=1, \ldots, r\right)$, where $V_{i}$ induces a connected subgraph of $G$ for $i=1, \ldots, r$, defines a contraction minor $G_{\pi}=\left(V_{\pi}, E_{\pi}\right)$ of $G . G_{\pi}$ is outerplanar and defines an OP-inequality

$$
\begin{equation*}
\sum_{e \in E_{\pi}} x_{e} \geq\left|V_{\pi}\right|\lceil k / 2\rceil-1 \tag{3.1}
\end{equation*}
$$

that is facet-defining for $P_{k}(G)$ if $G_{\pi}$ is 2-connected. OP-inequalities (3.1) include the cutinequalities for which $G_{\pi}$ is a set of parallel edges. Define the polyhedron $\bar{P}_{k}(G)$, where
(3.2) $\quad \bar{P}_{k}(G)=\left\{x \in R_{+}^{E} \mid x\right.$ satisfies the OP-inequalities (3.1) for all partitions $\left.\pi\right\}$.

The main result of this section is the following.
Theorem 3.1. If $G$ is an outerplanar graph, then $\bar{P}_{k}(G)=P_{k}(G)$.
Since each inequality defining $\bar{P}_{k}(G)$ is valid for $P_{k}(G)$, it follows that $P_{k}(G) \subseteq \bar{P}_{k}(G)$. Furthermore, each integer vertex of $\bar{P}_{k}(G)$ is also a vertex of $P_{k}(G)$. Thus, if $P_{k}(G) \neq$ $\bar{P}_{k}(G)$, then $\bar{P}_{k}(G)$ must contain a fractional vertex.

Let $G$ be an outerplanar graph, minimal with respect to the property that $\bar{P}_{k}(G)$ has a fractional vertex; i.e., for every minor $G^{\prime}$ of $G$, we have $\bar{P}_{k}\left(G^{\prime}\right)=P_{k}\left(G^{\prime}\right)$. Let $x$ be a fractional vertex of $\bar{P}_{k}(G)$. The proof of Theorem 3.1 uses a sequence of propositions regarding the structure of $x$ and $G$. These are stated and proved in the following.

Proposition 3.1. If $x$ and $G$ are as described above, $x(e)>0$ for all $e \in E$.
Proof. To the contrary, assume that $x(\bar{e})=0$. Define $G^{\prime}=(V, E-\{\bar{e}\})$. Let $x^{\prime}$ be the restriction of $x$ to $E-\{\bar{e}\} . x^{\prime}$ is a fractional vertex of $\bar{P}_{k}\left(G^{\prime}\right)$, contradicting the minimality of $G$.

Proposition 3.2. The graph $G$ is 2 -connected.

Proof. To the contrary, assume that $G$ is not 2 -connected. Let $\bar{G}=(\bar{V}, \bar{E})$ be any maximal 2-connected component of $G$ such that there exists $\bar{e} \in \bar{E}$ with $x(\bar{e})$ fractional. Let $\bar{x}$ be the restriction of $x$ to $\bar{E} . \bar{x}$ is a fractional vertex of $\bar{P}_{k}(\bar{G})$, since each $k$-edgeconnected subgraph of $\bar{G}$ is the restriction of a $k$-edge-connected subgraph of $G$ to $\bar{E}$. This contradicts the minimality of $G$.

Proposition 3.3. Assume that degree $(u)=2$ for some node $u \in V$. Let $e_{1}=(u, v)$ and $e_{2}=(u, w)$ be the two edges incident to $u$. Assume that $x\left(e_{1}\right) \geq x\left(e_{2}\right)$. Then $x\left(e_{1}\right)=$ $\lceil k / 2\rceil$ and $x\left(e_{2}\right) \in\{\lceil k / 2\rceil,\lfloor k / 2\rfloor\}$.

Proof. There are two possible cases: one where the edge $e_{3}=(v, w)$ is present and the other where it is absent. Our reduction in the first case contracts $e_{1}$ and deletes $e_{2}$ and, in the second case, contracts $e_{1}$ (or $e_{2}$ ) to get a minor of $G$. To shorten the proof, we assume the edge $e_{3}=(v, w)$ to be present. If this is not the case, we set $x\left(e_{3}\right)=0$. The reduction we use is to contract $e_{1}$ and delete $e_{2}$, obtaining a minor of the original graph. The artifact of adding $e_{3}$ with $x\left(e_{3}\right)=0$, if it is missing, allows us to resolve both cases simultaneously.

We first show that $x\left(e_{1}\right) \leq\lceil k / 2\rceil$. To the contrary, assume that $x\left(e_{1}\right)>\lceil k / 2\rceil$. We claim that there can be no OP-inequality (3.1), with $\left|V_{\pi}\right| \geq 3$ and $e_{1} \in E_{\pi}$, satisfied with equality by $x$. To the contrary, assume that there exists a contraction minor $G_{\pi}=$ ( $V_{\pi}, E_{\pi}$ ) of $G$ with $\left|V_{\pi}\right| \geq 3$ and $e_{1} \in E_{\pi}$ such that

$$
\sum_{e \in E_{\pi}} x(e)=\left|V_{\pi}\right|\lceil k / 2\rceil-1
$$

Let $G_{\pi 1}=\left(V_{\pi 1}, E_{\pi 1}\right)$ be the graph obtained from $G_{\pi}$ by contracting $e_{1}$ and deleting all edges parallel to $e_{1}$. Since $x\left(e_{1}\right)>\lceil k / 2\rceil$, we have

$$
\sum_{e \in E_{\pi 1}} x(e)<\left|V_{\pi 1}\right|\lceil k / 2\rceil-1
$$

Thus $x$ violates the OP-inequality defined by $G_{\pi 1}$, contradicting the assumption that $x \in \bar{P}_{k}(G)$.

Contract the edge $e_{1}$ and delete $e_{2}$ to get the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. Define $x^{\prime}$, where

$$
x^{\prime}(e)= \begin{cases}x(e) & \text { for } e \in E^{\prime}-\left\{e_{3}\right\} \\ x\left(e_{2}\right)+x\left(e_{3}\right) & \text { for } e=e_{3}\end{cases}
$$

If $x^{\prime}$ is a vertex of $\bar{P}_{k}\left(G^{\prime}\right)$, we contradict the minimality of $G$. Thus $x^{\prime}$ is not a vertex of $\bar{P}_{k}\left(G^{\prime}\right)$. This implies that there exist $x_{1}^{\prime}$ and $x_{2}^{\prime}$ in $\bar{P}_{k}\left(G^{\prime}\right)$ such that $x^{\prime}=\left(x_{1}^{\prime}+x_{2}^{\prime}\right) / 2$. Given $\varepsilon>0$, we can choose $x_{1}, x_{2}$ such that $\left|x_{i}^{\prime}(e)-x^{\prime}(e)\right| \leq \varepsilon$ for all $e \in E^{\prime}, i=1,2$. There are two possible cases: (i) $x\left(e_{2}\right)<x\left(e_{1}\right)$ and (ii) $x\left(e_{2}\right)=x\left(e_{1}\right)$. First, consider the case where $x\left(e_{2}\right)<x\left(e_{1}\right)$. Define $x_{i}, i=1,2$, where

$$
x_{i}(e)= \begin{cases}x\left(e_{1}\right)-\left\{x_{i}^{\prime}\left(e_{3}\right)-x^{\prime}\left(e_{3}\right)\right\} & \text { for } e=e_{1} \\ x\left(e_{2}\right)+\left\{x_{i}^{\prime}\left(e_{3}\right)-x^{\prime}\left(e_{3}\right)\right\} & \text { for } e=e_{2} \\ x\left(e_{3}\right) & \text { for } e=e_{3} \\ x_{i}^{\prime}(e) & \text { for } e \in E-\left\{e_{1}, e_{2}, e_{3}\right\} .\end{cases}
$$

Note that $0<x\left(e_{2}\right)<x\left(e_{1}\right)$ and that no OP-inequality (3.1) with $\left|V_{\pi}\right| \geq 3$ and $e_{1} \in E_{\pi}$ is satisfied with equality by $x$. Thus the only OP-inequality with $e_{1}$ in its support, satisfied with equality by $x$, is $x\left(e_{1}\right)+x\left(e_{2}\right) \geq k$. Thus, for $\varepsilon>0$ and small enough, $x_{1}, x_{2} \in \bar{P}_{k}(G)$. Since $x=\left(x_{1}+x_{2}\right) / 2$, this contradicts the assumption that $x$ is a vertex of $\bar{P}_{k}(G)$. This rules out $x\left(e_{2}\right)<x\left(e_{1}\right)$.

If $x\left(e_{2}\right)=x\left(e_{1}\right)$, define $x_{1}$ and $x_{2}$, where

$$
x_{i}(e)= \begin{cases}x(e)+\left\{x_{i}^{\prime}\left(e_{3}\right)-x^{\prime}\left(e_{3}\right)\right\} & \text { for } e \in\left\{e_{1}, e_{2}\right\}, \\ x\left(e_{3}\right) & \text { for } e=e_{3}, \\ x_{i}^{\prime}(e) & \text { for } e \in E-\left\{e_{1}, e_{2}, e_{3}\right\}\end{cases}
$$

Since $x\left(e_{1}\right)=x\left(e_{2}\right)>\lceil k / 2\rceil$, no OP-inequality satisfied with equality by $x$ has support in both $e_{1}$ and $e_{2}$. Thus, for $\varepsilon>0$ and small enough, $x_{1}, x_{2} \in \bar{P}_{k}(G)$. Since $x=\left(x_{1}+x_{2}\right) /$ 2 , this contradicts the assumption that $x$ is a vertex of $\bar{P}_{k}(G)$. This also rules out $x\left(e_{2}\right)=$ $x\left(e_{1}\right)$. Thus we have proved that $x\left(e_{1}\right) \leq\lceil k / 2\rceil$.

Now we show that $x\left(e_{1}\right)=\lceil k / 2\rceil$. To the contrary, assume that $x\left(e_{1}\right)<\lceil k / 2\rceil$. Thus $x\left(e_{2}\right)<\lceil k / 2\rceil$. We now show that there exists no OP-inequality defined by $G_{\pi}=\left(V_{\pi}, E_{\pi}\right)$, where $e_{2} \in E_{\pi}, e_{1} \notin E_{\pi}$, and

$$
\sum_{e \in E_{\pi}} x_{e}=\left|V_{\pi}\right|\lceil k / 2\rceil-1
$$

To the contrary, assume that such an inequality exists. Consider the graph $G_{\pi 1}=$ ( $V_{\pi 1}, E_{\pi 1}$ ), obtained by expanding the edge $e_{1} . G_{\pi 1}$ is also a contraction minor of $G$ and defines an OP-inequality. $V_{\pi 1}=V_{\pi} \cup\{u\}$ and $E_{\pi 1}=E_{\pi} \cup\left\{e_{1}\right\}$. Since $x\left(e_{1}\right)<\lceil k / 2\rceil$ and $\left|V_{\pi 1}\right|=V_{\pi}+1$, we have

$$
\sum_{e \in E_{\pi}} x_{e}<\left|V_{\pi 1}\right|\lceil k / 2\rceil-1
$$

This contradicts the assumption that $x \in \bar{P}_{k}(G)$. Thus there can be no OP-inequality satisfied with equality by $x$ where $e_{2} \in E_{\pi}, e_{1} \notin E_{\pi}$. A similar argument shows that there can be no OP-inequality satisfied with equality by $x$ where $e_{1} \in E_{\pi}, e_{2} \notin E_{\pi}$. The two statements together contradict the assumption that $x$ is a vertex of $\bar{P}_{k}(G)$. Thus $x\left(e_{1}\right)=\lceil k / 2\rceil$.

This implies that $\lfloor k / 2\rfloor \leq x\left(e_{2}\right) \leq\lceil k / 2\rceil$. We now show that $x\left(e_{2}\right) \in\{[k / 2\rceil,\lfloor k / 2\rfloor\}$. To the contrary, assume that $\lfloor k / 2\rfloor<x\left(e_{2}\right)<\lceil k / 2\rceil$, yielding $x\left(e_{1}\right)+x\left(e_{2}\right)>k$. Contract $e_{1}$ and delete $e_{2}$ to get $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. Define $x$, where

$$
x^{\prime}= \begin{cases}x\left(e_{2}\right)+x\left(e_{3}\right) & \text { for } e=e_{3}, \\ x(e) & \text { for } e \in E^{\prime}-\left\{e_{3}\right\} .\end{cases}
$$

If $x^{\prime}$ is a vertex of $\bar{P}_{k}\left(G^{\prime}\right)$, we contradict the minimality of $G$. Thus $x^{\prime}$ is not a vertex of $\bar{P}_{k}\left(G^{\prime}\right)$. This implies that there exist $x_{1}^{\prime}, x_{2}^{\prime}$ in $\bar{P}_{k}(G)$ such that $x^{\prime}=\left(x_{1}^{\prime}+x_{2}^{\prime}\right) / 2$. Given $\varepsilon>0$, we can choose $x_{1}^{\prime}$ and $x_{2}^{\prime}$ such that $\left|x_{i}^{\prime}(e)-x^{\prime}(e)\right| \leq \varepsilon$ for all $e \in E$. Define $x_{i}$ for $i=1,2$, where

$$
x_{i}(e)= \begin{cases}x\left(e_{1}\right) & \text { for } e=e_{1} \\ x\left(e_{2}\right)+\left\{x_{i}^{\prime}\left(e_{3}\right)-x^{\prime}\left(e_{3}\right)\right\} & \text { for } e=e_{2} \\ x\left(e_{3}\right) & \text { for } e=e_{3} \\ x_{i}^{\prime}(e) & \text { for } e \in E-\left\{e_{1}, e_{2}, e_{3}\right\}\end{cases}
$$

For $\varepsilon$ small enough, $x_{i}\left(e_{1}\right)+x_{i}\left(e_{2}\right) \geq k, i=1$, 2. Thus $x_{1}, x_{2} \in \bar{P}_{k}(G)$. Since $x=$ $\left(x_{1}+x_{2}\right) / 2$, this contradicts the assumption that $x$ is a vertex of $\bar{P}_{k}(G)$. Thus $x\left(e_{2}\right) \in$ $\{[k / 2\rceil,\lfloor k / 2\rfloor\}$.

Proof of Theorem 3.1. By Proposition 3.1, G cannot contain Fig. 2.1(a). Now consider the case where $G$ contains Fig. 2.1(b). Since $x$ is a vertex of $\bar{P}_{k}(G)$, either $x\left(e_{1}\right)=0$ or $x\left(e_{2}\right)=0$, since, in each OP-inequality, $x\left(e_{1}\right)$ and $x\left(e_{2}\right)$ have the same
coefficient. This contradicts Proposition 3.2. Thus we can assume that $G$ is a 2 -connected outerplanar graph with no parallel edges.

Order the nodes of $V$ as $\{1, \ldots,|V|\}$ along the outer face. An edge of the form $(i, j)$, where $j \notin\{i-1, i+1\}$, is called a chord. First, consider the case where $G$ does not contain any chord. Thus each node $i \in V$ has degree 2. From Proposition 3.3, $x(e)=$ $\lceil k / 2\rceil$ for $e \in E-\{\bar{e}\}$ and $x(\bar{e})=\lfloor k / 2\rfloor$ for some edge $\bar{e} \in E$. Thus $\bar{P}_{k}(G)$ has only integer vertices, contradicting our assumption that $x$ is a fractional vertex of $\bar{P}_{k}(G)$.

Thus $G$ must contain a chord $\bar{e}=(i, j)$. Since $G$ is outerplanar, we can choose a chord ( $i, j$ ), where $j \geq i$ and $\operatorname{degree}(s)=2$ for $s \in\{i+1, \ldots, j-1\}$. Define $\left\{e_{s}=\right.$ $(s, s+1), s=1, \ldots,|V|)$ and the edge set $\bar{E}=\left\{e_{s}, s=i, i+1, \ldots, j-1\right\}$. From our previous results, $x(e)=\lceil k / 2\rceil$ for $e \in \bar{E}-\{\tilde{e}\}$ and $x(\tilde{e}) \in\{\lfloor k / 2\rfloor,\lceil k / 2\rceil\}$ for some edge $\tilde{e} \in \bar{E}$. Form the graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ by contracting the edges $\bar{E}-\{\tilde{e}\}$ and deleting $\tilde{e}$. Define $x^{\prime}$, where

$$
x^{\prime}= \begin{cases}x(\bar{e})+x(\tilde{e}) & \text { for } e=\bar{e}, \\ x(e) & \text { for } e \in E^{\prime}-\{\bar{e}\}\end{cases}
$$

Clearly, $x^{\prime} \in \bar{P}_{k}\left(G^{\prime}\right)$. If $x^{\prime}$ is a vertex of $\bar{P}_{k}\left(G^{\prime}\right)$, we contradict the minimality of $G$. Thus $x^{\prime}$ is not a vertex of $\bar{P}_{k}\left(G^{\prime}\right)$. This implies that there exist $x_{1}^{\prime}$ and $x_{2}^{\prime}$ in $\bar{P}_{k}\left(G^{\prime}\right)$ such that $x^{\prime}=\left(x_{1}^{\prime}+x_{2}^{\prime}\right) / 2$. Given $\varepsilon>0$, we can choose $x_{1}^{\prime}$ and $x_{2}^{\prime}$ such that $\left|x_{1}^{\prime}(e)-x^{\prime}(e)\right| \leq \varepsilon$ for all $e \in E, i=1,2$.

Define $x_{i}, i=1,2$, where

$$
x_{i}(e)= \begin{cases}x(e) & \text { for } e \in \bar{E}, \\ x(\bar{e})+x_{i}^{\prime}(\bar{e})-x^{\prime}(\bar{e}) & \text { for } e=\bar{e}, \\ x_{i}^{\prime}(e) & \text { for } e \in E^{\prime}-\{\bar{e}\}\end{cases}
$$

By Proposition 3.1, $x(\bar{e})>0$. Thus, for $\varepsilon$ small enough, $x_{1}, x_{2} \in \bar{P}_{k}(G)$ and $x=\left(x_{1}+\right.$ $\left.x_{2}\right) / 2$. This contradicts the assumption that $x$ is a vertex of $\bar{P}_{k}(G)$. This shows that $\bar{P}_{k}(G)$ does not contain any fractional vertex. The result thus follows.

If $\bar{P}_{k}(G)$ is described using only OP-inequalities as in (3.2), then $\bar{P}_{k}(G) \neq P_{k}(G)$, even if $G$ is the complete graph on four nodes $\left(K_{4}\right)$, as shown in Fig. 3.1. $x\left(e_{i}\right)=1.5, i=1$, $2,5,6 ; x\left(e_{4}\right)=0 ; x\left(e_{3}\right)=0.5$ is a fractional vertex of $\bar{P}_{3}(G)$. This shows that Theorem 3.1 cannot be extended to graphs with a $K_{4}$ minor. This fractional vertex is cut off by the LOP-inequality

$$
x\left(e_{1}\right)+x\left(e_{2}\right)+x\left(e_{3}\right)+x\left(e_{5}\right)+x\left(e_{6}\right)+2 x\left(e_{4}\right) \geq 7
$$

However, we do not know of any series-parallel graphs (graphs with no $K_{4}$ minor) for which $\bar{P}_{k}(G) \neq P_{k}(G)$. Thus we make the following conjecture.
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CONJECTURE 3.1. $\bar{P}_{k}(G)=P_{k}(G)$ if $k$ is odd and $G$ is a series-parallel graph.
It would also be interesting to characterize those graphs for which $P_{k}(G)$ is completely defined by LOP-inequalities. Results in $\S 4$ give examples of graphs for which this is not the case.
4. Odd-wheel inequalities. In this section, we describe a family of facet-defining inequalities for $P_{k}(G)$. Given an odd integer $s \geq 3$ and integers $n_{i} \geq 2, i \in\{1, \ldots, s\}$, define the odd-wheel configuration $W_{s}=\left(V_{s}, E_{s}\right)$, where

$$
V_{s}=\{u\} \cup\left\{v_{j}^{i} \mid j \in\left\{1, \ldots, n_{i}\right\}, i \in\{1, \ldots, s\}\right\} .
$$

Define $v_{0}^{i}=u$ for $i \in\{1, \ldots, s\}$. The edge set $E_{s}$ is given by

$$
E_{s}=\left\{\left(v_{j}^{i}, v_{j+1}^{i}\right) \mid j \in\left\{0, \ldots, n_{i}-1\right\}, i \in\{i, \ldots, s\}\right\} \cup\left\{\left(v_{n_{i}}^{i}, v_{n_{i+1}}^{i+1}\right) \mid i \in\{1, \ldots, s\}\right\} .
$$

For $s=3$ and $n_{i}=2, i \in\{1,2,3\}, W_{3}$ is shown in Fig. 4.1. The precise inequality we define on $W_{s}$ depends upon the value of $k$. There are three distinct sets of values of $k$ we consider: $k \in\{4 r-2,4 r-1,4 r+1, r \in\{1,2, \ldots\}\}$. We give proofs only for the case where $k=4 r+1$. For the other two cases, we simply state the inequality. Detailed proofs are contained in Chopra [3].

Consider the odd-wheel configuration $W_{s}=\left(V_{s}, E_{s}\right)$, where $k=4 r+1$ and $n_{i} \geq 2$, $i \in\{1, \ldots, s\}$. Define the edges $e_{i j}=\left(v_{j}^{i}, v_{j+1}^{i}\right)$ for $i \in\{1, \ldots, s\}$ and $j \in\{0, \ldots$, $n-1\}$ and $e_{i}=\left(v_{n_{i}}^{i}, v_{n_{i+1}}^{i+1}\right)$ for $i \in\{1, \ldots, s\}$. The odd-wheel inequality is given by

$$
\begin{equation*}
\sum_{e \in E_{s}} a(e) x(e) \geq a_{0} \tag{4.1}
\end{equation*}
$$

where $a(e)=1$ for all $e \in E_{s}$ and $a_{0}=s(r-1)+(2 r+1) \sum_{i=1}^{s} n_{i}+\lceil s / 2\rceil$.
Lemma 4.1. The odd-wheel inequality (4.1) is valid for $P_{k}\left(W_{s}\right), k=4 r+1$.
Proof. For $m \in\{1, \ldots, s\}$, consider the OP-inequalities

$$
\begin{equation*}
\sum_{j \in\left\{0, \ldots, n_{m}-1\right\}} x\left(e_{m j}\right)+x\left(e_{m-1}\right)+x\left(e_{m}\right) \geq\left(n_{m}+1\right)(2 r+1)-1 \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j \in\left\{0, \ldots, n_{m}-1\right\}} x\left(e_{m j}\right) \geq n_{m}(2 r+1)-1 . \tag{4.3}
\end{equation*}
$$
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Adding (4.2) and (4.3) for all $m \in\{1, \ldots, s\}$ and dividing by 2 gives

$$
\begin{equation*}
\sum_{e \in E_{s}} x(e) \geq s(r-1)+(2 r+1) \sum_{i=1}^{s} n_{i}+(s / 2) . \tag{4.4}
\end{equation*}
$$

On rounding (4.4), we obtain (4.1).
THEOREM 4.1. The odd-wheel inequality is facet-defining for $P_{k}\left(W_{s}\right), k=4 r+1$.
Proof. Let $\alpha x \geq \alpha_{0}$ be any valid inequality for $P_{k}\left(W_{s}\right)$ such that

$$
\left\{x \in P_{k}\left(W_{s}\right) \mid x \text { satisfies (4.1) with equality }\right\} \subseteq\left\{x \mid \alpha x=\alpha_{0}\right\} .
$$

Given $m \in\{1, \ldots, s\}$ and $l_{i} \in\left\{0, \ldots, n_{i}-1\right\}$ for $i=1, \ldots, s$, define $x_{m}^{1}$, where

$$
x_{m}^{1}(e)= \begin{cases}2 r & \text { for } e=e_{i j}, \quad i \in\{1, \ldots, s\}, \quad j=l_{i} \\ 2 r+1 & \text { for } e=e_{i j}, \quad i \in\{1, \ldots, s\}, \quad j \neq l_{i}, \\ r+1 & \text { for } e=e_{i}, \quad i \in\{m, m+2, \ldots, m+s-1\} \\ r & \text { for } e=e_{i}, \quad i \in\{m+1, m+3, \ldots, m+s-2\} .\end{cases}
$$

Define $x_{m}^{2}$, where

$$
x_{m}^{2}(e)= \begin{cases}2 r+1 & \text { for } e=e_{m+1, j}, \quad j=l_{m+1} \\ r & \text { for } e=e_{m} \\ x_{m}^{1}(e) & \text { otherwise }\end{cases}
$$

$x_{m}^{1}$ and $x_{m}^{2}$ satisfy (4.2) at equality for $m \in\{1, \ldots, s\}$ and $l_{i} \in\left\{0, \ldots, n_{i}-1\right\}$. Comparing $x_{m}^{1}$ for $l_{i}=j$ and $l_{i}=k$ gives

$$
\begin{equation*}
\alpha\left(e_{i j}\right)=\alpha\left(e_{i k}\right)=b_{i} \quad \text { for } i \in\{1, \ldots, s\}, \quad j \neq k \in\left\{0, \ldots, n_{i}-1\right\} . \tag{4.5}
\end{equation*}
$$

Comparing $x_{m}^{1}$ and $x_{m}^{2}$, we have

$$
\begin{equation*}
\alpha\left(e_{m}\right)=b_{m+1} \quad \text { for } m \in\{1, \ldots, s\} . \tag{4.6}
\end{equation*}
$$

Comparing $x_{m}^{1}$ and $x_{m+2}^{1}$, we have

$$
\begin{equation*}
\alpha\left(e_{m}\right)=\alpha\left(e_{m+1}\right) \quad \text { for } m \in\{1, \ldots, s\} . \tag{4.7}
\end{equation*}
$$

From (4.5)-(4.7), we have $\alpha(e)=b$ for $e \in E_{s}$. This shows that $\alpha x \geq \alpha_{0}$ is a multiple of (4.1). The result thus follows.

In the case where $k=4 r-1$, the odd-wheel inequality is given by (4.1), where

$$
a(e)= \begin{cases}1 /\left(n_{i}-1\right) & \text { for } e=e_{i j}, i \in\{1, \ldots, s\}, j \in\left\{0, \ldots, n_{i}-1\right\}, \\ 1+1 /\left(n_{i}-1\right)+1 /\left(n_{i+1}-1\right) & \text { for } e=e_{i}, i \in\{1, \ldots, s\}\end{cases}
$$

and $a_{0}=(3 r-1) s+\lceil s / 2\rceil+(4 r-1) \sum_{i=1}^{s}\left(1 /\left(n_{i}-1\right)\right)$.
In the case where $k=4 r-2$, we restrict $n_{i}=2$ for $i \in\{1, \ldots, s\}$ in $W_{s}$. The oddwheel inequality is once again given by (4.1), where

$$
a(e)= \begin{cases}\frac{1}{2} & \text { for } e=\left(v_{j}^{i}, v_{j+1}^{i}\right), \\ 1 & \text { for } e=\left(v_{2}^{i}, v_{2}^{i+1}\right), \\ i \in\{1, \ldots, s\}\end{cases}
$$

and $a_{0}=s(3 r-2)+\lceil s / 2\rceil$.
For the case where $k=2$, a similar inequality was considered by Mahjoub [11] and generalized by Stoer [14] and Boyd and Hao [2].
4.1. High edge-connectivity network design. In this section, we relate facet-defining inequalities of $P_{k}(G)$ to facet-defining inequalities of polyhedra associated with high edgeconnectivity networks. The problem of designing networks with high edge-connectivity was first introduced by Grötschel and Monma [10] and was studied in detail from a polyhedral point of view by Stoer [14]. Both restrict attention to the case where an edge can be used at most once. In the following description, we use the terminology of Grötschel and Monma [10]. Consider an undirected graph $G=(V, E)$ with nonnegative edgeweights $w_{e}$. For each node $v \in V$, a nonnegative integer $r_{v}$ is specified. For each pair of nodes $u, v$ in $V$, define $r_{u v}=\min \left\{r_{u}, r_{v}\right\}$. A family of edges $F$ is said to satisfy the edgeconnectivity requirements if between every pair of nodes $u, v$ in $V, G[F]$ contains at least $r_{u v}$ edge disjoint paths. The problem is to find a minimum-weight family $F$ that satisfies the edge-connectivity requirements.

Define the associated polyhedron

$$
\operatorname{PCON}(G, r)=\operatorname{conv}\{x(F) \mid F \text { satisfies edge-connectivity requirements }\} .
$$

Given $U \subseteq V$, define $r(U)=\max \left\{r_{v} \mid v \in U\right\}$. Consider a partition $\pi=\left(V_{i}, i=1\right.$, $\ldots, k$ ) of the node set $V$, where each subset $V_{i}$ induces a connected subgraph. As described earlier, $G_{\pi}=\left(V_{\pi}, E_{\pi}\right)$, the graph obtained by shrinking each subset $V_{i}$ into a single node, is a contraction minor of $G$. Assume that $k_{1}=\max \left\{r\left(V_{i}\right), i=1, \ldots, l\right\}$ and $r\left(V_{l}\right)=k_{1}$. Further assume that $r\left(V_{i}\right)=k$ for $i=1, \ldots, l-1$. We can relate facetdefining inequalities of $P_{k}\left(G_{\pi}\right)$ and $\operatorname{PCON}(G, r)$ by the following result. The proof follows from Theorem 2.4.

ThEOREM 4.2. If the inequality $\sum_{e \in E_{\pi}} a_{e} x_{e} \geq a_{0}$ is facet-defining (valid) for $P_{k}\left(G_{\pi}\right)$, then $\sum_{e \in E} a_{e} x_{e} \geq a_{0}$ is facet-defining (valid) for $\operatorname{PCON}(G, r)$, where $a_{e}=0$ for $e \in$ $E-E_{\pi}$.
5. Some open problems. In this paper, we introduce the OP-inequalities and show that these completely describe $P_{k}(G)$ for $k$ odd if $G$ is outerplanar. One open problem is to see if the same result holds when $G$ is series-parallel. Another open problem is to characterize those graphs $G$ for which $P_{k}(G)$ is completely described by the cut-inequalities where $k=2^{r}, r=2,3, \ldots$ This would generalize the result of Cornuéjols, Fonlupt, and Naddef [5], who characterized the case where $r=1$.
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# CONSTRUCTING SMALL SAMPLE SPACES SATISFYING GIVEN CONSTRAINTS* 
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#### Abstract

The subject of this paper is finding small sample spaces for joint distributions of $n$ discrete random variables. Such distributions are often only required to obey a certain limited set of constraints of the form $\operatorname{Pr}($ Event $)=\pi$. It is shown that the problem of deciding whether there exists any distribution satisfying a given set of constraints is NP-hard. However, if the constraints are consistent, then there exists a distribution satisfying them, which is supported by a "small" sample space (one whose cardinality is equal to the number of constraints). For the important case of independence constraints, where the constraints have a certain form and are consistent with a joint distribution of independent random variables, a small sample space can be constructed in polynomial time. This last result can be used to derandomize algorithms; this is demonstrated by an application to the problem of finding large independent sets in sparse hypergraphs.
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1. Introduction. The probabilistic method of proving existence of combinatorial objects has been very successful (see, for example, Raghavan [15] and Spencer [17]). The underlying idea is as follows. Consider a finite set $\Omega$ whose elements are classified as "good" and "bad." Suppose that we wish to prove existence of at least one "good" element within $\Omega$. The proof proceeds by constructing a probability distribution $f$ over $\Omega$ and showing that the probability of picking a good element is positive. Probabilistic proofs often yield randomized algorithms for constructing a good element. In particular, many randomized algorithms are a special case of this technique, where the "good" elements are those sequences of random bits leading to a good answer.

It is often desirable to replace the probabilistic construction by a deterministic one, or to derandomize an algorithm. Obviously, this can be done by completely enumerating the sample space $\Omega$ until a good element is found. ${ }^{1}$ Unfortunately, the sample space is typically exponential in the size of the problem; for example, the sample space of $n$ independent random bits ${ }^{2}$ contains $2^{n}$ points.

Let $X_{1}, \ldots, X_{n}$ be discrete random variables with a finite range. For simplicity, we assume that $X_{1}, \ldots, X_{n}$ all have the same range $\{0, \ldots, r-1\}$ (although not necessarily the same distribution). Our constructions can easily be extended to variables with different

[^27]ranges. The probability space associated with these variables is $\Omega=\{0, \ldots, r-1\}^{n}$. A distribution is a map $f: \Omega \rightarrow[0,1]$ such that $\Sigma_{\boldsymbol{x} \in \Omega} f(x)=1$. We define the set $S(f)=$ $\{\boldsymbol{x} \in \Omega \mid f(\boldsymbol{x})>0\}$ to be the sample space of $f$.

Given a distribution $f$ involved in a probabilistic proof, only the points in $S(f)$ must be considered in our search for a good point in $\Omega$. Moreover, it suffices to search any subset of $S(f)$ that is guaranteed to contain a good point for each possible input. Adleman [1] shows that, for any distribution $f$ used in an algorithm in RP, there exists a space $S^{\prime} \subseteq S(f)$ of polynomial size that contains a good point for every possible input. The proof of this fact is not constructive and therefore cannot be used to derandomize algorithms.

A common technique for constructing a feasible search-space is to find a different distribution with a "small" (polynomial) sample space that can be searched exhaustively, as outlined above. The new distribution must agree with the original one sufficiently so that the correctness proof of the algorithm remains valid. The correctness proof often relies on certain assumptions about the distribution; that is, the distribution is assumed to satisfy certain constraints. A constraint is an equality of the form

$$
\operatorname{Pr}(Q)=\sum_{x \in Q} f(x)=\pi,
$$

where $Q \subseteq \Omega$ is an event and $0 \leq \pi \leq 1$. If the randomness requirements of an algorithm are completely describable as a set of constraints and if the new distribution satisfies all of them, then the algorithm remains correct under the new distribution; no new analysis is needed. In other cases, the new distribution may only approximately satisfy the constraints, and it is necessary to verify that the analysis still holds.

The original distribution is almost always constructed based on independent random variables $X_{1}, \ldots, X_{n}$. Thus, all the constraints are satisfied by such a distribution. In many cases, however, full independence is not necessary. In particular, quite often the constraints are satisfied by a $d$-wise independent distribution-a distribution where each neighborhood of $d$ variables behaves as if it were independent. That is, it suffices for the distribution to satisfy the independence constraints which state that every event defined over a neighborhood of size $d$ has the same probability as if the variables were independent. Most of the previous work has focused on constructing approximations to such distributions.

Joffe [10] first demonstrated a construction of a joint distribution of $n d$-wise independent, uniformly distributed random variables with a sample space of cardinality $O\left((2 n)^{d}\right)$. Luby [12] and Alon, Babai, and Itai [3] show how Joffe's construction can be generalized to allow for nonuniform distributions using sample spaces of essentially the same cardinality. In many cases, the resulting distributions only approximately satisfy the required constraints; that is, the distributions are $d$-wise independent, but the probabilities $\operatorname{Pr}\left(X_{i}=b\right)$ may differ from the corresponding probabilities in the original distribution. ${ }^{3}$ These constructions result in sample spaces of polynomial size for any fixed $d$. Chor et al. [8] showed that any sample space of $n d$-wise independent random bits has cardinality $\Omega\left(n^{[d / 2]}\right)$. Thus, these constructions are close to optimal in this case. Moreover, sample spaces of polynomial size exist for $d$-wise independent distributions only if $d$ is fixed.

Naor and Naor [14] showed how to circumvent this lower bound by observing that $\varepsilon$-independent (or nearly independent) distributions often suffice. In other words, it suffices

[^28]that the independence constraints for the neighborhoods of size $d$ be satisfied to within $\varepsilon$. We point out that this is also a form of approximation, as defined above. Naor and Naor demonstrated a construction of sample spaces for $\varepsilon$-independent distributions over random bits, whose size is polynomial in $n$ and in $1 / \varepsilon$. These constructions are polynomial for $\varepsilon=1 / \operatorname{poly}(n)$; for such values of $\varepsilon$, the $\varepsilon$-independence constraints are meaningful ${ }^{4}$ for neighborhoods of size up to $O(\log n)$. Therefore, we obtain a polynomial-size sample space that is nearly $d$-wise independent for $d=O(\log n)$ (as compared to the lower bound of $\Omega\left(n^{\log n}\right)$ for truly $d$-wise independent sample spaces). Simplified constructions with similar properties were provided by Alon et al. [4]. Azar, Motwani, and Naor [5] later generalized these techniques to uniform distributions over nonbinary random variables. Finally, Even et al. [9] presented constructions for nearly independent distributions over nonuniform nonbinary random variables.

A different type of technique was introduced by Berger and Rompel [7] and by Motwani, Naor, and Naor [13]. This technique can be used to derandomize certain RNC algorithms, where $d$, the degree of independence required, is polylogarithmic in $n$. The technique works, however, only for certain types of problems and does not seem to generalize to larger degrees of independence.

Schulman [16] took a different approach toward the construction of sample spaces that require $O(\log n)$-wise independence. He observed that, in many cases, only certain $d$-neighborhoods (sets of $d$ variables) must be independent. Schulman constructs sample spaces satisfying this property, whose size is $2^{d}$ times the grestest number of neighborhoods to which any variable belongs. In particular, for polynomially many neighborhoods, each of size $O(\log n)$, this construction results in a polynomial-size sample space. His construction works only for random bits and is polynomial for a maximum neighborhood size $O(\log n)$.

To improve on these results, we view the problem from a somewhat different perspective. Rather than placing upper bounds on the degree of independence required by the algorithm, we examine the set of precise constraints that are required for the algorithm to work. We then construct a distribution satisfying these constraints exactly. In many cases, this approach will yield a much smaller sample space.

We begin by showing a connection between the number of constraints and the size of the resulting sample space. We show in $\S 2$ that, for any set $\mathscr{C}$ of such constraints, if $\mathscr{C}$ is consistent, i.e., $\mathscr{C}$ is satisfied by some distribution $f$, then there exists a distribution $f^{\prime}$ also satisfying $\mathscr{C}$ such that $\left|S\left(f^{\prime}\right)\right| \leq|\mathscr{C}|$; that is, there exists a distribution for which the cardinality of the sample space is not more than the number of constraints. Note that $f^{\prime}$ precisely satisfies the constraints in $\mathscr{C}$, so that, if $\mathscr{C}$ represents all the assumptions about $f$ made by a proof, the proof will also hold for $f^{\prime}$. The proof of the existence theorem includes an algorithm for constructing $f^{\prime}$; however, the algorithm takes exponential time and is thus not useful. We justify this exponential behavior by showing that, even for a set of very simple constraints, the problem of recognizing whether there exists a distribution satisfying them is NP-complete.

We can, however, define a type of constraint for which a small sample space can be constructed directly from the constraints in polynomial time. As we observed, the distributions that are most often used in probabilistic proofs are those where $X_{1}, \ldots, X_{n}$ are independent random variables. Such a distribution is determined entirely by the

[^29]probabilities $\left\{p_{i b}=\operatorname{Pr}\left(X_{i}=b\right): i=1, \ldots, n ; b=0, \ldots, r-1\right\}$. In the course of such a probabilistic proof, the distribution is assumed to satisfy various constraints. Above, we observed that, in many cases, and in particular in all cases for which existing constructions work, these constraints are independence constraints. More formally, an independence constraint is one that forces the probability of a certain assignment of values to some subset of the variables to be as if the variables are independent. That is, for a fixed set of $p_{i b}$ 's, a sequence of indices $i_{1}, \ldots, i_{k}$ in $\{1, \ldots, n\}$, and $b_{1}, \ldots, b_{k} \in\{0, \ldots$, $r-1\}$, the constraint
$$
\left[\operatorname{Pr}\left(\left\{X_{i_{1}}=b_{1}, \ldots, X_{i_{k}}=b_{k}\right\}\right)=\prod_{j=1}^{k} p_{i j b_{j}}\right]
$$
is the independence constraint $I(Q)$ corresponding to the event ${ }^{5} Q=\left\{X_{i_{1}}=b_{1}, \ldots\right.$, $\left.X_{i_{k}}=b_{k}\right\}$. Obviously, if $X_{1}, \ldots, X_{n}$ are independent random variables, then their joint distribution satisfies all the independence constraints. Note that $d$-wise independence can easily be represented in terms of constraints of this type: The variables $X_{1}, \ldots, X_{n}$ are $d$-wise independent if and only if all the independence constraints $I\left(\left\{X_{i_{1}}=b_{1}\right.\right.$, $\left.\ldots, X_{i_{d}}=b_{d}\right\}$ ) are satisfied, where $i_{1}, \ldots, i_{d} \in\{1, \ldots, n\}$ and $b_{1}, \ldots, b_{d} \in\{0, \ldots$, $r-1\}$.

Let $\mathscr{C}$ be a set of independence constraints defined using a fixed set of $p_{i b}$ 's as above. In $\S 3$ we present the main result of this paper, which shows how to construct in strongly polynomial time a distribution satisfying $\mathscr{C}$ with a sample space of cardinality $|\mathscr{C}|$. We note that the distribution $f$ produced by our technique is typically not the uniform distribution over $S(f)$. Therefore, we cannot in general use our construction to reduce the number of random bits required to generate the desired distribution.

Our construction has a number of advantages. First, the distributions generated always satisfy the constraints precisely. Thus, the correctness proof of the algorithm need not be modified. Moreover, the size of the sample space in all the nearly independent constructions [4], [5], [9], [14] depends polynomially on $1 / \varepsilon$ (where $\varepsilon$ is the approximation factor). Our precise construction does not have this term. Previously, precise distributions were unavailable for many interesting distributions. In particular, our approach can construct sample spaces of cardinality $O\left((r n)^{d}\right)$ for any set of $n r$-valued, $d$-wise independent random variables (not necessarily uniformly distributed). For fixed $d$, this construction requires polynomial time. It has been argued by Even et al. [9] that probability distributions over nonuniform nonbinary random variables are important. To our knowledge, this is the first technique that allows the construction of exact distributions of $d$-wise independent variables with arbitrary $p_{i b}$ 's.

The main advantage of our construction is that the size of the sample space depends only on the number of constraints actually used. Except for Schulman's approach [16], all other sample spaces are limited by requiring that all neighborhoods of a particular size be independent (or nearly independent). As Schulman points out, in many cases only certain neighborhoods are ever relevant, thus enabling a further reduction in the size of the sample space. However, Schulman's approach still requires the sample space to satisfy all the independence constraints associated with the relevant neighborhoods. ${ }^{6}$ This restricts his construction to neighborhoods of maximal size $O(\log n)$. With our construction, we can deal with neighborhoods of any size, as long as the number of relevant constraints is limited.

[^30]For example, an algorithm may randomly choose edges in a graph by associating a binary random variable with each edge. An event whose probability may be relevant to the analysis of this algorithm is "no edge adjacent to a node $v$ is chosen." Using the other approaches (even Schulman's), the neighborhood size would be the maximum degree $\Delta$ of a node in the graph; the relevant sample space would then grow as $2^{\Delta}$. Using our approach, there is only one event per node, resulting in a sample space of size $n$ (the number of nodes in the graph).

In this example, the constraints depend on the edge structure of the input graph. In general, our construction depends on the specific constraints derived from the particular input. Therefore, unlike most sample space constructions, our construction cannot be prepared in advance. This property, combined with the fact that our algorithm is sequential, means that it cannot be used to derandomize parallel (RNC) algorithms.

In $\S 4$ we show an example of how our technique can be applied to derandomization of algorithms. We discuss the problem of finding a large independent set in a $d$-uniform hypergraph. The underlying randomized algorithm, described by Alon, Babai, and Itai [3], was derandomized in the same paper for fixed values of $d$. It was later derandomized also for $d=O($ polylog $n$ ) by Berger and Rompel [7] and by Motwani, Naor, and Naor [13]. We show how this algorithm can be derandomized for any $d$. A sequential deterministic polynomial time solution for the large independent set problem in hypergraphs exists [2]. However, the derandomization of this algorithm using our technique serves to demonstrate its unique power.
2. Existence of small sample spaces. Let $\mathscr{C}=\left\{\left[\operatorname{Pr}\left(Q_{k}\right)=\pi_{k}\right]: k=1, \ldots, c\right\}$ be a set of constraints such that $[\operatorname{Pr}(\Omega)=1] \in \mathscr{C}$. Henceforth, the term "polynomial" means polynomial in terms of $n, r,|\mathscr{C}|$, and the bit lengths of the $\pi_{k}$ 's.

DEFINITION 2.1. A set $\mathscr{C}$ of constraints is consistent if there exists some distribution $f$ satisfying all the members of $\mathscr{C}$.

DEFINITION 2.2. A distribution $f$ that satisfies $\mathscr{C}$ is said to be manageable if $|S(f)| \leq c=|\mathscr{C}|$.

THEOREM 2.3. If $\mathscr{C}$ is consistent, then $\mathscr{C}$ is satisfied by a manageable distribution.
Proof. Let $\mathscr{C}$ be as above and recall that $c=|\mathscr{C}|$. We describe a distribution $f$ satisfying $\mathscr{C}$ as a nonnegative solution to a set of linear equations. Let $\pi \in \mathbb{R}^{c}$ denote the vector $\left(\pi_{k}\right)_{k=1, \ldots, c}$. Recall that $\Omega=\{0, \ldots, r-1\}^{n}$, let $m=|\Omega|=r^{n}$, and let $\boldsymbol{x}_{1}, \ldots$, $\boldsymbol{x}_{m}$ denote the points of $\Omega$. The variable $v_{l}$ represents the probability $f\left(\boldsymbol{x}_{l}\right)$. Let $\boldsymbol{v}$ be the vector $\left(v_{l}\right)_{l=1, \ldots, m}$. A constraint $\operatorname{Pr}\left(Q_{k}\right)=\pi_{k}$ can be represented as the linear equation

$$
\sum_{l=1}^{m} a_{k l} v_{l}=\pi_{k}
$$

where

$$
a_{k l}= \begin{cases}1 & \text { if } \boldsymbol{x}_{l} \in Q_{k} \\ 0 & \text { otherwise }\end{cases}
$$

Thus, the constraints in $\mathscr{C}$ can be represented by a system $\boldsymbol{A} \boldsymbol{v}=\boldsymbol{\pi}$ of linear equations (where $\boldsymbol{A}$ is the matrix ( $\left.a_{k l}\right)$ ). Since $\mathscr{C}$ is assumed to be consistent, there is a distribution $f$ satisfying $\mathscr{C}$. Therefore, for $v_{l}=f\left(\boldsymbol{x}_{l}\right)$, the vector $\boldsymbol{v}$ is a nonnegative solution to this system. A classical theorem in linear programming asserts that, under these conditions, there exists a basic solution to this system. That is, there exists a vector $\boldsymbol{v}^{\prime} \geq \mathbf{0}$ such that $\boldsymbol{A} \boldsymbol{\nu}^{\prime}=\boldsymbol{\pi}$ and the columns $\boldsymbol{A}_{* j}$ such that $\boldsymbol{v}_{j}^{\prime}>0$ are linearly independent. Let $f^{\prime}$ be the distribution corresponding to this solution vector $v^{\prime}$. Since the number of rows in the
matrix is $c$, the number of linearly independent columns is also at most $c$. Therefore, the number of positive indices in $\boldsymbol{v}^{\prime}$, which is precisely $\left|S\left(f^{\prime}\right)\right|$, is at most $c=|\mathscr{C}|$.

Algorithm 1. Reduction to basic solutions.
While $\left\{\boldsymbol{A}_{* j}: j \in S(\boldsymbol{v})\right\}$ are linearly dependent:

1. Find a nonzero vector $u \in \mathbb{R}^{m}$ such that:
$u_{j}=0$ for every $j \notin S(\mathbf{v})$, and
$\boldsymbol{A} \boldsymbol{u}=\mathbf{0}$.
2. Find some $t \in \mathbb{R}$ such that:
$\boldsymbol{v}+t \boldsymbol{u} \geq \mathbf{0}$, and
$v_{j}+t u_{j}=0$ for some $j \in S(v)$.
3. Replace $\boldsymbol{v} \leftarrow v+t \boldsymbol{u}$.

This theorem can be proved constructively, based on the standard algorithm outlined above. This algorithm begins with a distribution vector $v$ and removes points from the sample space one at a time. The removal is done while keeping all variables nonnegative, so that the truth of the equations is maintained. This results in a manageable distribution vector $\nu^{\prime}$. Throughout the algorithm, $S(v)$ denotes the set of indices $\left\{j: v_{j}>0\right\}$. Intuitively, these indices represent points in the sample space of the distribution represented by $v$.

Algorithm 1 is described in full detail by Beling and Megiddo [6]. They show that it requires $O\left(|S(f)| \cdot c^{2}\right)$ arithmetic operations, assuming that $f$ is represented sparsely (so that points not in $S(f)$ need not be considered at all). ${ }^{7}$ However, Beling and Megiddo also present a faster algorithm for the same problem, based on fast matrix multiplication. Given a matrix multiplication algorithm that multiplies two $k \times k$ matrices using $O\left(k^{2+\delta}\right)$ arithmetic operations, the algorithm of Beling and Megiddo finds a basic solution in $O\left(c^{(3-\delta) /(2-\delta)}|S(f)|\right)$ arithmetic operations. Using the best algorithm known for matrix multiplication, their algorithm allows us to prove the following result.

THEOREM 2.4. Given a distribution f in sparse representation that satisfies the constraints in $\mathscr{C}$, it is possible to construct a manageable distribution $f^{\prime}$ satisfying the same constraints using $O\left(|S(f)| \cdot c^{1.62}\right)$ arithmetic operations.

Unfortunately, the complexity of this approach is linear in $|S(f)|$, which can be as large as $m=r^{n}$. The algorithm is therefore exponential in $n$ in the worst case. ${ }^{8}$

The exponential behavior of these algorithms can be justified by considering the problem of deciding whether a given set of constraints $\mathscr{C}$ is consistent; that is, does there exist a distribution $f$ satisfying the constraints in $\mathscr{C}$ ? For arbitrary constraints, the representation of the events can be very long, causing the input size to be unreasonably large. We therefore restrict attention to simple constraints.

Definition 2.5. We say that a constraint $\operatorname{Pr}(Q)=\pi$ is $k$-simple if there exist $i_{1}$, $\ldots, i_{k} \in\{1, \ldots, n\}$ and $b_{1}, \ldots, b_{k} \in\{0, \ldots, r-1\}$ such that $Q=\left\{X_{i_{1}}=b_{1}, \ldots\right.$, $\left.X_{i_{k}}=b_{k}\right\}$. A constraint is simple if it is $k$-simple for some $k$.

Note that the natural representation of the event as a simple constraint requires space that is at most linear in $n$, whereas the number of points in the event is often exponential in $n$ (for example, a 1 -simple constraint contains $r^{n-1}$ points). We assume throughout that simple constraints are represented compactly (in linear space). Under this assumption, we can show that the consistency problem is NP-hard, even when restricted to 2 -simple constraints over binary-valued random variables.

[^31]PROPOSITION 2.6. The problem of recognizing whether a set $\mathscr{C}$ of 2 -simple constraints is consistent is NP-hard, even if the variables constrained by $\mathscr{C}$ are binary-valued.

Proof. The proof uses a reduction from the 3-colorability problem: Given a graph $G=(V, E)$, decide if there exists a legal coloring $\gamma: V \rightarrow\{1,2,3\}$. Let $G$ be a graph, and assume that $V=\left\{v_{1}, \ldots, v_{n}\right\}$. We define a set of $3 n$ binary-valued variables $\left\{X_{i, 1}\right.$, $\left.X_{i, 2}, X_{i, 3}: i=1, \ldots, n\right\}$. Intuitively, we would like it to be the case that $\gamma\left(v_{i}\right)=c$ if and only if $X_{i, c}=1$ and $X_{i, b}=0$ for $b \neq c$; for example, $\gamma\left(v_{i}\right)=2$ if and only if $X_{i, 1}=X_{i, 3}=$ 0 and $X_{i, 2}=1$. We construct $\mathscr{C}$ so that the constraints enforce this relationship. The set $\mathscr{C}$ contains constraints of two types.

- For each $i=1, \ldots, n$ and $b \neq c \in\{1,2,3\}, \mathscr{C}$ contains the constraints

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\{X_{i, b}=0, X_{i, c}=0\right\}\right)=\frac{1}{3}, \\
& \operatorname{Pr}\left(\left\{X_{i, b}=0, X_{i, c}=1\right\}\right)=\frac{1}{3}, \\
& \operatorname{Pr}\left(\left\{X_{i, b}=1, X_{i, c}=0\right\}\right)=\frac{1}{3} .
\end{aligned}
$$

Intuitively, these disallow illegal colorings, where the same node gets two colors.

- For each $\left(v_{i}, v_{j}\right) \in E$ and each $b \in\{1,2,3\}, \mathscr{C}$ contains the constraints

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\{X_{i, b}=0, X_{j, b}=0\right\}\right)=\frac{1}{3}, \\
& \operatorname{Pr}\left(\left\{X_{i, b}=0, X_{j, b}=1\right\}\right)=\frac{1}{3}, \\
& \operatorname{Pr}\left(\left\{X_{i, b}=1, X_{j, b}=0\right\}\right)=\frac{1}{3} .
\end{aligned}
$$

Intuitively, these disallow colorings where two adjacent nodes get the same color. All the constraints in $\mathscr{C}$ are clearly 2 -simple. We now prove that $\mathscr{C}$ is consistent if and only if $G$ is 3-colorable.

Assume that $\mathscr{C}$ is consistent, and let $f$ be some distribution satisfying $\mathscr{C}$. Consider the probability

$$
f\left(\left\{X_{i, 1}=1, X_{i, 2}=0, X_{i, 3}=0\right\}\right)=f\left(\left\{X_{i, 1}=1, X_{i, 2}=0\right\}\right)-f\left(\left\{X_{i, 1}=1, X_{i, 2}=0, X_{i, 3}=1\right\}\right) .
$$

The latter probability is at most $f\left(\left\{X_{i, 1}=1, X_{i, 3}=1\right\}\right)$, which by the constraints of the first type is 0 . Therefore,

$$
f\left(\left\{X_{i, 1}=1, X_{i, 2}=0, X_{i, 3}=0\right\}\right)=f\left(\left\{X_{i, 1}=1, X_{i, 2}=0\right\}\right)=\frac{1}{3} .
$$

Similar reasoning allows us to conclude that $f\left(\left\{X_{i, 1}=0, X_{i, 2}=1, X_{i, 3}=0\right\}\right)=f\left(\left\{X_{i, 1}=\right.\right.$ $\left.\left.0, X_{i, 2}=0, X_{i, 3}=1\right\}\right)=\frac{1}{3}$, so that $f\left(\left\{X_{i, 1}=0, X_{i, 2}=0, X_{i, 3}=0\right\}\right)=0$. Now, pick some arbitrary point $\boldsymbol{x} \in S(f)$, and define $\gamma\left(v_{i}\right)$ to be $b$ if and only if $x_{i, b}=1$. Due to the reasoning above, there is a unique such $b$ for every $i$, so that this defines a coloring of the graph. Now, consider any edge $\left(v_{i}, v_{j}\right) \in E$, and assume by contradiction that $\gamma\left(v_{i}\right)=\gamma\left(v_{j}\right)=b$. Then, $x_{i, b}=x_{j, b}=1$, so that $f\left(\left\{X_{i, b}=1, X_{j, b}=1\right\}\right) \geq f(x)>0$, violating a constraint of the second type. Therefore, $\gamma$ is a well-defined legal coloring.

Now, assume that there exists a legal coloring $\gamma$ of $G$. Let $\pi^{1}, \ldots, \pi^{6}$ be the six permutations of $\{1,2,3\}$. We define $f$ to be the uniform distribution over six points $\boldsymbol{x}^{1}$, $\ldots, \boldsymbol{x}^{6}$ : for $k=1, \ldots, 6, i=1, \ldots, n$, and $b=1,2,3$, we define $x_{i, b}^{k}=1$ if and only if $\pi^{6}\left(\gamma\left(v_{i}\right)\right)=b$. It is simple to verify, by straightforward symmetry considerations, that the resulting distribution $f$ satisfies all the constraints in $\mathscr{C}$.

To prove a matching upper bound, we must again make a simple assumption about the representation of the input.

DEFINITION 2.7. An event $Q$ is said to be polynomially checkable if membership of any point $\boldsymbol{x} \in \Omega$ in $Q$ can be checked in polynomial time.

PROPOSITION 2.8. If all the constraints in $\mathscr{C}$ pertain to polynomially checkable events, then the consistency of $\mathscr{C}$ can be decided in nondeterministic polynomial time.

Proof. The algorithm guesses a subset $T \subseteq \Omega$ of cardinality $|\mathscr{C}|$. It then constructs in polynomial time a system of equations corresponding to the constraints in $\mathscr{C}$ restricted to the variables in $T$ (the other variables are set to 0 ). Given the initial guess, this system can be constructed in polynomial time, since, for each constraint and each point in $T$, it takes polynomial time to check whether the point appears in the constraint. The algorithm then attempts to find a nonnegative solution to this system. Such a solution exists if and only if there exists a manageable distribution whose sample space is (contained in) $T$. By Theorem 2.3, we know that a set of constraints is consistent if and only if it is satisfied by a manageable distribution, that is, a distribution over some sample space $T$ of cardinality not greater than $|\mathscr{C}|$. Therefore, $\mathscr{C}$ is consistent if and only if one of these subsystems has a nonnegative solution.

Since simple constraints are always polynomially checkable (using the appropriate representation), we obtain the following corollary.

COROLLARY 2.9. For an arbitrary set $\mathscr{C}$ of simple constraints, the problem of recognizing the consistency of $\mathscr{C}$ is NP-complete.
3. Independence constraints. An important special case was already discussed in the Introduction. Suppose that all the members of $\mathscr{C}$ are independence constraints arising from a known ${ }^{9}$ fixed set of values

$$
\left\{p_{i b}: i=1, \ldots, n ; b=0, \ldots, r-1\right\},
$$

where $p_{i b}$ represents $\operatorname{Pr}\left(X_{i}=b\right)$, and therefore $\sum_{b=0}^{r-1} p_{i b}=1$ for all $i$, and $p_{i b} \geq 0$ for all $i, b$. In this case, we can construct in strongly polynomial time a manageable distribution satisfying $\mathscr{C}$. We note that the distribution we construct does not necessarily satisfy the additional constraints that $\operatorname{Pr}\left(\left\{X_{i}=b\right\}\right)=p_{i b}$. If it is necessary that these constraints be satisfied, they must be put explicitly into $\mathscr{C}$.

We first define the concept of a projected event. Consider an event

$$
Q=\left\{X_{i_{1}}=b_{1}, \ldots, X_{i_{k}}=b_{k}\right\} .
$$

Let $l(1 \leq l \leq n)$ be an integer and denote by $q=q(l)$ the maximal index such that $i_{q} \leq$ $l$. The $l$-projection of $Q$ is defined as

$$
\Pi_{l}(Q)=\left\{X_{i_{1}}=b_{1}, \ldots, X_{i_{k}}=b_{q}\right\} .
$$

Intuitively, the $l$-projection of a constraint is its restriction to the variables $X_{1}, \ldots, X_{l}$. For example, if $Q$ is $\left\{X_{1}=0, X_{4}=1, X_{7}=1\right\}$, then $\Pi_{3}(Q)=\left\{X_{1}=0\right\}$ and $\Pi_{4}(Q)=\left\{X_{1}=0, X_{4}=1\right\}$. Analogously, we call $I\left(\Pi_{l}(Q)\right)$ the $l$-projection of the constraint $I(Q)$. Finally, for a set of independence constraints $\mathscr{C}, \Pi_{l}(\mathscr{C})$ is the set of the $l$-projections of the constraints in $\mathscr{C}$.

We now recursively define a sequence of distributions $f_{0}, f_{1}, \ldots, f_{n}$, such that, for each $l(l=0, \ldots, n)$, the following conditions hold:
(i) $f_{l}$ is a distribution on $\{0, \ldots, r-1\}^{l}$,
(ii) $f_{l}$ satisfies $\Pi_{l}(\mathscr{C})$,
(iii) $\left|S\left(f_{l}\right)\right| \leq c$.

The distribution $f_{n}$ is clearly the desired one.
We begin by defining $f_{0}$, which is a distribution on $\{0, \ldots, r-1\}^{0}=\{(\quad)\}$ (the singleton set containing the empty sequence). The only possible definition is $f_{0}(())=$ 1. This clearly satisfies all the requirements.

[^32]Now assume that $f_{l-1}$ (for $l \geq 1$ ) satisfies the above requirements and define an intermediate distribution $g_{l}$ by

$$
g_{l}\left(x_{1}, \ldots, x_{l-1}, b\right)=f_{l-1}\left(x_{1}, \ldots, x_{l-1}\right) \cdot p_{l b}
$$

for $b=0, \ldots, r-1$.
Lemma 3.1. If $f_{l-1}$ satisfies $\Pi_{l-1}(\mathscr{C})$, then $g_{l}$ satisfies $\Pi_{l}(\mathscr{C})$.
Proof. We prove that $g_{l}$ satisfies every constraint in $\Pi_{l}(\mathscr{C})$. Let $I(Q)$ be an arbitrary constraint in $\mathscr{C}$ and suppose that $Q=\left\{X_{i_{1}}=b_{1}, \ldots, X_{i_{k}}=b_{k}\right\}$. For simplicity, we denote $Q^{j}=\Pi_{j}(Q)(j=1, \ldots, n)$. Let $r$ be the maximal index such that $i_{r} \leq l-1$. By the assumption,

$$
f_{l-1}\left(Q^{l-1}\right)=\prod_{j=1}^{r} p_{i j b_{j}}
$$

We distinguish two cases.
Case I. $Q$ mentions the variable $X_{l}$. In this case, $i_{r+1}=l$, and

$$
\begin{aligned}
Q^{l} & =\left\{X_{i_{1}}=b_{1}, \ldots, X_{i_{r}}=b_{r}, X_{i_{r+1}}=b_{r+1}\right\} \\
& =\left\{\left(x_{1}, \ldots, x_{l-1}, b_{r+1}\right):\left(x_{1}, \ldots, x_{l-1}\right) \in Q^{l-1}\right\} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
g_{l}\left(Q^{l}\right) & =\sum_{\left(x_{1}, \ldots, x_{l-1}\right) \in Q^{l-1}} g_{l}\left(x_{1}, \ldots, x_{l-1}, b_{r+1}\right) \\
& =\sum_{\left(x_{1}, \ldots, x_{l-1}\right) \in Q^{l-1}} f_{l-1}\left(x_{1}, \ldots, x_{l-1}\right) \cdot p_{l b_{r+1}} \\
& =f_{l-1}\left(Q^{l-1}\right) \cdot p_{l b_{r+1}} \\
& =\prod_{j=1}^{r} p_{i j b_{j}} \cdot p_{l b_{r+1}}=\prod_{j=1}^{r+1} p_{i b_{j}} .
\end{aligned}
$$

Thus, $g_{l}$ satisfies the constraint $I\left(Q^{l}\right)$.
Case II. $Q$ does not mention the variable $X_{l}$. In this case,

$$
\begin{aligned}
Q^{l} & =\left\{X_{i_{1}}=b_{1}, \ldots, X_{i_{r}}=b_{r}\right\} \\
& =\left\{\left(x_{1}, \ldots, x_{l}\right):\left(x_{1}, \ldots, x_{l-1}\right) \in Q^{l-1}, x_{l} \in\{0, \ldots, r-1\}\right\} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
g_{l}\left(Q^{l}\right) & =\sum_{b \in\{0, \ldots, r-1\}} \sum_{\left(x_{1}, \ldots, x_{l-1}\right) \in Q^{l-1}} g_{l}\left(x_{1}, \ldots, x_{l-1}, b\right) \\
& =\sum_{b \in\{0, \ldots, r-1\}} \sum_{\left(x_{1}, \ldots, x_{l-1}\right) \in Q^{l-1}} f_{l-1}\left(x_{1}, \ldots, x_{l-1}\right) \cdot p_{l b} \\
& =\sum_{b \in\{0, \ldots, r-1\}} p_{l b} \cdot f_{l-1}\left(Q^{l-1}\right) \\
& =f_{l-1}\left(Q^{l-1}\right)=\prod_{j=1}^{r} p_{l_{j} b_{j}}
\end{aligned}
$$

Again, $g_{l}$ satisfies the constraint $I\left(Q^{l}\right)$.
If $\left|S\left(f_{l-1}\right)\right| \leq c$, then $\left|S\left(g_{l}\right)\right| \leq r c$, since each point with positive probability in $S\left(f_{l-1}\right)$ yields at most $r$ points with positive probabilities in $S\left(g_{l}\right)$. Thus, $g_{l}$ satisfies requirements (i) and (ii), but may not satisfy requirement (iii). However, $g_{l}$ is a nonnegative
solution to the system of linear equations defined by $\Pi_{l}(\mathscr{C})$. Therefore, we may use Algorithm 1 or the algorithm of Beling and Megiddo [6] to reduce the cardinality of the sample space to $c$ as described in $\S 2$. Let $f_{l}$ be the resulting distribution. It clearly satisfies all three requirements. We thus obtain the following theorem.

Theorem 3.2. Given a set of independence constraints, we can construct a manageable distribution f satisfying $\mathscr{C}$ in strongly polynomial time using $O\left(r n c^{2.62}\right)$ arithmetic operations.

Proof. The distribution $f_{n}$ constructed as above is clearly a manageable distribution satisfying $\mathscr{C}$. The construction takes $n$ iterations. Iteration $l$ requires at most $O(r c)$ operations to create $g_{l}$ from $f_{l-1}$. It requires at most $O\left(\left|S\left(g_{l}\right)\right| c^{1.62}\right)=O\left(r c \cdot c^{1.62}\right)=O\left(r c^{2.62}\right)$ arithmetic operations for running the algorithm of Beling and Megiddo to reduce $g_{l}$ to $f_{l}$, as in Theorem 2.4. Therefore, the entire algorithm runs in $O\left(r n c^{2.62}\right)$ arithmetic operations. The number of operations does not depend on the magnitudes of the numbers in the input. To prove that the algorithm is strongly polynomial, it remains to show that the magnitudes of the numbers used in the algorithm are polynomial in the input size. Each distribution $f_{l}$ is a basic solution to the system of linear equations defined by $\mathrm{II}_{l}(\mathscr{C})$. The numbers used in describing this system are 1's, 0 's, and products of polynomially many $p_{i b}$ 's. Hence, their magnitudes are all polynomial in the size of the input. Since the numbers in a basic solution to a system always have polynomial length in the size of the system, we conclude that the magnitudes of the numbers in each $f_{l}$ are polynomial in the size of the input. The intermediate phases-creating $g_{l+1}$ and running the algorithm of Beling and Megiddo-do not cause blowup, since the latter is known to be strongly polynomial.

As we mentioned, our algorithm can easily be extended to operate on random variables with ranges of different sizes. Let $r_{i}$ be the number of values in the range of $X_{i}$. The sample space of $g_{l}$ will consist of vectors $\left(x_{1}, \ldots, x_{l-1}, b\right)$, where $\left(x_{1}, \ldots, x_{l-1}\right) \in$ $S\left(f_{l-1}\right)$ and $b \in\left\{0, \ldots, r_{l}-1\right\}$. Then $\left|S\left(g_{l}\right)\right| \leq r_{l}|\mathscr{C}|$. The proof goes through as before, but the number of operations in iteration $l$ is $O\left(r_{l} c^{2.62}\right)$. The total number of operations is $O\left(\left(\sum_{l=1}^{n} r_{l}\right) c^{2.62}\right)=O\left(r n c^{2.62}\right)$, where $r=\max \left\{r_{1}, \ldots, r_{n}\right\}$. The cardinality of the resulting sample space is still $|\mathscr{C}|$.

The algorithm can also deal with more general constraints with no change. In particular, it can deal with combinatorial rectangles, as described by Even et al. [9] and by Linial et al. [11]. A combinatorial rectangle is an independence constraint over an event of the form

$$
\left\{\left[X_{i_{1}} \in R_{1}\right], \ldots,\left[X_{i_{k}} \in R_{k}\right]\right\}
$$

where $R_{j}$ is a subset of $\{0, \ldots, r-1\}$ (or of $\left\{0, \ldots, r_{i_{j}}-1\right\}$ in the more general case). The proof remains essentially unchanged, except for minor modifications to deal with the fact that the "right" probabilities for the events (their probabilities under the assumption of independence) are different. For example, the probability of the event above would be

$$
\prod_{j=1}^{k}\left(\sum_{b \in R_{j}} p_{i_{j} b}\right)
$$

The complexity of the algorithm for this case and the size of the resulting sample space remain as in Theorem 3.2. Karger and Koller [11] show that this construction can be further generalized to deal with a far more general class of constraints.

Throughout this section, we have assumed that the $p_{i b}$ 's are known. This assumption is important in view of the following theorem, which states that, if this is not the case, it is NP-hard to verify whether all of a given set of constraints are independence constraints.

Theorem 3.3. It is NP-hard to recognize whether, for a given set of 2-simple constraints $\mathscr{C}$, there exists a set $P=\left\{p_{i b}\right\}$ such that all the members of $\mathscr{C}$ are independence constraints relative to $P$.

Proof. As in the proof of Proposition 2.6, we use a reduction from the problem of 3-colorability. In this proof, however, we use different variables and a different set of constraints $\mathscr{C}$. Let $G=(V, E)$ be a graph, with $V=\left\{v_{1}, \ldots, v_{n}\right\}$. We construct a set of 2-simple constraints over the 3 -valued variables $X_{1}, \ldots, X_{n}$. These constraints essentially say that the probability that two neighboring vertices get the same color is 0 :

$$
\mathscr{C}=\left\{\left[\operatorname{Pr}\left(\left\{X_{i}=b, X_{j}=b\right\}\right)=0\right]:\left(v_{i}, v_{j}\right) \in E ; b \in\{0,1,2\}\right\}
$$

We claim that the constraints in $\mathscr{C}$ are independence constraints with respect to some $P$ if and only if $G$ is 3-colorable. Clearly, if the constraints in $\mathscr{C}_{G}$ are independence constraints relative to some $P$, then they are satisfiable. Let $f$ be some distribution satisfying $\mathscr{C}$, and let $\boldsymbol{x}$ be some (arbitrary) point in $S(f)$. Define $\gamma\left(v_{i}\right)=x_{i}$. If $\gamma$ is not a legal coloring, then there exists an edge $\left(v_{i}, v_{j}\right) \in E$ such that $x_{i}=x_{j}=a$. But since $f(\boldsymbol{x})>0$, necessarily $f\left(\left\{X_{i}=b, X_{j}=b\right\}\right)>0$, contradicting the assumption that $f$ satisfies $\mathscr{C}$. Assume, on the other hand, that $G$ is 3-colorable, and let $\gamma$ be an appropriate coloring. Define $p_{i b}=1$ if $\gamma\left(v_{i}\right)=b$, and $p_{i b}=0$ otherwise. We show that each constraint in $\mathscr{C}$ is an independence constraint relative to these $p_{i b}$ 's. Each constraint in $\mathscr{C}$ is of the form $\operatorname{Pr}\left(Q_{\left(v_{i}, v_{j}\right)}^{b}\right)=0$, for some edge $\left(v_{i}, v_{j}\right) \in E$, some $b \in\{0,1,2\}$, and $Q_{\left(v_{i}, v_{j}\right)}^{b}=\left\{X_{i}=b\right.$, $\left.X_{j}=b\right\}$. The independence constraint $I\left(Q_{\left(v_{i}, v_{j}\right)}^{b}\right)$ relative to these $p_{i b}$ 's is $\operatorname{Pr}\left(Q_{\left(v_{i}, v_{j}\right)}^{b}=\right.$ $p_{i b} \cdot p_{j b}$. Since $\gamma$ is a legal coloring, it is impossible that both $\gamma\left(v_{i}\right)=b$ and $\gamma\left(v_{j}\right)=b$. Therefore, either $p_{i b}=0$ or $p_{j b}=0$ and their product is necessarily 0 , resulting in the desired constraint.

This theorem can be interpreted as showing the NP-hardness of deciding whether a set of constraints is satisfied by an independent distribution. It shows that the problem is hard for 2 -simple constraints over 3 -valued random variables. It is also possible to prove, using a reduction in 3-SAT, that this problem is hard for 3 -simple constraints over binary-valued random variables. But, unlike the problem of deciding the satisfiability of a set of constraints by an arbitrary distribution (Proposition 2.6), the problem is not NP-hard for the case of 2 -simple constraints over binary-valued random variables. In this case, a numeric variant of the standard algorithm for 2-SAT can be used to solve the problem in polynomial time.

It is not clear that the problem of Theorem 3.3 is even in NP. The set $P$ relative to which a given $\mathscr{C}$ is a set of independence constraints might contain irrational numbers even if all the numbers in the input are rational.

Example 3.4. Consider the problem of constructing a distribution over the binaryvalued variables $X_{1}, X_{2}$, and $X_{3}$ satisfying

$$
\begin{aligned}
& \operatorname{Pr}\left(\left\{X_{1}=1, X_{2}=1\right\}\right)=\frac{1}{2}, \\
& \operatorname{Pr}\left(\left\{X_{1}=1, X_{3}=1\right\}\right)=\frac{1}{2}, \\
& \operatorname{Pr}\left(\left\{X_{2}=1, X_{3}=1\right\}\right)=\frac{1}{2} .
\end{aligned}
$$

These are independence constraints only with respect to $p_{11}=p_{21}=p_{31}=1 / \sqrt{2} . \quad \square$
In most practical cases, however, the $p_{i b}$ 's are part of the specification of the algorithm. Thus, it is usually reasonable to assume that they are known.
4. Derandomizing algorithms. In this section, we demonstrate how the technique of $\S 3$ can be used to derandomize algorithms. We present three progressively improving ways in which the technique can be applied. For simplicity and ease of comparison, we base our analysis on a single problem: finding large independent sets in sparse hypergraphs.

The problem description and the randomized algorithm for its solution are taken from Alon, Babai, and Itai [3]. Note that a deterministic polynomial-time algorithm for this problem is known [2].

A d-uniform hypergraph is a pair $\mathscr{H}=(V, \mathscr{E})$, where $V=\left\{v_{1}, \ldots, v_{n}\right\}$ is a set of vertices and $\mathscr{E}=\left\{E_{1}, \ldots, E_{m}\right\}$ is a collection of subsets of $V$, each of cardinality $d$, which are called edges. (For simplicity, we restrict attention to $d$-uniform hypergraphs; a similar analysis goes through in the general case.) A subset $U \subseteq V$ is said to be independent if it contains no edge.

## Algorithm 2. Independent sets in hypergraphs.

1. Construct a random subset $\boldsymbol{R}$ of $\boldsymbol{V}$.

For each vertex $v_{i} \in V$ :
put $v_{i}$ in $R$ with probability $p=3 k / n$.
2. Modify $\boldsymbol{R}$ into an independent set $\boldsymbol{U}$.

For each edge $E_{j} \in \mathscr{E}$ such that $E_{j} \subseteq R$ :
remove from $R$ some arbitrary vertex $v_{i} \in E_{j}$.
Consider the randomized algorithm above ( $k$ is defined later). The following theorem, due to Alon, Babai, and Itai [3], states that this algorithm finds "large" independent sets in hypergraphs with "high" probability. We only sketch the proof of this theorem, concentrating on the part that is relevant to this discussion: the constraints on the distribution assumed by the proof.

Proposition 4.1 (Alon, Babai, and Itai [3]). If $\mathscr{H}=(V, \mathscr{E})$ is a d-uniform hypergraph with $n$ vertices and $m$ edges, then, for $k=(1 / 18)\left(n^{d} / m\right)^{1 /(d-1)}$, Algorithm 2 finds an independent set of cardinality exceeding $k$ with probability greater than $\frac{1}{2}-3 / k$.

Proof. For each vertex $v_{i} \in V$, let $X_{i}$ be the random variable that equals 1 if $v_{i} \in R$ and 0 otherwise. For each edge $E_{j} \in \mathscr{E}$, let $Y_{j}$ be the random variable that equals 1 if $E_{j} \subseteq R$ and 0 otherwise. The cardinality of $R$ is $|R|=\sum_{i=1}^{n} X_{i}=X$, so $E(X)=$ $n p=3 k$.

- If the $X_{i}$ 's are pairwise independent, then the variance of $X$ is

$$
\begin{equation*}
\sigma^{2}(X)=\sum_{i=1}^{n} \sigma^{2}\left(X_{i}\right)=n p(1-p)<n p=3 k . \tag{1}
\end{equation*}
$$

Thus, using Chebychev's inequality,

$$
\operatorname{Pr}(X \leq 2 k) \leq \frac{\sigma^{2}(X)}{k^{2}}<\frac{3}{k} .
$$

- If the $X_{i}$ 's are $d$-wise independent, then, for every $j=1, \ldots, m$,

$$
\begin{equation*}
E\left(Y_{j}\right)=\operatorname{Pr}\left(\bigcap_{i \in E_{j}}\left\{X_{i}=1\right\}\right)=p^{d} \tag{2}
\end{equation*}
$$

Let $Y=\sum_{j=1}^{m} Y_{j}$ denote the number of edges contained in $R$. Computation shows that $\operatorname{Pr}(Y \geq k)<\frac{1}{2}$.
If $R$ contains at least $2 k$ vertices after the first stage in the algorithm and at most $k$ vertices are removed in the second stage, then the independent set constructed by the algorithm has cardinality at least $k$. This has probability at least

$$
\operatorname{Pr}(\{Y<k\} \cap\{X \geq 2 k\})>\frac{1}{2}-\frac{3}{k},
$$

as desired.

Derandomization I. The derandomization procedure of Alon, Babai, and Itai [3] is based on constructing a joint distribution of $d$-wise independent variables $X_{i}$ that approximates the joint $d$-wise independent distribution for which $\operatorname{Pr}\left(X_{i}=1\right)=3 \mathrm{k} / n$ ( $i=1, \ldots, n$ ). It is then necessary to analyze this approximate distribution to verify that the above correctness proof continues to hold. Our technique provides exactly the required distribution, so that no further analysis is needed. As we explained in the Introduction, this can be done by considering the set $\mathscr{C}^{1}$ of the constraints ${ }^{10}$

$$
\left.I\left(\left\{X_{i_{1}}=b_{1}, \ldots, X_{i_{d}}=b_{d}\right\}\right): i_{1}, \ldots, i_{d} \in\{1, \ldots, n\}, b_{1}, \ldots, b_{d} \in\{0,1\}\right\}
$$

The number of these constraints is $\left|\mathscr{C}^{\mathrm{I}}\right|=\binom{n}{d} 2^{d}=O\left((2 n)^{d}\right)$. For fixed $d$, this number is polynomial in $n$, resulting in a sample space of polynomial size (in fact, the size of the sample space is comparable to that achieved in [3]). Therefore, the algorithm runs in polynomial time, including both the phase of constructing the sample space and the phase of running step 2 of Algorithm 2 on each point of this space until a sufficiently large independent set is found.

Derandomization II. A closer examination of the proof reveals that not all the ( $\left.\begin{array}{l}n \\ d\end{array}\right)$ neighborhoods of cardinality $d$ must be independent. For (2) to hold, it suffices that only the $X_{i}$ 's associated with vertices in the same edge be independent. If $E_{j}=$ $\left\{v_{i_{1}}, \ldots, v_{i_{d}}\right\}$, let $\mathscr{C}_{j}$ denote the set of $2^{d}$ independence constraints

$$
\left\{I\left(\left\{X_{i_{1}}=b_{1}, \ldots, X_{i_{d}}=b_{d}\right\}\right): b_{1}, \ldots, b_{d} \in\{0,1\}\right\} .
$$

On the other hand, for (1) to hold, the $X_{i}$ 's must still be pairwise independent. Let $\mathscr{C}^{2}$ denote the set of $4\binom{n}{2}$ constraints

$$
\left\{I\left(\left\{X_{i_{1}}=b_{1}, X_{i_{2}}=b_{2}\right\}\right): i_{1}, i_{2} \in\{1, \ldots, n\}, b_{1}, b_{2} \in\{0,1\}\right\} .
$$

Thus, the following set of constraints suffices:

$$
\mathscr{C}^{\mathrm{II}}=\mathscr{C}^{2} \cup \bigcup_{E_{j} \in \mathscr{E}} \mathscr{C}_{j} .
$$

More precisely, if the set $\mathscr{C}^{11}$ is satisfied, then the proof of Proposition 4.1 goes through, and the resulting sample space must contain a point that is good for this hypergraph. Since the number of constraints is

$$
\left|\mathscr{C}^{\mathrm{II}}\right|=\left|\mathscr{C}^{2}\right|+\sum_{E_{j} \in \mathscr{E}}\left|\mathscr{C}_{j}\right|=4\binom{n}{2}+m 2^{d},
$$

this results in a polynomial-time algorithm for $d=O(\log n)$. This algorithm therefore applies to a larger class of graphs than that presented by Alon, Babai, and Itai [3]. At first, it seems that, as we have polynomially many neighborhoods of logarithmic size, Schulman's technique [16] can also be used in this case. However, his approach is limited to (uniformly distributed) random bits, so it does not apply to this algorithm. The results of Berger and Rompel [7] and of Motwani, Naor, and Naor [13], however, provide a polynomial-time algorithm for $d=O($ polylog $n)$. Their results use a completely different technique and cannot be extended to handle larger values of $d$.

Derandomization III. A yet closer examination of the proof of Proposition 4.1 reveals that (2) does not require complete independence of the neighborhood associated with

[^33]the edge $E_{j}$. It suffices to constrain the probability of the event "all the vertices in $E_{j}$ are in $R$ " (the event corresponding to the random variable $Y_{j}$ in the proof). That is, for $E_{j}=\left\{v_{i_{1}}, \ldots, v_{i_{d}}\right\}$, we need only the independence constraint over the event
$$
Q_{j}=\left\{X_{i_{1}}=1, \ldots, X_{i_{d}}=1\right\} .
$$

This is a simple event that defines an independence constraint of the type to which our technique applies. We conclude that the following set of constraints suffices for the analysis of Proposition 4.1 to go through:

$$
\mathscr{C}^{\mathrm{II}}=\mathscr{C}^{2} \cup\left\{I\left(Q_{j}\right): E_{j} \in \mathscr{E}\right\} .
$$

The number of constraints

$$
\left|\mathscr{C}^{\mathrm{II}}\right|=4\binom{n}{2}+m
$$

is polynomial in $n$ and $m$, regardless of $d$. Therefore, this results in a deterministic poly-nomial-time algorithm for finding large independent sets in arbitrary uniform hypergraphs.
5. Conclusions and open questions. We have presented a new approach to constructing distributions with small sample spaces. Our technique constructs a distribution tailored precisely to the required constraints. The construction is based on an explicit representation of the constraints as a set of linear equations over the distribution. It enables us to construct sample spaces for arbitrary distributions over discrete random variables, which are precise (not approximations) and sometimes considerably smaller than sample spaces constructed using previously known techniques. This construction can be done in polynomial time for a large class of practical problems-those problems that can be described using only independence constraints.

A number of open questions arise immediately from our results.

- Schulman's approach constructs a sample space whose size depends not on the total number of neighborhoods involved in constraints, but on the maximum number of such neighborhoods in which a particular variable appears. Perhaps the size of the sample space in our approach can similarly be reduced to depend on the maximum number of independence constraints in which a variable $X_{i}$ participates.
- We mentioned in the Introduction that the nature of our approach generally prevents a precomputation of the manageable distribution. However, our approach shows the existence of manageable distributions that are useful in general contexts. For example, for every $n, d$, and $p$, we show the existence of a $d$-wise independent distribution over $n$ binary random variables such that $\operatorname{Pr}\left(X_{i}=1\right)=p$ for all $i$. It would be useful to come up with an explicit construction for this class of distributions.
- Our technique constructs distributions that precisely satisfy a given set of arbitrary independence constraints. It is natural to ask if our results can be improved by only requiring the distribution to approximately satisfy these constraints. In particular, it may be possible to construct approximate distributions faster, or in parallel (see [11]), or over smaller sample spaces. We note that the original $d$-wise independent constructions [3], [10], [12] can be viewed as precisely satisfying the $d$-wise independence constraints but approximately satisfying the constraints on $\operatorname{Pr}\left(X_{i}=b\right)$. In contrast, the nearly-independent constructions [4], [5], [9], [14] can be viewed as approximately satisfying the $d$-wise independence constraints. Thus, they all provide an answer to this question for certain types of constraint-sets $\mathscr{C}$ and certain restrictions on which constraints can be approximated.
- Combined with our inability to precompute the distribution, the sequential nature of our construction prevents its use for derandomization of parallel algorithms. Paral-
lelizing the construction could open up many application areas for this approach (see [11]).
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#### Abstract

This paper shows that a minimization version of satisfiability is strongly NP-hard, even if each clause contains no more than two literals and/or each clause contains at most one unnegated variable. The worst-case and average-case performances of greedy and probabilistic greedy heuristics for the problem are examined, and tight upper bounds on the performance ratio in each case are developed.
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1. Introduction. The satisfiability problem is perhaps one of the most well-studied problems in logic theory. Given a set $V$ of Boolean (true/false) variables and a collection $D$ of clauses over $V$, the satisfiability problem is to determine if there is a truth assignment that satisfies all clauses in $D$. The problem is NP-complete even when every clause in $D$ has at most three literals (Even, Itai, and Shamir [2]). The maximum satisfiability (MAXSAT) problem is an optimization version of satisfiability that seeks a truth assignment to maximize the number of satisfied clauses (Johnson [5]). The MAXSAT problem is NP-hard even when every clause contains at most two literals (Garey, Johnson, and Stockmeyer [4]).

In this paper, we consider the following complement of the MAXSAT problem. Given a set $U$ of Boolean variables and a collection $C$ of clauses over $U$, find a truth assignment that minimizes the number of satisfied clauses. We call this the minimum satisfiability (MINSAT) problem. The existence of a truth assignment for the MINSAT problem that satisfies no clause can be trivially determined because such an assignment exists only if each variable or its negation appears in no clause. Similarly, if each clause contains one literal, the solution to the MINSAT problem is readily obtained by setting a variable true if it occurs in less clauses than its negation and setting the variable false otherwise. However, we show that, in general, the MINSAT problem is NP-hard, even if every clause contains no more than two literals. We then consider two heuristics for solving the problem. The first is a greedy heuristic similar to a procedure described by Johnson [5] for the MAXSAT problem. The second is a probabilistic greedy heuristic similar to an algorithm by Kohli and Krishnamurti [6] for the MAXSAT problem. Like the greedy heuristic, the probabilistic greedy heuristic selects a truth assignment one variable at a time. Unlike the greedy heuristic, the probabilistic greedy heuristic introduces a chance element in selecting a truth assignment, forcing a trade-off between the value of a nonoptimal solution and the probability of its selection. We characterize the worstcase and average-case performances of the two heuristics and show that, while the probabilistic greedy heuristic can select an arbitrarily bad assignment in the worst case, on average it satisfies no more than twice the optimal number of clauses, regardless of the data-generating distribution. On the other hand, if each clause contains at most $s$ literals, the greedy heuristic satisfies no more than $s$ times the number of clauses satisfied by the optimal assignment. However, the average performance of the greedy heuristic depends

[^34]upon the minimum probability with which it selects an optimal assignment at any step. As this probability decreases (increases), the average performance of the greedy heuristic tends to the worst-case (optimal) solution.

In §2 we show that the MINSAT problem is NP-hard. In §3 we formally describe the greedy heuristic and analyze its worst-case and average-case performances. In $\S 4$ we analyze the average-case performance of the probabilistic greedy heuristic. We derive tight upper bounds on the performance ratio in each case. In §5 we extend our results to Horn formulae, in which each clause has no more than one unnegated variable.
2. Complexity. We show in Theorem 1 that the following decision problem, called the 2-MINSAT problem, in which each clause contains exactly two literals, is NP-complete. It follows that the MINSAT problem is NP-hard if each clause contains at least two literals.

## 2-MINSAT.

Instance. Set $U$ of $k$ variables, collection $C$ of $n$ clauses over $U$ such that each clause $c \in C$ has $|c|=2$ literals, positive integer $n^{*} \leq n$.

Question. Is there a truth assignment for $U$ that satisfies no more than $n^{*}$ clauses in $C$ ?

In Theorem 1, we transform the following 2-MAXSAT problem, which is NPcomplete (Garey and Johnson [3, pp. 259-260]), to the 2-MINSAT problem.

## 2-MAXSAT.

Instance. Set $V$ of $h$ variables, collection $D$ of $l$ clauses over $V$ such that each clause $d \in D$ has $|d|=2$ literals, positive integer $l^{*} \leq l$.

Question. Is there a truth assignment for $V$ that satisfies at least $l^{*}$ clauses in $D$ ?
Theorem 1. The 2-MINSAT problem is NP-complete.
Proof. Given a yes instance of the 2-MINSAT problem, we can simply count the number of satisfied clauses and verify a yes instance in polynomial time. Hence the 2MINSAT problem is in NP. To show that it is NP-complete, we transform the 2-MAXSAT problem to the 2-MINSAT problem as follows.

Let $d=q_{a} \vee q_{b}$ be a clause in an instance of the 2-MAXSAT problem, where $q_{a}$ and $q_{b}$ denote either variables in $V$ or their negations. For each clause $d \in D$, define a variable $w_{d}$. Let $W=\left\{w_{d} \mid d \in D\right\}$. For each clause $d=q_{a} \vee q_{b}$ of 2-MAXSAT, define a pair of clauses $c_{1 d}, c_{2 d} \in C$ for 2-MINSAT, where

$$
c_{1 d}=\bar{q}_{a} \vee w_{d}, \quad c_{2 d}=\bar{q}_{b} \vee \bar{w}_{d} .
$$

Let $C=\left\{c_{1 d}, c_{2 d} \mid d \in D\right\}$. Let $n^{*}=2 l-l^{*}$. Thus, given an instance of the 2-MAXSAT problem defined over the set $V$ of $h$ variables and the set $D$ of $l$ clauses, we construct in polynomial time an instance of the 2-MINSAT problem defined over the set $U=V \cup$ $W$ of $k=h+l$ variables and the set $C$ of $n=2 l$ clauses. We now show that no less than $l^{*}$ clauses can be satisfied by a truth assignment for 2-MAXSAT if and only if no more than $n^{*}$ clauses can be satisfied by a truth assignment for 2-MINSAT.

Suppose there exists a truth assignment for 2-MAXSAT that satisfies $m \geq l^{*}$ clauses. Clause $d=q_{a} \vee q_{b}$ is not satisfied by an assignment if and only if both $q_{a}$ and $q_{b}$ are false, in which case, both $c_{1 d}$ and $c_{2 d}$ are satisfied. On the other hand, clause $d$ is satisfied if and only if at least one of $q_{a}$ or $q_{b}$ is true. If both $q_{a}$ and $q_{b}$ are true, then any truth assignment for $w_{d}$ satisfies exactly one of $c_{1 d}$ and $c_{2 d}$. If $q_{a}$ is true and $q_{b}$ is false, then a false assignment for $w_{d}$ satisfies $c_{2 d}$ but not $c_{1 d}$. Similarly, if $q_{a}$ is false and $q_{b}$ is true, then a true assignment for $w_{d}$ satisfies $c_{1 d}$ but not $c_{2 d}$. Thus, if clause $d$ is satisfied, a suitable truth assignment for $w_{d}$ ensures that only one of $c_{1 d}$ or $c_{2 d}$ is satisfied. Consequently, if a truth assignment for 2-MAXSAT satisfies exactly $m \geq l^{*}$ clauses, then a suitable truth
assignment for each $w_{d} \in W$ ensures that exactly $m+2(l-m)=2 l-m \leq 2 l-l^{*}=n^{*}$ clauses are satisfied in the corresponding instance of 2-MINSAT. Hence every yes instance of the 2-MAXSAT problem corresponds to a yes instance of the 2-MINSAT problem.

Now suppose that a truth assignment for the 2-MINSAT problem satisfies no more than $n^{*}=2 l-l^{*}$ clauses. Consider the pair of clauses $\mathrm{c}_{1 d}=\bar{q}_{a} \vee w_{d}$ and $c_{2 d}=\bar{q}_{b} \vee \bar{w}_{d}$. Any assignment of $w_{d}$ ensures that at least one of these two clauses is satisfied. Let $y$ denote the number of pairs $c_{1 d}, c_{2 d}, d \in D$, where exactly one clause in the pair is satisfied by a given assignment for the 2-MINSAT problem. Without loss of generality, let $c_{1 d}=$ $\bar{q}_{a} \vee w_{d}$ be the clause that is not satisfied. Then $q_{a}$ must be true, which implies that clause $d=q_{a} \vee q_{b}$ must be satisfied. Hence, at least $y$ clauses in $D$ must be satisfied. Since there are $l$ pairs $c_{1 d}, c_{2 d}$, there are $l-y$ such pairs in which both clauses are satisfied. Thus, the number of clauses in $C$ that are satisfied is $2(l-y)+y \leq n^{*}=2 l-l^{*}$, which implies that $y \geq l^{*}$. Thus, if $n^{*}=2 l-l^{*}$ clauses in $C$ are satisfied for the 2-MINSAT problem, then at least $l^{*}$ clauses in $D$ are satisfied for the 2-MAXSAT problem. Hence, every yes instance of the 2-MINSAT problem corresponds to a yes instance of the 2-MAXSAT problem.
3. The greedy heuristic. Let $u_{1}, u_{2}, \ldots, u_{k}$ denote an arbitrary ordering of the $k$ variables in $U$ for the MINSAT problem. Given any ordering of the variables, the greedy heuristic sequentially selects an assignment for each variable to satisfy the smallest number of additional clauses. We begin by describing the greedy heuristic more formally below.

Initialization (Step 1). Let $C_{1}=C$ denote the set of all clauses in an instance of the MINSAT problem. Let $C_{1}\left(u_{1}\right)$ denote the subset of clauses in $C_{1}$ that contain variable $u_{1}$. Let $C_{1}\left(\bar{u}_{1}\right)$ denote the subset of clauses in $C_{1}$ that contain variable $\bar{u}_{1}$. Let $x_{1}$ and $y_{1}$ denote the number of clauses in sets $C_{1}\left(u_{1}\right)$ and $C_{1}\left(\bar{u}_{1}\right)$. At the first step, the greedy heuristic selects the partial assignment $u_{1}$ (i.e., assigns $u_{1}$ to be true) if $x_{1}<y_{1}$. Otherwise, it selects the partial assignment $\bar{u}_{1}$ (i.e., assigns $u_{1}$ to be false). ${ }^{1}$ All clauses satisfied by the partial assignment are eliminated. Let $C_{2}$ denote the set of clauses not satisfied at the end of Step 1. Thus,

$$
C_{2}= \begin{cases}C_{1} \backslash C_{1}\left(u_{1}\right) & \text { if } u_{1} \text { is selected at Step } 1, \\ C_{1} \backslash C_{1}\left(\bar{u}_{1}\right) & \text { if } \bar{u}_{1} \text { is selected at Step } 1 .\end{cases}
$$

Recursion (Step $j$ ). Let $C_{j}$ denote the set of clauses that are not satisfied at the end of Step $j-1$. Let $C_{j}\left(u_{j}\right)$ denote the subset of clauses in $C_{j}$ that contain $u_{j}$. Let $C_{j}\left(\bar{u}_{j}\right)$ denote the subset of clauses in $C_{j}$ that contain $\bar{u}_{j}$. Let $x_{j}$ and $y_{j}$ denote the number of clauses in sets $C_{j}\left(u_{j}\right)$ and $C_{j}\left(\bar{u}_{j}\right)$. At Step $j$, the greedy heuristic includes $u_{j}$ in the partial assignment (i.e., assigns $u_{j}$ to be true) if $x_{j}<y_{j}$. Otherwise, it includes $\bar{u}_{j}$ in the partial assignment (i.e., assigns $u_{j}$ to be false). All clauses satisfied by the partial assignment are eliminated. Let $C_{j+1}$ denote the set of clauses not satisfied at the end of Step $j$. Thus,

$$
C_{j+1}= \begin{cases}C_{j} \backslash C_{j}\left(u_{j}\right) & \text { if } u_{j} \text { is selected at Step } j, \\ C_{j} \backslash C_{j}\left(\bar{u}_{j}\right) & \text { if } \bar{u}_{j} \text { is selected at Step } j .\end{cases}
$$

Termination Step. Stop if $C_{j+1}=\phi$ or if $j=k$.
Let $\left|c_{i}\right|$ denote the number of literals in clause $c_{i}$. Let $s=\max _{i}\left|c_{i}\right|$ denote the maximum number of literals in any clause. Let $r$ denote the performance ratio for the greedy heuristic, i.e., the ratio of the number of clauses satisfied by the assignment selected

[^35]by the greedy heuristic to the number of clauses satisfied by an optimal assignment. Theorem 2 shows that the value of the performance ratio $r$ is bounded from above by $s$. As there are no more than $k$ literals, $s \leq k$, and it follows trivially from Theorem 2 that $r \leq k$.

Theorem 2. $r \leq s$ for the greedy heuristic.
Proof. Without loss of generality, let each variable $u_{j} \in U$ be true in the optimal assignment. Let $C_{j}^{*} \subseteq C$ denote the subset of clauses in $C$ that are satisfied if variable $u_{j}$ is true. Let $C^{*}=\bigcup_{j=1}^{k} C_{j}^{*}$ denote the subset of clauses satisfied by the optimal assignment. Let $m_{j}$ denote the number of clauses in the set $C_{j}^{*}$. Let $m$ denote the number of clauses in set $C^{*}$. At $\operatorname{Step} j$, the greedy heuristic satisfies $z_{j}=\min \left\{x_{j}, y_{j}\right\}$ clauses in set $C_{j}$. Hence the total number of clauses satisfied by the greedy heuristic is $\sum_{j=1}^{k} z_{j}$. Now $m_{j} \geq x_{j}$, which implies that

$$
\sum_{j=1}^{k} z_{j} \leq \sum_{j=1}^{k} x_{j} \leq \sum_{j=1}^{k} m_{j}
$$

Also,

$$
\sum_{j=1}^{k} m_{j}=\sum_{c_{i} \in C^{*}}\left|c_{i}\right| \leq m s
$$

Thus, an upper bound on the performance ratio of the greedy heuristic is

$$
r=\frac{\sum_{j=1}^{k} z_{j}}{m} \leq \frac{m s}{m}=s
$$

To prove that the bound in Theorem 2 is tight, consider the following problem instance in which there are $s$ variables and $s+1$ clauses:

$$
\begin{gathered}
c_{1}=u_{1} \vee u_{2} \vee \cdots \vee u_{s}, \\
c_{i}=\bar{u}_{i-1} \quad \text { for } 2 \leq i \leq s+1 .
\end{gathered}
$$

Each variable $u_{j}, 1 \leq j \leq s$ is true in the optimal assignment, which satisfies only one clause $c_{1}$. The greedy heuristic sets each variable $u_{j}$ false, $1 \leq j \leq s$ and satisfies $s$ clauses, $c_{2}, c_{3}, \ldots, c_{s+1}$. Hence, $r=s$. Note that, in this worst-case example, a reordering of the variables has no effect on the performance of the greedy heuristic. This example also suffices to show that, given the solution selected by the greedy heuristic, an interchange heuristic that seeks to maximally improve the solution value by replacing a literal by its negation does no better than the greedy heuristic alone.

In [5] Johnson suggests weighted greedy heuristics for the MAXSAT problem, the simplest of which ensures a worst-case error of $1 / 2^{s}$ when each clause has no less than $s$ literals. An analogous weighted greedy heuristic for the MINSAT problem is as follows. At Step $j$, the greedy heuristic assigns

$$
\begin{aligned}
& u_{j} \text { true if } \sum_{c_{i} \in C_{j}\left(u_{j}\right)}\left|c_{i}\right|>\sum_{c_{i} \in C_{j}\left(\bar{u}_{j}\right)}\left|c_{i}\right|, \\
& u_{j} \text { false otherwise. }
\end{aligned}
$$

The intuition behind the weighting is that a literal should be selected if the unsatisfied clauses that contain its negation are less likely to be satisfied by subsequent assignments to variables. However, this weighting scheme does not improve the worst-case performance of the greedy heuristic for the MINSAT problem. To illustrate, consider the following
$s+1$ clauses defined over $2 s-1$ variables $u_{j}, 1 \leq j \leq 2 s-1$ :

$$
\begin{gathered}
c c_{1}=u_{1} \vee u_{2} \vee \cdots \vee u_{s} \\
c_{i}=\bar{u}_{i-1} \vee \bar{u}_{s+1} \vee \bar{u}_{s+2} \vee \cdots \vee \bar{u}_{2 s-1}, \quad 2 \leq i \leq s+1
\end{gathered}
$$

Each variable $u_{j}, 1 \leq j \leq 2 s-1$ is true in the optimal assignment, which satisfies only one clause, $c_{1}$. At each step $j$ of the greedy heuristic, an equal number of clauses are satisfied by setting $u_{j}$ true or false. Regardless of the truth assignment for variable $u_{j}$ at Step $j$, there are an equal number of literals in each remaining (unsatisfied) clause. Consequently, any weighting of the clauses does not affect the greedy solution, which in the worst case assigns a "false" value to each variable $u_{j}, 1 \leq j \leq 2 s-1$ and satisfies the $s$ clauses $c_{2}, c_{3}, \ldots, c_{s+1}$. Note, however, that the ordering of the variables is critical to this worst-case example. Thus, the performance ratio for this weighted greedy heuristic for the MINSAT problem is no better than $s$. Indeed, other weighting schemes (e.g., a scheme similar to Johnson's [5] exponential weighting of clauses) also do not improve the worst-case performance of the greedy heuristic.

We next examine the average performance of the greedy heuristic. Let $P_{k}$ denote the MINSAT problem defined over the set $U$ of $k$ variables. Let $P_{k-j+1}$ denote the MINSAT problem at Step $j$ of the greedy heuristic, where problem $P_{k-j+1}$ is defined over the subset of unassigned variables $u_{j}, u_{j+1}, \ldots, u_{k}$. Following Kohli and Krishnamurti [6], we assume that there is a probability $p_{j}$ with which the truth assignment selected for a variable at step $j$ of the greedy heuristic appears in an optimal truth assignment for problem $P_{k-j+1}$. We assume that the $p_{j}$ are independent across the steps of the greedy heuristic. However, we do not assume either the independence of the literals across clauses, or any specific data-generating distribution.

Let $r_{j}$ denote the performance ratio of the greedy heuristic for problem $P_{j}$. Let $E\left(r_{j}\right)$ denote the expected value of $r_{j}$. Theorem 3 characterizes the lower bound on $E\left(r_{k}\right)$ as a function of $k$ and $p=\min _{1 \leq j \leq k} p_{j}$.

Theorem 3. $E\left(r_{k}\right) \leq 1-(1-p)^{k} / p$ for the greedy heuristic.
Proof. Without loss of generality, we assume that the optimal solution is to set variable $u_{j}$ true for all $j, 1 \leq j \leq k$. We prove the theorem by induction on $k$, the number of variables.

For $k=1$, the greedy heuristic chooses the optimal assignment and sets $u_{1}$ true. Hence, $p=p_{1}=1$ and $E\left(r_{k}\right)=1$.

Let $l \geq 1$ be an integer such that

$$
E\left(r_{k}\right) \leq \frac{1-(1-p)^{k}}{p} \quad \text { for } k=l
$$

We show below that

$$
E\left(r_{k}\right) \leq \frac{1-(1-p)^{k}}{p}
$$

for $k=l+1$.
Let $z_{1}=\min \left\{x_{1}, y_{1}\right\}$. If the greedy heuristic sets $u_{1}$ true at Step 1, the value of the optimal solution to problem $P_{k-1}$ is $m-z_{1}$, where $m$ is the value of the optimal solution to problem $P_{k}$. However, if the greedy heuristic sets $u_{1}$ false at Step 1 , the value of the optimal solution to problem $P_{k-1}$ is bounded from above by $m$. In either case, after Step

1 , the greedy heuristic solves an $l$ variable MINSAT problem. Thus,

$$
\begin{aligned}
E\left(r_{l+1}\right) & \leq \frac{1}{m}\left(z_{1}+p_{1} E\left(r_{l}\right)\left(m-z_{1}\right)+\left(1-p_{1}\right) E\left(r_{r_{l}}\right) m\right) \\
& =\frac{z_{1}}{m}\left(1-p_{1} E\left(r_{l}\right)\right)+E\left(r_{l}\right) \leq 1+E\left(r_{l}\right)\left(1-p_{1}\right)
\end{aligned}
$$

Let $p^{*}=\min _{i \geq 2} p_{i}$. By the induction hypothesis,

$$
E\left(r_{l}\right) \leq \frac{1-\left(1-p^{*}\right)^{l}}{p^{*}}
$$

Thus,

$$
E\left(r_{l+1}\right) \leq 1+\left(\frac{1-\left(1-p^{*}\right)^{l}}{p^{*}}\right)\left(1-p_{1}\right) .
$$

Let $p=\min \left\{p^{*}, p_{1}\right\}$. Then

$$
\frac{1-\left(1-p^{*}\right)^{l}}{p^{*}} \leq \frac{1-(1-p)^{l}}{p} \quad \text { and } \quad 1-p_{1} \leq 1-p
$$

which implies that

$$
E\left(r_{l+1}\right) \leq 1+\left(\frac{1-(1-p)^{l}}{p}\right)(1-p)=\frac{1-(1-p)^{l+1}}{p} .
$$

Note that the bound derived in Theorem 3 approaches 1 as $p$ approaches 1 and that it approaches $k$ as $p$ approaches zero. As $k$ tends to infinity, the bound on the average performance ratio for the greedy heuristic approaches $1 / p$.

To prove that the bound derived in Theorem 3 is tight, consider the following example with $k$ variables and $n=(k+1) N+k$ clauses. The first $(k+1) N$ clauses are

$$
c_{i}= \begin{cases}u_{1} \vee u_{2} \vee \cdots \vee u_{k} & \text { for } 1 \leq i \leq N \\ \bar{u}_{1} & \text { for } N+1 \leq i \leq 2 N, \\ \bar{u}_{2} & \text { for } 2 N+1 \leq i \leq 3 N, \\ \vdots & \\ \overline{\bar{u}}_{k} & \text { for } k N+1 \leq i \leq(k+1) N .\end{cases}
$$

The remaining $k$ clauses are probabilistically generated, each clause containing exactly one of the $k$ distinct variables in negated form with probability $p$ and in unnegated form with probability $1-p$. Specifically, clause $j, 1 \leq j \leq k$ is given by

$$
c_{(k+1) N+j}= \begin{cases}\bar{u}_{j} & \text { with probability } p, \\ u_{j} & \text { with probability } 1-p .\end{cases}
$$

Each variable $u_{j}, 1 \leq j \leq k$ is true in the optimal assignment. For $N \gg k$, the expected performance ratio of the greedy heuristic can be verified to approach from below the value

$$
p+2(1-p) p+3(1-p)^{2} p+\cdots+(k-1)(1-p)^{k-2} p+k(1-p)^{k-1}=\frac{1-(1-p)^{k}}{p}
$$

Observe that the bound on the average performance of the greedy heuristic depends upon the value of $p$, which can vary, depending upon the data-generating distribution. If, as
in the above example, the value of $p$ can be made close to zero, the average performance of the greedy heuristic can be made to approach its deterministic worst-case bound. In the next section, we examine a probabilistic greedy heuristic that, regardless of the datagenerating distribution, never satisfies more than twice the number of clauses satisfied by an optimal assignment for the MINSAT problem.
4. Probabilistic greedy heuristic. The proposed probabilistic greedy heuristic differs from the preceding greedy heuristic by the introduction of a probabilistic element in the choice of a truth assignment for each variable. In particular, at Step $j$, the probabilistic greedy heuristic sets $u_{j}$ to be true with probability $q_{j}=y_{j} /\left(x_{j}+y_{j}\right)$ and sets $u_{j}$ to be false with probability $1-q_{j}$. Thus, the probability of setting $u_{j}$ true increases as $x_{j} / y_{j}$ decreases and is 1 only if $x_{j}=0$, i.e., if no additional clauses are satisfied by setting $u_{j}$ true at Step $j$ of the heuristic. However, if the number of additional clauses satisfied is greater when $u_{j}$ is true than when it is false, then $u_{j}$ is set true with a smaller probability than it is set false.

The following theorem shows that, on average, the number of clauses satisfied by the probabilistic greedy heuristic is no larger than twice the number of clauses satisfied by the optimal assignment.

Theorem 4. $E\left(r_{k}\right) \leq 2$ for the probabilistic greedy heuristic.
Proof. Without loss of generality, assume that variable $u_{1}$ is true in an optimal assignment. We prove the theorem by induction on the number of variables $k$.

For $k=1$, the greedy heuristic sets $u_{1}$ true with probability $q_{1}=y_{1} /\left(x_{1}+y_{1}\right)$ and sets $u_{1}$ false with probability $1-q_{1}$. The expected number of satisfied clauses is

$$
q_{1} x_{1}+\left(1-q_{1}\right) y_{1}=\frac{y_{1}}{x_{1}+y_{1}} x_{1}+\frac{x_{1}}{x_{1}+y_{1}} y_{1}=\frac{2 x_{1} y_{1}}{x_{1}+y_{1}} .
$$

As $u_{1}$ is true in the optimal assignment, the value of the optimal solution is $m=x_{1}$. Thus, for $k=1$, the value of the expected performance ratio for the probabilistic greedy heuristic is

$$
E\left(r_{k}\right)=\frac{2 x_{1} y_{1}}{x_{1}\left(x_{1}+y_{1}\right)}=\frac{2 y_{1}}{x_{1}+y_{1}} \leq 2 .
$$

Let $l \geq 1$ be an integer such that

$$
E\left(r_{k}\right) \leq 2 \quad \text { for } k=l .
$$

We show that

$$
E\left(r_{k}\right) \leq 2 \quad \text { for } k=l+1 .
$$

If the probabilistic greedy heuristic selects $u_{1}$ at Step 1, the value of the optimal solution at the second step of the greedy heuristic is $m-x_{1}$, where $m$ is the optimal solution value of the $k$ variable MINSAT problem $P_{k}$. However, if the greedy heuristic selects $\bar{u}_{1}$ at Step 1, the value of the optimal solution at the second step is bounded from above by $m$. Hence, the expected number of clauses satisfied by the probabilistic greedy heuristic is bounded from above by

$$
q_{1}\left(x_{1}+E\left(r_{l}\right)\left(m-x_{1}\right)\right)+\left(1-q_{1}\right)\left(y_{1}+E\left(r_{l}\right) m\right) .
$$

As $E\left(r_{l}\right) \leq 2$ by the induction hypothesis, the value of the above expression is no greater than

$$
q_{1}\left(x_{1}+2\left(m-x_{1}\right)\right)+\left(1-q_{1}\right)\left(y_{1}+2 m\right) .
$$

Thus, an upper bound on the expected performance ratio for the probabilistic greedy
heuristic is

$$
\begin{aligned}
E\left(r_{l+1}\right) & \leq \frac{1}{m}\left(q_{1}\left(x_{1}+2\left(m-x_{1}\right)\right)+\left(1-q_{1}\right)\left(y_{1}+2 m\right)\right) \\
& =\frac{1}{m}\left(2 m-q_{1}\left(x_{1}+y_{1}\right)+y_{1}\right)=2 .
\end{aligned}
$$

To prove the above bound is tight, consider the following example with $k=2$ variables and $n=N+1$ clauses. Let

$$
\begin{gathered}
c_{1}=u_{1} \vee u_{2}, \\
c_{2}=\bar{u}_{1}, \\
c_{i}=\bar{u}_{2}, \quad 3 \leq i \leq N+1 .
\end{gathered}
$$

The optimal assignment sets both $u_{1}$ and $u_{2}$ true and satisfies one clause, $c_{1}$. The probabilistic greedy heuristic sets $u_{1}$ true or false with equal probability ( $=\frac{1}{2}$ ) at its first step. If it sets $u_{1}$ true, then it obtains the optimal solution, setting $u_{2}$ true with probability 1 at its second step. Otherwise, at the second step, it
(i) sets $u_{2}$ true with probability $(N-1) / N$, satisfying 2 clauses, $c_{1}$ and $c_{2}$, and
(ii) sets $u_{2}$ false with probability $1 / N$, satisfying $N$ clauses, $c_{2}, c_{3}, c_{4}, \ldots, c_{N+1}$. Hence the expected performance ratio ( $=$ expected number of satisfied clauses) for the probabilistic greedy heuristic is

$$
\frac{1}{2} \cdot 1+\frac{1}{2}\left(\frac{N-1}{N} \cdot 2+\frac{1}{N} \cdot N\right)=2-\frac{1}{N} .
$$

As $N$ tends to infinity, the value of this expression approaches from below the bound derived in Theorem 4. Note that $k=2$ in this example and that the optimal clause $c_{1}$ contains $s=2$ variables. Thus, unlike the worst-case and average performance bound for the (deterministic) greedy heuristic, the bound on the average performance of the probabilistic greedy heuristic does not depend on $k$ or $s$.
5. Horn clauses. An important special case of the satisfiability problem occurs when each clause contains no more than one unnegated variable. Such clauses are called Horn clauses. The satisfiability problem defined over a set of Horn clauses can be solved in linear time (Dowling and Gallier [1]).

We show below that the MINSAT problem continues to be NP-hard even if it is restricted to a set of Horn clauses. In particular, we transform the 2-MINSAT problem to a MINSAT problem in Horn clauses.

Let the 2-MINSAT problem be defined over the set $V$ of $h$ variables and the set $D$ of $l$ clauses. We transform this to a MINSAT problem in Horn clauses defined over a set $U$ of $k=h+l$ variables and a set $C$ of $n=3 l$ clauses. Let $d=q_{a} \vee q_{b}$ be a clause in an instance of the 2-MINSAT problem, where $q_{a}$ and $q_{b}$ denote either variables in $V$ or their negations. For each clause $d \in D$, define a variable $w_{d}$. Let $W=\left\{w_{d} \mid d \in D\right\}$. The set $U$ is defined to be $V \cup W$. For each clause $d=q_{a} \vee q_{b}$ of 2-MINSAT, define three Horn clauses $c_{1 d}, c_{2 \mathrm{~d}}$, and $c_{3 d} \in C$, where

$$
c_{1 d}=q_{a} \vee \bar{w}_{d}, \quad c_{2 d}=q_{b} \vee \bar{w}_{d}, \quad c_{3 d}=w_{d} .
$$

If clause $d$ is satisfied by a truth assignment, then the same truth assignment for variables $q_{a}$ and $q_{b}$, and a suitable truth assignment for variable $w_{d}$, satisfies two (the minimum that must be satisfied) of the above three clauses. If clause $d$ is not satisfied by a truth assignment, the same truth assignment for variables $q_{a}$ and $q_{b}$, and a suitable truth assignment for variable $w_{d}$ satisfies one (the minimum that must be satisfied) of the above
three clauses. Based on the above observations and using an argument similar to that in Theorem 1, we can show that no more than $l^{*}$ clauses can be satisfied by some truth assignment for 2-MINSAT if and only if no more than $l+l^{*}$ clauses can be satisfied by a truth assignment for the MINSAT problem in Horn clauses.

We can verify that the worst-case and average-case bounds for the greedy heuristic and the probabilistic greedy heuristic remain unchanged for Horn clauses and that these bounds continue to be tight. Finally, we note that the MAXSAT problem in Horn clauses is also NP-hard (see the Appendix). Thus, while the satisfiability of Horn clauses can be assessed in linear time, the identification of assignments that maximize or minimize the number of Horn clauses satisfied are NP-hard problems.

Appendix. Complexity of MAXSAT for Horn clauses. We show below that the MAXSAT problem comprised of only Horn clauses is NP-hard. In particular, we transform the 2-MAXSAT problem to a MAXSAT problem in Horn clauses.

Let the 2-MAXSAT problem be defined over the set $V$ of $h$ variables and the set $D$ of $l$ clauses. We transform this problem to a MAXSAT problem in Horn clauses, defined over a set $U$ of $k=h+2 l$ variables and a set $C$ of $n=5 l$ clauses. Let $d=q_{a} \vee q_{b}$ be a clause in an instance of the 2-MAXSAT problem, where $q_{a}$ and $q_{b}$ denote either variables in $V$ or their negations. For each clause $d \in D$, define two new variables $w_{1 d}, w_{2 d}$. Let $W=\left\{w_{1 d}, w_{2 d} \mid d \in D\right\}$. The set $U$ is defined to be $V \cup W$. For each clause $d=q_{a} \vee q_{b}$ of 2-MAXSAT, define five Horn clauses $c_{1 d}, c_{2 d}, \ldots, c_{5 d} \in C$, where

$$
\begin{gathered}
c_{1 d}=q_{a} \vee \bar{w}_{1 d}, \\
c_{2 d}=q_{b} \vee \bar{w}_{2 d}, \\
c_{3 d}=\bar{w}_{1 d} \vee \bar{w}_{2 d}, \\
c_{4 d}=w_{1 d}, \\
c_{5 d}=w_{2 d} .
\end{gathered}
$$

If clause $d$ is satisfied by a truth assignment, the same truth assignment for variables $q_{a}$ and $q_{b}$ and a suitable truth assignment for variables $w_{1 d}$ and $w_{2 d}$ satisfy four (the maximum that can be satisfied) of the above five clauses in MAXSAT. If clause $d$ is not satisfied by a truth assignment, the same truth assignment for variables $q_{a}$ and $q_{b}$ and a suitable truth assignment for variables $w_{1 d}$ and $w_{2 d}$ satisfy three (the maximum that can be satisfied) of the above five clauses. Based on the above observations and using an argument similar to that in Theorem 1, we can now show that no less than $l^{*}$ clauses can be satisfied by some truth assignment for 2-MAXSAT if and only if no less than $3 l+l^{*}$ clauses can be satisfied by a truth assignment for the MAXSAT problem in Horn clauses.
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#### Abstract

Let $\widehat{L T}_{d}$ denote the class of functions that can be computed by depth- $d$ threshold circuits with polynomial size and polynomially bounded integer weights. Using the results in [M. Goldman, J. Håstad, and A. Razborov, in Proc. 7th Annual Conference on Structure in Complexity Theory], [M. Goldman and M. Karpinski, Constructing depth d+1 majority circuits that simulate depth $d$ threshold circuits, unpublished] we show that multiple sum is in $\widehat{L T}_{2}$, and multiplication and division are in $\widehat{L T}_{3}$. Moreover, it follows from the lower-bound results in [A. Hajnal et al., IEEE Sympos. Foundations of Comput. Sci., 28 (1987), pp. 99-110], [T. Hofmeister and P. Pudlák, Forschungbericht Nr. 477 Uni Dortmund, 1992] that these threshold circuits are optimal in circuit depth. The authors also indicate that these techniques can be applied to construct polynomial-size depth-3 threshold circuits for powering and depth-4 threshold circuits for multiple product.
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1. Introduction. In this paper, we consider the power of small-depth threshold circuits in computing arithmetic functions such as multiple sum, multiplication, division, and powering. Threshold circuits are unbounded fan-in Boolean circuits in which each gate computes a linear threshold function. A linear threshold function $f(X)$ is a Boolean function such that

$$
f(X)=\operatorname{sgn}(F(X))= \begin{cases}1 & \text { if } F(X) \geq 0, \\ 0 & \text { if } F(X)<0,\end{cases}
$$

where

$$
F(X)=\sum_{i=1}^{n} w_{i} \cdot x_{i}+w_{0} .
$$

The real coefficients $w_{i}$ are commonly referred to as the weights of the threshold function. It is well known that the weights can be chosen to be integers [11].

However, the magnitudes of the integers can be exponentially large in the number of inputs. The size of a circuit is the number of gates. If the number of gates in a threshold circuit is polynomially bounded, then so is the number of wires in the circuit, and vice versa. Unless otherwise specified, we assume in the following discussions that all the weights in the threshold circuits are integers (possibly exponential) and that the sizes of the threshold circuits are polynomially bounded.

[^36]An important open problem in circuit complexity theory is to find an explicit function that cannot be computed in constant-depth polynomial-size threshold circuits. The first attempt toward solving this problem was made by Hajnal et al. [6]. They showed that the INNER PRODUCT MOD $2_{n}$ function $\left(x_{1} \wedge y_{1}\right) \oplus \cdots \oplus\left(x_{n} \wedge y_{n}\right)$ can be computed in linear-size depth- 3 threshold circuit but requires exponential-size depth- 2 threshold circuit to compute, when the weights are polynomially bounded integers. This result gives a separation of the class of depth-2 polynomial-size threshold circuits from the class of depth- 3 polynomial-size threshold circuits, when the weights are polynomially bounded.

Using the notation of [12], let us denote the class of depth- $d$ polynomial-size threshold circuits where the weights are polynomially bounded by $\widehat{L T}_{d}$ and the corresponding class where the weights are unrestricted by $L T_{d}$. Then the exponential lower bound result on INNER PRODUCT MOD $2_{n}$ in [6] implies that $\widehat{L T}_{2} \subsetneq \widehat{L T}_{3}$. As another consequence of this lower bound result, we can show that multiplication and division [9] of two $n$-bit integers also require exponential-size depth-2 threshold circuits with polynomially bounded weights to compute. In [7] Håstad and Goldmann proved an exponential lower bound on the size of depth-3 threshold circuits with the restriction that the bottom fan-in of the circuit is small. However, no exponential lower bound result on the size of depth- 2 threshold circuits is known when there is no restriction on the size of the weights.

It is implicit in [3] that a constant-depth threshold circuit with arbitrary weights can be simulated by another constant-depth threshold circuit with polynomially bounded weights at the expense of at most a polynomial increase in size. To study the exact relationship between the depths of threshold circuits with arbitrary weights and with polynomially bounded weights, Siu and Bruck [12] showed that any depth-d threshold circuit can be simulated by a depth- $(2 d+1)$ threshold circuit with polynomially bounded weights (both have polynomial size); that is, $L T_{d} \subset \widehat{L T}_{2 d+1}$. The result was substantially strengthened by Goldmann, Håstad, and Razborov [4]; they showed that, in fact, $L T_{d} \subset \widehat{L T}_{d+1}$. While the proof techniques in [4] are not constructive, Goldmann and Karpinski [5] later gave an explicit construction of the circuits in [4].

Threshold circuits are powerful as a model of computation. In fact, many common arithmetic functions have been shown to be computable in small-depth threshold circuits. It was first shown in [12] that multiple sum and multiplication can be computed in $\widehat{L T}_{3}$ and $\widehat{L T}_{4}$, respectively. This result was also independently discovered later by Hofmeister, Hohberg, and Köhling [8] with much improvement on the circuit size. More recently, it was shown in [13] that small-depth threshold circuits can be constructed for division and related problems. In particular, division and powering are in $\widehat{L T}_{4}$ and multiple product (iterated multiplication) is in $\widehat{L T}_{5}$. The question of whether multiplication of two $n$-bit integers can be computed in $\widehat{L T}_{3}$ had remained open since the work of Hajnal et al. [6].

In this paper, we demonstrate that applications of the results in [4], [5] yield a depth- 3 threshold circuit of polynomially bounded weights for multiplication; i.e., multiplication is in $\widehat{L T}_{3}$. It is clear from the result in [6] that such threshold circuit is optimal in depth. Moreover, similar techniques can be applied to show that division and powering can be computed in $\widehat{L T}_{3}$ and multiple product can be computed in $\widehat{L T}_{4}$. The result in [9] also implied that our division circuit is optimal in depth.

The rest of the paper is outlined as follows. We first describe a depth- 2 threshold circuit for multiple sum. Using this result, a depth-3 threshold circuit for multiplication follows easily. We then indicate how to apply the result for multiple sum to
obtain depth-3 threshold circuits for division and powering and depth-4 threshold circuit for multiple product. Since the techniques for deriving the results on division related problems are similar to those in [13], we only sketch the proof and indicate how the results in [13] can be improved using the results in [4], [5]. In the final section, we conclude with some open problems.

## 2. Main Results.

Definition 1. Given $n n$-bit integers, $z_{i}=\sum_{j=0}^{n-1} z_{i, j} 2^{j}, i=1, \ldots, n, z_{i, j} \in$ $\{0,1\}$, we define multiple sum to be the problem of computing the $(n+\log n)$-bit sum $\sum_{i=1}^{n} z_{i}$ of the $n$ integers.

The above problem is also referred to as iterated addition in the literature.
Definition 2. Given two $n$-bit integers, $x=\sum_{j=0}^{n-1} x_{j} 2^{j}$ and $y=\sum_{j=0}^{n-1} y_{j} 2^{j}$, we define multiplication to be the problem of computing the (2n)-bit product of $x$ and $y$.

It is easy to see that, if multiple sum can be computed in $\widehat{L T}_{2}$, then multiplication can be computed in $\widehat{L T}_{3}$. We first prove the result on multiple sum. Our result hinges on the results in [4], [5]. The key observation is that multiple sum can be computed as a sum of polynomially many linear threshold ( $L T_{1}$ ) functions (with exponential weights). Let us first state the results [4], [5].

Lemma 2.1 (see [4], [5]). Let $\widetilde{L T}_{d}$ denote the class of depth-d polynomial-size threshold circuits where the weights at the output gate are polynomially bounded integers (with no restriction on the weights of the other gates). Then $\widetilde{L T}_{d}=\widehat{L T}_{d}$ for any fixed integer $d \geq 1$.

The following lemma is a generalization of a result in [10]. Informally, the result says that, if a function is 1 when a weighted sum (possibly exponential) of its inputs lies in one of polynomially many intervals, and is 0 otherwise, then the function can be computed as a sum of polynomially many $L T_{1}$ functions.

Lemma 2.2. Let $S=\sum_{i=1}^{n} w_{i} x_{i}$ and $f(X)$ be a function such that $f=1$ if $S \in\left[l_{i}, u_{i}\right]$ for $i=1, \ldots, N$ and $f=0$ otherwise, where $N$ is polynomially bounded in $n$. Then $f$ can be computed as a sum of polynomially many $L T_{1}$ functions, and thus $f \in \widetilde{L T}_{2}$.

Proof. For $j=1, \ldots, N$, let

$$
y_{l_{j}}=\operatorname{sgn}\left\{\sum_{i=1}^{n} w_{i} x_{i}-l_{j}\right\} \quad \text { and } \quad y_{u_{j}}=\operatorname{sgn}\left\{u_{j}-\sum_{i=1}^{n} w_{i} x_{i}\right\} .
$$

We claim that

$$
f(X)=\sum_{j=1}^{N}\left(y_{l_{j}}+y_{u_{j}}\right)-N
$$

and therefore

$$
f(X)=\operatorname{sgn}\left\{\sum_{j=1}^{N}\left(y_{l_{j}}+y_{u_{j}}\right)-N-1\right\} .
$$

Note the following: If, for $j=1, \ldots, N, \sum_{i=1}^{n} w_{i} x_{i} \notin\left[l_{j}, u_{j}\right]$, then $y_{l_{j}}+y_{u_{j}}=1$ for all $j$. Thus, $\sum_{j=1}^{N}\left(y_{l_{j}}+y_{u_{j}}\right)-N=0$. On the other hand, if $\sum_{i=1}^{n} w_{i} x_{i} \in\left[l_{j}, u_{j}\right]$ for some $j \in\{1, \ldots, N\}$, then $y_{l_{j}}+y_{u_{j}}=2$ and $y_{l_{i}}+y_{u_{i}}=1$ for $i \neq j$. Thus, $\sum_{i=1}^{N}\left(y_{l_{i}}+y_{u_{i}}\right)-N=N+1-N=1$.

Combining the above two lemmas yields a depth-2 threshold circuit for multiple sum.

Theorem 2.3. Multiple sum is in $\widehat{L T}_{2}$.
Proof. Given $n n$-bit integers $z_{i}=\sum_{j=0}^{n-1} z_{i, j} 2^{j}, i=1, \ldots, n$, the sum $\tilde{S}=\sum_{i=1}^{n} z_{i}$ can be represented as an $(n+\log n)$-bit integer, $\tilde{S}=\sum_{i=0}^{n+\log n-1} \tilde{s}_{i} 2^{i}$. Clearly, the $k$ th bit of $\tilde{S}, \tilde{s}_{k-1}$ is the same as the $k$ th bit of the sum of the first $k$-bits of the $z_{i}$ 's, i.e., the $k$ th bit of $\sum_{i=1}^{n} \sum_{j=0}^{k-1} z_{i, j} 2^{j}$. Thus, to prove the theorem, it suffices to show that the $k$ th bit of $n k$-bit integers can be computed in $\widehat{L T}_{2}$, for $k=1, \ldots, n+\log n$. We first construct a depth- 2 threshold circuit where the threshold gates in the first level have exponential weights.

Let $S=\sum_{i=1}^{n} \sum_{j=0}^{k-1} 2^{j} z_{i, j}=\sum_{l=0}^{\log n+k-1} 2^{l} s_{l}$ be the sum of $n k$-bit integers. Note that the $k$ th bit of $S, s_{k-1}$ is 1 if $S \in I_{j, k}=\left[j 2^{k-1},(j+1) 2^{k-1}-1\right]$ for $j=1,3,5, \ldots, 2^{\log n+1}-1$ and 0 otherwise. Since there are only polynomially many intervals $I_{j, k}$, it follows from Lemma 2.2 the $k$ th bit can be computed in $\widetilde{L T}_{2}$. Now apply Lemma 2.1 for $d=2$; thus the $k$ th bit can be computed in $\widehat{L T}_{2}$.

It is also easy to see that multiple sum cannot be computed in $L T_{1}$. Simply observe that the first bit of the sum is the parity function, which does not belong to $L T_{1}$. Thus the above threshold circuit for multiple sum has minimum possible depth.

Theorem 2.4. Multiplication is in $\widehat{L T}_{3}$.
Proof. Let the two integers be $x=x_{n-1} x_{n-2} \ldots x_{0}, y=y_{n-1} y_{n-2} \ldots y_{0}$. The first level of our circuit outputs the $n(2 n)$-bit integers $z_{i}=z_{i_{2 n-1}} z_{i_{2 n-2}} \ldots z_{i_{0}}$, for $i=0, \ldots, n-1$, where

$$
z_{i}=\underbrace{0 \ldots 0}_{n-i}\left(x_{n-1} \wedge y_{i}\right)\left(x_{n-2} \wedge y_{i}\right) \ldots\left(x_{0} \wedge y_{i}\right) \underbrace{0 \ldots 0}_{i} .
$$

This level requires $O\left(n^{2}\right)$ gates. It is easy to see that the product of $x$ and $y$ is simply the sum of the $z_{i}$ 's. By Theorem 2.3, the sum of the $z_{i}$ 's can be computed using two more levels of polynomially many threshold gates (with polynomially bounded weights).

We can further apply the results in [4], [5] to construct small-depth threshold circuits for division, powering, and multiple product. Let us give a formal definition of these problems.

Definition 3. Let $Z$ be an $n$-bit integer $\geq 0$. We define powering to be the $n^{2}$-bit representation of $Z^{n}$.

Definition 4. Given $n n$-bit integers $z_{i}, i=1, \ldots, n$, we define multiple product to be the $n^{2}$-bit representation of $\prod_{i=1}^{n} z_{i}$.

The above problem is also called iterated product or iterated multiplication in the literature.

Suppose that we want to compute the quotient of two integers. Some quotient in binary representation might require infinitely many bits; however, a circuit can only compute the most significant bits of the quotient. If a number has both finite and infinite binary representation (for example, $0.1=0.0111 \ldots$..), we always express the number in its finite binary representation. We are interested in computing the truncated quotient, defined below.

Definition 5. Let $X$ and $Y \geq 1$ be two input $n$ bit integers. Let $X / Y=$ $\sum_{i=-\infty}^{n-1} z_{i} 2^{i}$ be the quotient of $X$ divided by $Y$. We define $\operatorname{DIV}_{k}(X / Y)$ to be $X / Y$
truncated to the $(n+k)$-bit number, i.e.,

$$
\operatorname{DIV}_{k}(X / Y)=\sum_{i=-k}^{n-1} z_{i} i^{i}
$$

In particular, $\operatorname{DIV}_{0}(X / Y)$ is $\lfloor X / Y\rfloor$, the greatest integer $\leq X / Y$.
Using the results in [2], [12], it was shown in [13] that powering and division can be computed in $\widehat{L T}_{4}$ and that multiple product can be computed in $\widehat{L T}_{5}$. Combining these results with the results in [4], [5], we can reduce the depths of these circuits by one. We only indicate the key steps in the construction of the circuits in [13]. For other details of the proof, see [13]. Let us rephrase the results in [4], [5] as the following lemma.

Lemma 2.5 (see [4], [5]). Let $f(X) \in L T_{1}$. Then, for any $k>0$, there exist $m$ functions $t_{1}(X), \ldots, t_{m}(X) \in \widehat{L T}_{1}$ such that, for all $X$,

$$
\left|f(X)-\frac{1}{N} \sum_{j=1}^{m} t_{j}(X)\right| \leq n^{-k},
$$

where $m$ and $N$ are integers bounded by a polynomial in $n$.
By Lemma 2.2, each bit in the sum of multiple sum can be computed as a sum of polynomially many $L T_{1}$ functions. Combining this result with the above lemma yields the following result.

Lemma 2.6. Let $s_{i}$ be any of the outputs in multiple sum. Then, for any $\hat{k}>0$, there exist $\hat{t}_{j}(X) \in \widehat{L T}_{1}$ such that

$$
\left|s_{i}-\frac{1}{\hat{N}} \sum_{j=1}^{\hat{m}} \hat{t}_{j}(X)\right| \leq n^{-\hat{k}}
$$

where $\hat{m}$ and $\hat{N}$ are integers bounded by a polynomial in $n$.
The following lemma, which was shown in [13], states that, if $t_{1}$ and $t_{2}$ can be closely approximated by polynomially many $\widehat{L T}_{k}$ functions, so is their product $t_{1} \wedge t_{2}$.

Lemma 2.7. Suppose that, for $i=1,2$ and for every $c>0$, there exist integers $m_{i}, w_{i_{j}}$, and $N$ that are bounded by a polynomial in $n$ such that, for all inputs $X$,

$$
\left|t_{i}(X)-\frac{1}{N} \sum_{j=1}^{m_{i}} w_{i_{j}} t_{i_{j}}(X)\right|=O\left(n^{-c}\right)
$$

where each $t_{i_{j}} \in \widehat{L T}_{k}$. Then there exist integers $\tilde{m}$, $\tilde{w}_{j}$, and $\tilde{N}$ that are bounded by a polynomial in $n$ such that

$$
\left|t_{1}(X) \wedge t_{2}(X)-\frac{1}{\tilde{N}} \sum_{j=1}^{\tilde{m}} \tilde{w}_{j} \tilde{t}_{j}(X)\right|=O\left(n^{-c}\right)
$$

where each $\tilde{t}_{j} \in \widehat{L T}_{k}$.
To avoid cumbersome explanations in the following discussions, we say informally that every $L T_{1}$ function and each output bit in multiple sum can be closely approximated by a sum of polynomially many $\widehat{L T}_{1}$ functions, in the sense of Lemmas 2.5 and 2.6 .

Theorem 2.8. Powering is in $\widehat{L T}_{3}$.
Proof. Let $X$ be an $n$-bit integer and $Z=X^{n}$. Let $p_{i}$ denote the $i$ th prime number and let $\pi(k)$ denote the number of primes $\leq k$. Let

$$
P_{n}=\prod_{i=1}^{\pi\left(n^{2}\right)} p_{i}
$$

be the product of all primes $\leq n^{2}$. Then we can show that $Z<2^{n^{2}}<P_{n}$, and thus $\left(Z \bmod P_{n}\right)=Z$.

Using the Chinese Remainder Theorem, we can compute $Z$ with the following steps:

1. For $i=1, \ldots, n^{2}$, compute in parallel the values $r_{i}=Z \bmod p_{i}$;
2. $\tilde{Z}=\sum_{i=1}^{\pi\left(n^{2}\right)} r_{i} \cdot m_{i}$;
3. $Z=\left(Z \bmod P_{n}\right)=\left(\tilde{Z} \bmod P_{n}\right)$;
where, in step 2 above, the $m_{i}$ are fixed integers (possibly exponentially large), and therefore step 2 is, in fact, multiple sum. Moreover, we can show that $\tilde{Z} \leq n^{4} \cdot P_{n}$, and hence $Z=\left(\tilde{Z} \bmod P_{n}\right)=\tilde{Z}-k \cdot P_{n}$ for some $k$, where $0 \leq k \leq n^{4}$. For each $k \in\left\{0, \ldots, n^{4}\right\}$, let

$$
\begin{aligned}
E Q_{k}(Z) & =\operatorname{sgn}\left\{\tilde{Z}-k \cdot P_{n}\right\}+\operatorname{sgn}\left\{(k+1) P_{n}-\tilde{Z}-1\right\}-1 \\
& = \begin{cases}1 & \text { if } Z=\left(\tilde{Z} \bmod P_{n}\right)=\tilde{Z}-k \cdot P_{n} \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

Let $z_{j k}$ be the $j$ th bit of $\tilde{Z}-k \cdot P_{n}$. Then the $j$ th bit of $Z$ is

$$
\bigvee_{0 \leq k \leq n^{4}}\left(E Q_{k}(Z) \wedge z_{j k}\right)
$$

We can compute the values $r_{i}$ in step 1 , above, as a sum of polynomially many $\widehat{L T}_{1}$ functions. By Lemmas 2.6 and 2.5 , each $z_{j k}$ and each $E Q_{k}(Z)$ can be closely approximated by a sum of polynomially many $\widehat{L T}_{1}$ functions with variables $r_{i}$. Thus $E Q_{k}(Z)$ and $z_{j k}$ can be closely approximated as a sum of the outputs from polynomially many depth -2 threshold circuits whose inputs are the variables $X$. By Lemma 2.7, it follows that $\left(E Q_{k}(Z) \wedge z_{j k}\right)$ can also be closely approximated as a sum of the outputs from polynomially many depth- 2 threshold circuits. Hence, each of the outputs $\bigvee_{0 \leq k \leq n^{4}}\left(E Q_{k}(Z) \wedge z_{j k}\right)$ can be computed in a depth-3 threshold circuit.

Remark 1. In [13] each $E Q_{k}(Z)$ and $z_{j k}$ is closely approximated as a sum of outputs from polynomially many depth- 3 threshold circuits ( $\widehat{L T}_{3}$ ). Lemmas 2.6 and 2.5 enable us to save one level of threshold gates in computing them.

Theorem 2.9. Multiple product is in $\mathrm{LT}_{4}$.
Proof. Let $Z=\prod_{j=1}^{n} z_{j}$, where each $z_{i}$ is an $n$-bit integer. The proof is very similar to the proof of Theorem 2.8. We can compute $Z$ using the same three steps as in Theorem 2.8. The only difference is that now each $r_{i}=Z \bmod p_{i}$ is computed as a sum of polynomially many depth-2 threshold circuits $\left(\widehat{L T}_{2}\right)$, one more level of threshold gates than the circuit for powering.

Theorem 2.10. $\operatorname{DIV}_{k}(x / y)$ is in $\widehat{L T}_{3}$.
Proof. Note that $\operatorname{DIV}_{k}(x / y)=2^{-k} \operatorname{DIV}_{0}\left(2^{k} x / y\right)$; so it suffices to prove our claim for the case where $k=0$. The resulting threshold circuits for the general case when
$k$ is polynomial in $n$ have the same depth and the size will increase by a polynomial factor.

The underlying idea is to compute an overapproximation $\tilde{a}$ to $x / y$ such that $x / y \leq \tilde{a} \leq x / y+2^{-(n+1)}$. Then we can show that $\lfloor\tilde{a}\rfloor=\lfloor x / y\rfloor$.

Since $x / y$ is equal to the product of $x$ and $y^{-1}$, it is enough to get an overapproximation $\tilde{y}^{-1}$ of $y^{-1}$ with error $\leq 2^{-(2 n+1)}$. Then we can compute the approximation $q=x \cdot \tilde{y}^{-1}$ to $x / y$ with an error $\leq x 2^{-(2 n+1)} \leq 2^{-(n+1)}$ with a small-depth threshold circuit.

To construct an overapproximation of $y^{-1}$, let $j \geq 1$ be the integer such that $2^{j-1} \leq y<2^{j}$. Note that $\left|1-y 2^{-j}\right| \leq \frac{1}{2}$, and we can express $y^{-1}$ as a series expansion

$$
y^{-1}=2^{-j} \cdot\left(1-\left(1-y 2^{-j}\right)\right)^{-1}=2^{-j} \sum_{i=0}^{\infty}\left(1-y 2^{-j}\right)^{i}
$$

If we put

$$
\tilde{y}^{-1}=2^{-j} \sum_{i=0}^{2 n}\left(1-y 2^{-j}\right)^{i}
$$

then the difference

$$
0 \leq\left(y^{-1}-\tilde{y}^{-1}\right) \leq 2^{-j} \sum_{i=(2 n+1)}^{\infty} 2^{-i} \leq 2^{-(2 n+1)}
$$

Since $x<2^{n}$, we have

$$
0 \leq\left(x y^{-1}-x \tilde{y}^{-1}\right)<2^{-(n+1)}
$$

Suppose for the moment that we can find the integer $j \geq 1$ such that $2^{j-1} \leq y<2^{j}$. Now we can rewrite

$$
x \tilde{y}^{-1}=\frac{1}{2^{j(2 n+2)}} \sum_{i=0}^{2 n+1} 2^{j(2 n+1-i)} x\left(2^{j}-y\right)^{i}
$$

Let $Z_{j}=\sum_{i=0}^{2 n+1} 2^{j(2 n+1-i)} x\left(2^{j}-y\right)^{i}$. Then $x \tilde{y}^{-1}=\left(1 / 2^{j(2 n+2)}\right) Z_{j}$, a shifting of the bits in $Z_{j}$.

Again, we can compute $Z_{j}$ via the Chinese Remainder Theorem as follows:

1. For $i=1, \ldots, N$, compute in parallel the values $r_{i, j}=Z_{j} \bmod p_{i}$;
2. $\tilde{Z}_{j}=\sum_{i=1}^{N} r_{i, j} \cdot m_{i}$;
3. $Z_{j}=\left(Z_{j} \bmod P_{N}\right)=\left(\tilde{Z}_{j} \bmod P_{N}\right)$;
where $N$ is a sufficiently large integer such that the product of the first $N$ primes $\prod_{i=1}^{N} p_{i}=P_{N}>Z_{j}$ for all $j=1, \ldots, n$. Moreover, we can show that $\tilde{Z}_{j} \leq n^{\alpha} P_{N}$ for some $\alpha>0$, and hence $Z_{j}=\left(\tilde{Z}_{j} \bmod P_{N}\right)=\tilde{Z}_{j}-k P_{n}$ for some $k$, where $0 \leq k \leq n^{\alpha}$. For each $k \in\left\{0, \ldots, n^{\alpha}\right\}$, let

$$
\begin{aligned}
E Q_{k}\left(Z_{j}\right) & =\operatorname{sgn}\left\{\tilde{Z}_{j}-k P_{N}\right\}+\operatorname{sgn}\left\{(k+1) P_{N}-\tilde{Z}_{j}-1\right\}-1 \\
& = \begin{cases}1 & \text { if } Z_{j}=\left(\tilde{Z}_{j} \bmod P_{N}\right)=\tilde{Z}_{j}-k P_{N} \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
$$

Let $\sum_{l} z_{j, k, l} 2^{l}=\left(1 / 2^{j(2 n+2)}\right)\left(\tilde{Z}_{j}-k P_{N}\right)$. If $E Q_{k^{*}}\left(Z_{j}\right)=1$, i.e., $\left(\tilde{Z}_{j} \bmod P_{N}\right)=$ $\tilde{Z}_{j}-k^{*} P_{N}$, then

$$
\operatorname{DIV}_{0}(x / y)=\sum_{l=0}^{n-1} z_{j, k^{*}, l^{l}}
$$

Thus the $i$ th bit of $\operatorname{DIV}_{0}(x / y)$ can be computed as

$$
\bigvee_{1 \leq k \leq n^{\alpha}}\left(E Q_{k}\left(Z_{j}\right) \wedge z_{j, k, i}\right)
$$

The above expression is based on the assumption that we can find the unique integer $j \geq 1$ such that $2^{j-1} \leq y<2^{j}$. We can compute such integer $j$ in parallel without increasing the depth of the circuit. To see this, for each $j \in\{1, \ldots, n\}$, let

$$
I_{j}=\operatorname{sgn}\left\{y-2^{j-1}\right\}+\operatorname{sgn}\left\{2^{j}-y-1\right\}-1= \begin{cases}1 & \text { if } 2^{j-1} \leq y<2^{j} \\ 0 & \text { otherwise }\end{cases}
$$

Then the $i$ th bit of $\operatorname{DIV}_{0}(x / y)$ is

$$
\bigvee_{1 \leq j \leq n} \bigvee_{1 \leq k \leq n^{\alpha}}\left(I_{j} \wedge E Q_{k}\left(Z_{j}\right) \wedge z_{j, k, i}\right)
$$

Now apply the same argument as in Theorem 2.8; we can show that each ( $I_{j} \wedge$ $\left.E Q_{k}\left(Z_{j}\right) \wedge z_{j, k, i}\right)$ can be closely approximated by a sum of outputs from polynomially many $\widehat{L T}_{2}$ functions. Hence the final result can be computed in $\widehat{L T}_{3}$.

Remark 2. In [13] each $\left(I_{j} \wedge E Q_{k}\left(Z_{j}\right) \wedge z_{j, k, i}\right)$ is closely approximated by a sum of outputs from polynomially many depth-3 threshold circuits $\left(\widehat{L T}_{3}\right)$. Here again Lemmas 2.6 and 2.5 enable us to save one level of threshold gates in computing them.
3. Concluding remarks. We have demonstrated optimal-depth threshold circuits for multiplication, multiple sum, and division. We also indicated how the techniques can be applied to obtain depth- 3 threshold circuits for powering and depth-4 threshold circuit for multiple product. These results are improvements on the depths of the circuits constructed in [13]. Moreover, the construction of these circuits can all be made explicit using the results in [5].

There are a few open problems, below, related to the results in this paper:

1. What is the minimal size of a depth-3 threshold circuit for multiplication?
2. Can INNER PRODUCT MOD $2_{n}$ and multiplication be computed in $L T_{2}$ ? A negative answer to this question will provide the separation $L T_{2} \subsetneq \widehat{L T}_{3}$.
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# ON FINDING CRITICAL INDEPENDENT AND VERTEX SETS* 

ALEXANDER A. AGEEV ${ }^{\dagger}$


#### Abstract

An independent set $I_{c}$ of a undirected graph $G$ is called critical if $$
\left|I_{c}\right|-\left|N\left(I_{c}\right)\right|=\max \{|I|-|N(I)|: I \text { is an independent set of } G\},
$$


where $N(I)$ is the set of all vertices of $G$ adjacent to some vertex of $I$. It has been proved by Cun-Quan Zhang [SIAM J. Discrete Math., 3 (1990), pp. 431-438] that the problem of finding a critical independent set is polynomially solvable. This paper shows that the problem can be solved in $O\left(|V(G)|^{1 / 2}|E(G)|\right)$ time and its weighted version in $O\left(|V(G)|^{2}|E(G)|^{1 / 2}\right)$ time.

Key words. independent set, minimum cut
AMS subject classifications. $05 \mathrm{C} 35,68 \mathrm{R} 10$

1. Introduction. Denote by $G$ a simple undirected graph and by $N(U), U \subseteq$ $V(G)$, the set of all vertices of $G$ adjacent to some vertex of $U$. An independent set $I_{c} \subseteq V(G)$ is called critical if

$$
\nu(G)=\left|I_{c}\right|-\left|N\left(I_{c}\right)\right|=\max \{|I|-|N(I)|: I \text { is an independent set of } G\} .
$$

The number $\nu(G)$ is a parameter of $G$, closely related to some other important ones [Zh90]. A vertex set $U_{c}$ is called critical if

$$
\mu(G)=\left|U_{c}\right|-\left|N\left(U_{c}\right)\right|=\max \{|U|-|N(U)|: U \subseteq V(G)\}
$$

Cun-Quan Zhang [Zh90] observed that $\nu(G)=\mu(G)$ and that the problem of finding critical independent set is reducible to the problem of finding critical vertex set. In [Zh90] it is also shown by a rather sophisticated reduction to the linear program that the problem of finding critical vertex set is polynomially solvable. This paper presents a very simple reduction of the weighted version of the problem to the maximum weight independent set problem on bipartite graphs. As a consequence, we obtain a fast algorithm to find critical independent and vertex sets in general graphs.
2. Critical weighted sets. Let $G$ be a undirected graph with nonnegative weights $w(v)$ on its vertices. For any $X \subseteq V$, denote $\rho(X)=w(X)-w(N(X))$, where $w(S)$ is the total weight $\sum_{v \in S} w(v)$ of $S \subseteq V$.

A vertex set $U^{*} \subseteq V(G)$ is critical weighted if $\rho\left(U^{*}\right)=\max \{\rho(U): U \subseteq V(G)\}$. An independent set $I^{*}$ is critical weighted if

$$
\rho\left(I^{*}\right)=\max \{\rho(I): I \text { is an independent set of } G\} .
$$

Obviously, $\rho\left(I^{*}\right) \leq \rho\left(U^{*}\right)$. We claim that $\rho\left(I^{*}\right)=\rho\left(U^{*}\right)$. Indeed, let $U$ be a critical weighted vertex set. Define $I \subseteq U$ to be the set of all isolated vertices of the subgraph induced by $U$. Then, clearly, $I$ is an independent set of $G$. Since $N(U)=U_{1} \cup X$, where $U_{1}=U \backslash I, X=\left(N\left(U_{1}\right) \backslash U_{1}\right) \cup N(I)$, we have

$$
\rho(U)=w\left(U_{1}\right)+w(I)-w\left(U_{1}\right)-w(X) \leq \rho(I) .
$$

It follows that $\rho(U)=\rho(I)$ and $I$ is a critical weighted independent set, of $G$.
Thus, to find a critical weighted independent set, it suffices to find a critical weighted vertex set.

[^37]3. The reduction. Suppose that we have an instance of the problem of finding critical weighted vertex set. Let $\left(x_{v}\right),\left(y_{v}\right)$ be $(0,1)$ vectors whose components are indexed by the vertices of $G$. Consider the following $(0,1)$ programming problem:
\[

$$
\begin{array}{ll}
\max & \sum_{u \in V} w(u) x_{u}-\sum_{v \in V} w(v) y_{v},  \tag{1}\\
\text { s.t. } & y_{v} \geq x_{u}, \quad(u, v) \in E(G), \\
x_{u}, y_{v} \in\{0,1\}, \quad u, v \in V(G) .
\end{array}
$$
\]

We claim that, if $\left(x_{v}^{*}\right),\left(y_{v}^{*}\right)$ is an optimal solution to this problem, then $\left(x_{v}^{*}\right)$ is the incidence vector of a critical weighted vertex set. Indeed, let $X^{*}=\left\{v \in V: x_{v}^{*}=1\right\}$. Observe that $\left(y_{v}^{*}\right)$ is the incidence vector of $N\left(X^{*}\right)$. Now let $\left(x_{v}\right)$ be the incidence vector of some $X \subseteq V$ and let $\left(y_{v}\right)$ be the incidence vector of $N(X)$. Since $\left(x_{v}\right),\left(y_{v}\right)$ is a feasible solution of (1)-(3), it follows that

$$
\rho(X)=\sum_{u \in V} w(u) x_{u}-\sum_{v \in V} w(v) y_{v} \leq \sum_{u \in V} w(u) x_{u}^{*}-\sum_{v \in V} w(v) y_{v}^{*}=\rho\left(X^{*}\right) .
$$

It is easy to see that (1)-(3) is an instance of the selection problem [Ba70], [Rh70]. Finding an optimal solution of (1)-(3) is known to be equivalent to finding a minimum cut in a bipartite network [Ba70], [Rh70], [PQ82]. Hence an optimal solution of (1)(3) can be found in $O\left(|V(G)|^{2}|E(G)|^{1 / 2}\right)$ time [GT88], [CM89]. Furthermore, putting $y_{v}=1-z_{v}, v \in V$, we can rewrite (1)-(3) as follows:

$$
\begin{gathered}
\max \sum_{u \in V} w(u) x_{u}+\sum_{v \in V} w(v) z_{v}+|V(G)|, \\
\text { s.t. } \quad x_{u}+z_{v} \leq 1, \quad(u, v) \in E(G) \\
\quad x_{u}, z_{v} \in\{0,1\}, \quad u, v \in V(G) .
\end{gathered}
$$

The latter is nothing but an instance of the maximum weight independent set problem on bipartite graph $H$ with bipartition $\left(V, V^{\prime}\right)$, where $V^{\prime}$ is a copy of $V$ and for any $u \in V, v^{\prime} \in V^{\prime}$,

$$
\left(u, v^{\prime}\right) \in E(H) \quad \text { if and only if } \quad(u, v) \in E(G)
$$

In the case of unit weights $(w(v) \equiv 1)$, an optimal solution to this can be obtained as a by-product with the $O\left(|V(G)|^{1 / 2}|E(G)|\right)$ algorithm for finding maximum matching in bipartite graphs [PS82, p. 226].
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#### Abstract

This paper examines the class of vertex-colored graphs that can be triangulated without the introduction of edges between vertices of the same color. This is related to a fundamental and long-standing problem for numerical taxonomists, called the Perfect Phylogeny Problem. These problems are known to be polynomially equivalent and NP-complete. This paper presents a dynamic programming algorithm that can be used to determine whether a given vertex-colored graph can be so triangulated and that runs in $O\left((n+m(k-2))^{k+1}\right)$ time, where the graph has $n$ vertices, $m$ edges, and $k$ colors. The corresponding algorithm for the Perfect Phylogeny Problem runs in $O\left(r^{k+1} k^{k+1}+s k^{2}\right)$ time, where $s$ species are defined by $k r$-state characters.
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1. Introduction. We are interested in two problems. The first, which has a purely graph-theoretic statement, is as follows: Given a graph $G=(V, E)$ with a proper vertex coloring, $c: V \rightarrow\{1,2, \ldots, k\}$, we wish to determine whether we can add edges to $G$ so as to make it chordal, without introducing edges between vertices of the same color. A chordal or triangulated graph is a graph that has no induced cycles of length 4 or more. If we can triangulate $G$ in this way, we say that $G$ has a $c$-triangulation, or that $G$ is $c$-triangulatable. We call this the Triangulating Colored Graphs Problem, or TCGP.

The second problem is a fundamental and long-standing problem for numerical taxonomists. This problem, called the Perfect Phylogeny Problem, or PPP, is as follows. A phylogeny is a rooted tree that describes the evolution of a set $S$ of species. The species in $S$ are at the leaves of the tree, and the internal nodes represent ancestral species. In this problem, each species is defined in terms of characters, both the species at the leaves (which represent extant species) and the species at the internal nodes (which represent ancestral species). For example, a character can be binary, such as vertebrate-invertebrate, or it can take several states, such as the character that has a state for each possible number of legs in a species. Thus, the phylogeny is a rooted tree, in which each vertex is labelled with a $k$-vector of character states. When the phylogeny has the property that each state is transited into at most once, so that, for each character state, the nodes having that character state form a subtree, we say that the character set is compatible, and the phylogeny is said to be perfect. The PPP is therefore as follows: Given a set $S$ of $n$ species and a set $C$ of $k$ characters defined on the set $S$, determine whether a perfect phylogeny exists for the species and characters. This is also known as the Character Compatibility Problem. A thorough discussion of the biological setting of this problem can be found in [8].

In 1974, Buneman [5] proved that the PPP reduces in polynomial time to the TCGP. The reduction from the PPP to TCGP describes each input $I$ to the PPP as

[^38]a vertex-colored graph $G_{I}$. The vertices in $G_{I}$ are labelled by the distinct character states in $I$, with vertices corresponding to states of the same character given the same color. If two states share at least one species in common, the corresponding vertices in $G_{I}$ are made adjacent. Thus, the graph $G_{I}$ has the property that it is properly colored by $k$ colors and is edge-covered by $k$-cliques, where $k$ is the number of characters in $I$. Graphs having this property are called partition intersection graphs [14]. Buneman's theorem then says that a perfect phylogeny exists for $I$ if and only if the graph $G_{I}$ can be $c$-triangulated.

Very recently, results have shown TCGP and PPP to be polynomially equivalent [19] and NP-complete [3], [18]. For a long time, the only solutions were for binary (two-state) characters [6], [10], [20] and for two characters at a time [7], [9]. An algorithm for the PPP has been found when the characters are restricted to having at most four states [13]; this algorithm can be used to construct perfect phylogenies from DNA sequences. The TCGP has been solved for three-colored graphs in [12], [11], [4].

For $k>3$, the only result relevant to triangulating $k$-colored graphs is the negative result of Bodlaender, Fellows, and Warnow, who showed that for $k>3$, the class of $k$-colored graphs that can be $c$-triangulated is not finite-state [3]. The significance of this last result is the following: There is a growing body of literature that shows that many NP-hard problems become solvable in linear time when applied to graphs of bounded treewidth, given a suitable tree-decomposition, when the class of graphs is finite-state. One of the results of this paper is that a $c$-triangulatable $k$-colored graph has treewidth bounded by $k-1$; if this class of $c$-triangulatable $k$-colored graphs was finite-state, we would be able to obtain a linear time algorithm to recognize these graphs.

To say that a graph $G=(V, E)$ has treewidth bounded by $k$ (i.e., is a partial $k$-tree) is to assert that a supergraph $G^{\prime}=\left(V, E^{\prime}\right)$ of $G$ exists that is a $k$-tree. We were thus motivated to examine the known results about partial $k$-tree recognition and, in particular, the $O\left(n^{k+2}\right)$ time dynamic programming algorithm of Arnborg, Corneil, and Proskurowski [1] for recognizing partial $k$-trees. However, the recognition of $c$ triangulatable ( $k-1$ )-colored graphs is more difficult than recognizing partial $k$-trees, for the following reason: Each $k$-tree containing at least $k+1$ vertices contains a $(k+1)$-clique; thus, while we may be able to embed the $(k+1)$-colored graph in a properly colored $k$-tree, we will not be able to embed it in a properly colored $k^{\prime}$-tree, for any $k^{\prime}>k$. Contrary to this is the fact that, if a graph $G$ is a partial $k$-tree, it is also a partial $k^{\prime}$-tree, for every $k^{\prime}>k$. Thus, the ability to use a dynamic programming approach for partial $k$-tree recognition is not immediately transferrable to recognizing $c$-triangulatable ( $k-1$ )-colored graphs. Nevertheless, we were able to obtain an $O\left((n+m(k-2))^{k+1}\right)$ algorithm to determine whether a $k$-colored graph with $n$ vertices and $m$ edges can be $c$-triangulated. This algorithm can be used to determine the compatibility of $k r$-state characters on $s$ species in $O\left(r^{k+1} k^{k+1}+s k^{2}\right)$ time. Thus, when we fix the number of colors (characters), TCGP (PPP) is in $P$.
2. Definitions. A graph $G=(V, E)$ is a finite undirected graph without multiple edges or loops. We say that a graph $G=(V, E)$ is connected if every two distinct vertices in $V$ are connected by a path. The maximal subgraphs of $G$ that are connected are called the components of $G$. A vertex separator for $G$ will be a set of vertices $S$ such that $G-S$ is disconnected. A vertex coloring is a function $c: V \rightarrow Z$, where $Z$ is the set of integers. We say that the coloring is proper when $c(v)=c(w)$ implies that $(v, w) \notin E$. The neighbor set $\Gamma(v)$ of a vertex $v$ is the set of all vertices $w$ adjacent to
$v$; that is, $\Gamma(v)=\{w:(v, w) \in E\}$. A clique in a graph is a set of mutually adjacent vertices. A simplicial vertex in a graph is a vertex $v$ such that $\Gamma(v)$ is a clique. The complete graph on $n$ vertices, $K_{n}$, is the graph with $n$ vertices, every two of which are adjacent.

Chordal graphs admit orderings, $v_{1}, v_{2}, \ldots, v_{n}$, on the vertex set such that, for each $i, N_{i}=\Gamma\left(v_{i}\right) \cap\left\{v_{i+1}, v_{i+2}, \ldots, v_{n}\right\}$ is a clique. These orderings are called perfect elimination schemes. A particular class of chordal graphs, called $k$-trees, is characterized by the requirement that $\left|N_{i}\right|=\min \{k, n-i\}$ for each $i$. The class of $k$-trees also has the following recursive definition: The complete graph on $k$ vertices is a $k$-tree; if $G=(V, E)$ is a $k$-tree and $S \subset V$ is a $k$-clique, then the graph formed by adding a new vertex $v$ and attaching it to each vertex in $S$ is also a $k$-tree. Each $k$-tree may be constructed using several different sequences of these operations. The initial set $S \subset V$ is called a basis for the $k$-tree. $G=(V, E)$ is a partial $k$-tree if there exists a graph $G^{\prime}=\left(V, E^{\prime}\right)$ such that $E \subseteq E^{\prime}$ and $G^{\prime}$ is a $k$-tree. This is also expressed by saying that $G$ has treewidth bounded by $k$. Note that, if $\sigma=v_{1}, v_{2}, \ldots, v_{n}$ is a perfect elimination scheme for the $k$-tree $G$, then we can construct $G$ by first making a clique out of the vertices $\left\{v_{n-k+1}, v_{n-k+2}, \ldots, v_{n}\right\}$, repeatedly adding a vertex $v_{i}$, and making it adjacent to every vertex inside some $k$-clique.

It is easy to see that, if a graph $G$ is chordal, then so is every vertex-induced subgraph $G^{\prime}$ of $G$. Thus, if a graph $G$ can be $c$-triangulated, then so can every subgraph $G^{\prime} \subset G$. This is expressed by saying that the property of being $c$-triangulatable is hereditary.

The only nonstandard definition that we will use frequently in this paper is the following: For a graph $G=(V, E)$ and vertex separator $S \subset V$ with $C$ a component of $G-S$, we define $C \cup c l(S)$ to be the graph formed by adding to the subgraph of $G$ induced by $C \cup S$ sufficient edges to make $S$ into a clique. We also say that a graph $G$ is a $k$-partition intersection graph if it is edge-covered by $k$-cliques. We may simply say that it is a partition intersection graph if the constant $k$ is understood.
3. Lemmas and theorems. Let $G$ be a graph with $n$ vertices and proper vertex coloring $c: V \rightarrow\{1,2, \ldots, k+1\}$. We will show how we can determine in $O\left((n+m(k-1))^{k+2}\right)$ time whether $G$ can be $c$-triangulated, so that we will have a polynomial algorithm for the case where the number of colors is fixed. The algorithm is a modification of the partial $k$-tree recognition algorithm of Arnborg, Corneil, and Proskurowski [1], which determines whether an arbitrary graph has an embedding in a $k$-tree (see also [21] for a partial $k$-tree parsing algorithm based upon [1]).

We will now present two results (without proof) from our paper, which form the basis of our dynamic programming algorithm, to motivate the ensuing lemmas and theorems. The proofs of these results will follow in the text.

Let $G=(V, E)$ be a graph properly vertex-colored by c with $k+1$ colors present. Then $G$ can be c-triangulated if and only if there exists a set $S \subset V$ of $k$ vertices such that $G-S$ is separated, and for every component $C$ of $G-S$, the graph $C \cup c l(S)$ can be c-triangulated.

This result appears as Lemma 4.
Let $G=(V, E)$ be a partition intersection graph properly vertex-colored by c with $k+1$ colors present. Let $S \subset V$ be a set of $k$ distinctly colored vertices such that $G-S$ is disconnected and $C$ is a component of $G-S$. We can determine the answer for $C \cup \operatorname{cl}(S)$ (i.e., whether $C \cup c l(S)$ can be $c$-triangulated) simply by examining the answer for every graph $C^{\prime} \cup c l\left(S^{\prime}\right)$, where $S^{\prime}$ is a vertex separator for $G$ consisting of $k$ distinctly colored vertices, and $C^{\prime}$ is a component of $G-S^{\prime}$ with $\left|V\left(C^{\prime} \cup \operatorname{cl}\left(S^{\prime}\right)\right)\right|<$
$|V(C \cup c l(S))|$.
This result appears as Theorem 3.
The dynamic programming algorithm for partition intersection graphs is then obvious: Determine all sets $S$ of $k$ vertices such that $G-S$ is disconnected and determine the answers for each graph $C \cup c l(S)$, where $C$ is a component of $G-S$, using the information computed for the smaller graphs.

However, as our input graphs may not be partition intersection graphs, we begin with the following result.

Lemma 1. Let $G=(V, E)$ be a graph properly colored by coloring c with $k+1$ colors. Then there exists a partition intersection graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ such that the following is true:

- For every separator $S$ of $G^{\prime}$ of $k$ distinctly colored vertices and every component $C$ of $G^{\prime}-S, C \cup S$ has $k+1$ colors present,
- $G$ can be $c$-triangulated if and only if $G^{\prime}$ can be c-triangulated, and
- The number of vertices in $G^{\prime}$ is $n+m(k-1)$, where $n=|V|, m=|E|$.

Proof. For each edge $e=(v, w)$ in $E$, add $k-1$ vertices and sufficient edges so that the $k+1$ vertices together form a $(k+1)$-clique, of distinctly colored vertices. Call the resultant graph $G^{\prime}$. It is clear that $G^{\prime}$ is edge-covered by $(k+1)$-cliques, and hence $G^{\prime}$ is a partition intersection graph. Therefore, for every separator $S$ of $k$ distinctly colored vertices and every component $C$ of $G^{\prime}-S, C \cup S$ has all $k+1$ colors present. $G^{\prime}$ contains $G$ as an induced subgraph, and it is thus easy to see that $G$ can be $c$-triangulated if and only if $G^{\prime}$ can be $c$-triangulated. Finally, each edge in $G$ contributes an additional $k-1$ vertices, so that the last condition holds as well.

Graphs that arise from inputs to the PPP are partition intersection graphs, so that, for every separator $S$ and component $C$ of $G-S, C \cup S$ have all $k+1$ colors present. Therefore, for graphs $G$ that arise from instances to the PPP (using Buneman's reduction in [5]), we need not make any transformation to the graph. Otherwise, we will first construct the partition intersection graph $G^{\prime}$ from $G$ using the construction in Lemma 1 and then apply the dynamic programming algorithm to $G^{\prime}$.

The next lemma shows that, if $G$ can be $c$-triangulated, then, in fact, we can complete $G$ to a $k$-tree, without ever adding edges between vertices of the same color. This allows us to use the powerful theorems about graphs of bounded treewidth to deduce structural information about $G$.

Lemma 2. Let $G$ be a connected vertex-colored graph with vertex coloring c:V$\rightarrow$ $\{1,2, \ldots, k+1\}$, with all $k+1$ colors represented. Then $G$ has a $c$-triangulation if and only if $G$ has a c-triangulation that is a $k$-tree.

Proof. One direction is obvious. Now consider the case where $G$ has a $c$ triangulation. We will prove that $G$ has a $c$-triangulation that is a $k$-tree by induction on $n$ and $k$. The case where $k=1$ implies a two-coloring on the vertices of $G$. It is easy to see that a connected two-colored graph $G$ can be $c$-triangulated if and only if $G$ is acyclic, i.e., is a tree. The set of 1-trees is the set of trees, and so the lemma holds whenever $k=1$.

Let $G$ be a colored $n$-vertex graph, $G^{\prime}$ a $c$-triangulation of $G$, and $c: V \rightarrow$ $\{1,2, \ldots, k+1\}$ the vertex coloring. The base case, in which $n=k+1$, is trivial. Inductively, we will assume the lemma is true for all graphs with fewer than $n$ vertices or with fewer colors represented.

Let $v$ be a simplicial vertex in $G^{\prime}$. We have two cases to consider, depending on
whether $G-\{v\}$ is $k$ - or $(k+1)$-colored.
Case 1. $G-\{v\}$ is $k$-colored. In this case, $v$ is the only vertex in $G$ that is colored $c(v)$, and $G-\{v\}$ has a $c$-triangulation $\left(G^{\prime}-\{v\}\right)$. Therefore, the inductive hypothesis proves that $G-\{v\}$ has a $c$-triangulation $G^{\prime \prime}=\left(V, E^{\prime \prime}\right)$, which is a $(k-1)$ tree. If we attach $v$ to every vertex of $G^{\prime \prime}$, we get a graph $G^{\prime \prime \prime}=\left(V, E^{\prime \prime \prime}\right)$, where $E^{\prime \prime \prime}=E^{\prime \prime} \cup\{(v, w): w \in V\} . G^{\prime \prime \prime}$ is a $k$-tree, as can be seen by placing $v$ at the end of the perfect elimination scheme for $G^{\prime \prime}$, and $G$ is a subgraph of $G^{\prime \prime \prime}$. Thus, $G$ can be $c$-triangulated to a $k$-tree.

Case 2. $G-\{v\}$ is $(k+1)$-colored. The neighbor set of $v$ in $G^{\prime}$ will be $A=$ $\left\{x_{1}, x_{2}, \ldots, x_{r}\right\}$, and, since $v$ is simplicial in $G^{\prime}$, this is an $r$-clique, for some $r \leq k$.

Let $G^{\prime \prime}$ be a $k$-tree c-triangulation of $G^{\prime}-\{v\}$, with perfect elimination scheme $\sigma$. Among the vertices in $A$, let $x$ be the first to appear in $\sigma$. There are two cases to consider, depending on the position for $x$ in the order given by $\sigma$. If $x$ appears in the last $k+1$ positions, in $\sigma$, then we will connect $v$ to each of the vertices in the last $k+1$ positions, which are colored differently from $c(v)$. This produces a $k$-tree, since the last $k+1$ vertices in $\sigma$ are a clique in $G^{\prime \prime}$, and thus exactly $k$ of these vertices are colored differently from $v$. We have attached $v$ to each vertex in a $k$-clique, including $A$. Therefore, we have a $k$-tree supergraph of $G$, which is properly colored by $c$.

On the other hand, if $x$ appears at least $k+2$ positions from the end, then let $B$ denote the set of vertices that are neighbors of $x$ in $G^{\prime \prime}$ and that follow $x$ in the ordering $\sigma$. $B$ will be a $k$-clique, since $G^{\prime \prime}$ is a k-tree, and will include $A-\{x\}$. Consider the graph $G^{\prime \prime \prime}$, which is defined by attaching the vertex $v$ to $x$ and to every vertex in $B$ that is colored differently from $c(v)$. Thus, $G^{\prime \prime \prime}=\left(V, E^{\prime \prime \prime}\right)$, where $E^{\prime \prime \prime}=E\left(G^{\prime \prime}\right) \cup\{(v, y): y \in B, c(y) \neq c(v)\}$. This graph $G^{\prime \prime \prime}$ contains $G$ as a subgraph and is a $k$-tree.

We now observe certain facts about partial $k$-trees.
Lemma 3. If $G$ can be $c$-triangulated to a $k$-tree, then any $k$-clique in $G^{\prime}$ can be a basis for $G^{\prime}$.

Proof. Let $G^{\prime}$ be a $k$-tree $c$-triangulation of $G$ and let $S$ be any $k$-clique in $G^{\prime}$. It is shown in [15] that any $k$-clique of a $k$-tree can be a basis; hence, $S$ can be a basis for $G^{\prime}$.

The following lemma has an uncolored counterpart in [1].
Lemma 4. A given $(k+1)$-colored graph $G$ of size at least $k+2$ can be $c$ triangulated if and only if there is a set $S$ of $k$ distinctly colored vertices such that, for each component $C$ of $G-S$, the graph $C \cup c l(S)$ can be c-triangulated.

Proof. If $G$ can be $c$-triangulated, then, by Lemma 2, there exists a $k$-tree $G^{\prime}$ that is a supergraph of $G$. It is shown in [16] that the minimal vertex-separators of $G^{\prime}$ are $k$-cliques. Let $S$ be one such minimal vertex separator of $G^{\prime}$. Since $G^{\prime}$ is properly colored, $S$ consists of distinctly colored vertices, and, for each component $C$ of $G-S$, $C \cup \operatorname{cl}(S)$ is a subgraph of the partial $k$-tree given by the subgraph of $G^{\prime}$ induced by the vertices of $C \cup S$. Hence, $C \cup c l(S)$ can be $c$-triangulated as well.

Conversely, suppose that there is a set $S$ of $k$ distinctly colored vertices such that, for each component $C$ of $G-S$, the graph $C \cup c l(S)$ can be $c$-triangulated. Let $T_{C}$ be a $c$-triangulation of $C \cup c l(S)$. We can combine these graphs into a $c$-triangulation for all of $G$, since they only intersect on $S$.

We have thus reduced the problem of determining whether the entire $(k+1)$ colored graph $G$ can be $c$-triangulated to looking at graphs of the form $C \cup \operatorname{cl}(S)$, where $S$ is a a vertex separator for $G$ of $k$ vertices, and $C$ is one of the components of $G-S$.

Rose, Tarjan, and Lueker [17] proved the following lemma.
Lemma 5. Let $G$ be a triangulated graph, $\sigma$ a perfect elimination scheme for $G$, and let $a, b$ be vertices in $G$. If there is a path $P$ from a to $b$ in $G$ such that every vertex in $P-\{a, b\}$ comes before $a$ and $b$ in the ordering $\sigma$, then $(a, b)$ is an edge in $G$.

We now prove the following theorem.
Theorem 1. Let $G=(V, E)$ be a $(k+1)$-colored partition intersection graph containing at least $k+2$ vertices, $S_{0}$ a set of $k$ vertices of $G$ that is a separator for $G$, and let $C$ be a component of $G-S_{0}$. Then $C \cup c l\left(S_{0}\right)$ can be $c$-triangulated if and only if there exists a family $\mathcal{F}$ of $k$-trees and a vertex $v \in C$ such that

1. For every $F \in \mathcal{F}$, there exists a vertex $x \in S_{0}$ such that $V(F)=C^{\prime} \cup \operatorname{cl}(S)$ where $S=S_{0} \cup\{v\}-\{x\}, C^{\prime}$ is both a component of $G-S$ and of $C \cup \operatorname{cl}\left(S_{0}\right)-S$,
2. $|V(F)|<\mid V\left(C \cup \operatorname{cl}\left(S_{0}\right) \mid\right.$, for every $F \in \mathcal{F}$,
3. Every two graphs in $\mathcal{F}$ intersect only on $S_{0} \cup\{v\}$, and
4. $G \mid\left(V-S_{0}\right)$ is contained in $\bigcup_{F \in \mathcal{F}} F$.

Proof. It is easy to see that, if these conditions hold, we can combine the $k$-trees in $\mathcal{F}$ into one $k$-tree covering $C \cup \operatorname{cl}\left(S_{0}\right)$, since they only intersect on $S_{0} \cup\{v\}$. Thus, we need only show the converse.

So, suppose that $G_{1}=C \cup c l\left(S_{0}\right)$ can be $c$-triangulated. Let $G^{\prime}$ be a $c$-triangulation of $C \cup c l\left(S_{0}\right)$. By Lemma 3, the $k$-clique $S_{0}$ can be a basis for $G^{\prime}$. Let $v$ be the vertex added to the basis $S_{0}$ in the construction of $G^{\prime}$ and let $S^{\prime}=S_{0} \cup\{v\}$. Thus, there is a perfect elimination scheme for $G^{\prime}$ in which the vertices of $S^{\prime}$ occur at the end. We will show that we can decompose $C \cup \operatorname{cl}\left(S_{0}\right)$ into the union of $k$-trees, $T_{K}$, each of which is based upon a $k$-clique subset $K \subset S^{\prime}$. We will then show that each such $K$ forming the basis of one of these $k$-trees will be a separator for $G$, so that $T_{K}-K$ has components $C_{1}, \ldots, C_{r}$. We can then, in turn, write each $T_{K}$ as the union of possibly smaller $k$-trees, $T_{K}^{i}=T_{K} \mid\left(C_{i} \cup K\right)$. These $k$-trees are the ones of interest.
$G^{\prime}$ is built by adding vertices, one at a time, and making each new vertex adjacent to every vertex in some $k$-clique. We will define $G_{i}$ to be the subgraph of $G^{\prime}$ induced by the vertex set $\left\{v_{i}, v_{i+1}, \ldots, v_{n}\right\}$. Thus, $G_{n-k+1}$ is a $k$-clique, and, to form $G_{i}$, we make vertex $v_{i}$ adjacent to every vertex in some $k$-clique in $G_{i+1}$. We will show that we can assign to each added vertex $v_{i}$ (with $i<n-k$ ) a label $L\left(v_{i}\right)$ the name of a $k$-clique $K \subset S^{\prime}$, so that, for each $K \subset S^{\prime}$, the subgraph $T_{K}=G \mid V_{K}$, where $V_{K}=\{v: L(v)=K$ or $v \in K\}$, is a $k$-tree. We will also show that every edge $e$ in $G \mid\left(V-S^{\prime}\right)$ is in one of these $k$-trees and that the $k$-cliques $K$ forming the basis of the $k$-trees $T_{K}$ are separators of $G$. We will also need to show that the component $C^{\prime}$ of $C \cup \operatorname{cl}\left(S_{0}\right)-L(v)$ containing $v$ is a component of $G-L(v)$. This will prove our assertions.

We first must show how we assign vertices to $k$-clique subsets of $S^{\prime}$. Let $L$ be the assignment function we wish to define for every vertex not in $S^{\prime}$. Suppose that we have constructed the graph $G_{i+1}$, are now adding $v_{i}$ to the graph, and making it adjacent to every vertex in some $k$-clique, $R$. If $R \subset S^{\prime}$, then we set $L\left(v_{i}\right)=R$. Otherwise, the vertices in $R$ will consist of (perhaps) some unlabelled vertices (these will be in $S^{\prime}$ ) and at least one labelled vertex. If all of the labels in $R$ agree, then this is the label that we will assign to $v_{i}$. On the other hand, suppose, for our construction, that when we make $v_{i}$ adjacent to every vertex in the $k$-clique $R$, not all the labels are the same and that this is the first vertex in this construction for which this happens. In this case, for some vertices $v_{j}$ and $v_{k}$ in $R, L\left(v_{j}\right)=X$ and $L\left(v_{k}\right)=Y$, for distinct subsets $X, Y \subset S^{\prime}$. Without loss of generality, we can assume
that $i<j<k$. In constructing $G_{j}$, we made $v_{j}$ adjacent to every vertex in some $k$-clique $C \subset G_{j+1}$. Note that $v_{k} \in C$, since $v_{j}$ and $v_{k}$ are adjacent and $k>j$. Since we were able to set $L\left(v_{j}\right)=X$ unambiguously, this means that either every vertex in $C$ was unlabelled, and thus $X=C$, or that the labelled vertices were all labelled $X$. Since we have assumed that $v_{k}$ was labelled, we can infer that $L\left(v_{k}\right)=X$, and hence $X=Y$. Thus, this assignment of vertices to $k$-clique bases is well defined, and each label denotes a subset $K$ of $S^{\prime}$. It is easy to see that the subgraph $T_{K}=G^{\prime} \mid V_{K}$ (for $V_{K}=\{v: L(v)=K$ or $v \in K\}$ ) is a $k$-tree and that $T_{K}$ is based upon the set $K$.

By our construction of the labelling function, it is also clear that no edge in $G$ has different labels at its endpoints, so that every edge in $G \mid\left(V-S^{\prime}\right)$ is in exactly one $k$-tree, $T_{K}$.

We now show that each $k$-clique $K \subset S^{\prime}$ forming the basis of a $k$-tree in $\mathcal{F}$ is a separator for $C \cup c l\left(S_{0}\right)$ and for $G$. We first show that $K$ is a separator for $C \cup c l\left(S_{0}\right)$. Suppose to the contrary, so that, for some set $K \subset S$ forming the basis of a $k$-tree $T_{K}, C \cup c l\left(S_{0}\right)-K$ is connected. Let $K=S-\{x\}$. We will show that there is no path from $x$ to any vertex in $C \cup \operatorname{cl}\left(S_{0}\right)-K$. Let $\sigma^{\prime}$ be a perfect elimination scheme for $T_{K} \cup\{x\}$. Clearly, we can assume that $x$ is the last vertex in $\sigma^{\prime}$ to occur before the vertices of $K$. Let $a$ be the vertex immediately preceding $x$. If there is a path from $x$ to $a$ in $C \cup c l(S)-K$, then the edge ( $a, x$ ) is in $G$ by Lemma 5. Then, however, $S \cup\{a\}$ is a $(k+2)$-clique, contradicting that $G$ is a partial $k$-tree. The proof can be modified to show that $K$ is a separator for $G$ as well. Hence the $k$-trees $T_{K}^{i}$ each contain fewer vertices than $G$.

We now complete our proof by showing that the components of $C \cup \operatorname{cl}\left(S_{0}\right)-K$ are also components of $G-K$, where $K$ is the basis of a $k$-tree $F \in \mathcal{F}$. Recall that, by our construction, each such basis $K$ is a set $L(a)$ for some $a \in V(F)-K$. So let $C^{\prime}$ be a component of $C \cup c l\left(S_{0}\right)-L(a)$, for some $a \in C$. It is easy to see that $L(a)=S_{0} \cup\{v\}-\{x\}$ is a separator for $C \cup \operatorname{cl}\left(S_{0}\right)$ and that every component $X$ of $C \cup \operatorname{cl}\left(S_{0}\right)-L(a)$, such that $x \notin X$, is also a component of $G-L(a)$. Thus, we will show that $x \notin C^{\prime}$, so that $C^{\prime}$ is a component of $G-L(a)$.

Suppose that $x \in C^{\prime}$. Then $x$ is adjacent to at least one vertex $z$ of $C^{\prime}-\{x\}$. When we labelled the vertex $z$, we labelled it with $L(a)$, implying that $x \in L(a)$, and yet, by our construction, $x \notin L(a)$. Hence, the component $C^{\prime}$ of $C \cup \operatorname{cl}\left(S_{0}\right)-L(a)$ containing $a$ is a component of $G-L(a)$. This completes our proof.

We can now prove the following theorem, which is a colored version of a lemma in [1].

Theorem 2. Let $G=(V, E)$ be a $(k+1)$-colored graph with $|V| \geq k+2$. Let $S_{0}$ be a set of $k$ distinctly vertices in $G$ such that $G-S_{0}$ is separated and let $C$ be a component of $G-S_{0}$. Then $C \cup c l\left(S_{0}\right)$ can be c-triangulated if and only if there exists some vertex $v$ in $C$ and a family of $k$-vertex sets $\mathcal{M}$ such that the following is true:

1. For each $M \in \mathcal{M}, M \subset S_{0} \cup\{v\}$, and $M$ is a separator for $C \cup \operatorname{cl}\left(S_{0}\right)$ and for $G$,
2. For each vertex $x \in S_{0}-\{v\}$, there is a $M_{x} \in \mathcal{M}$ and a component $C_{x}$ of $G-M_{x}$ and of $C \cup \operatorname{cl}\left(S_{0}\right)-M_{x}$ such that $\left|C_{x}\right|<|C|$ and $C_{x} \cup \operatorname{cl}\left(M_{x}\right)$ can be c-triangulated,
3. Every edge in $C$ is in exactly one $C_{x}$, given above.

Proof. $\Rightarrow$ Suppose that $C \cup c l\left(S_{0}\right)$ can be $c$-triangulated and let $G^{\prime}$ be a $c$-triangulation of $C \cup \operatorname{cl}\left(S_{0}\right)$. We can therefore apply Theorem 1 and deduce the existence of a vertex $v \in C$ such that the subgraph of $G^{\prime}$ induced by the vertices of $C \cup c l\left(S_{0}\right)$ can be written as the union of $k$-trees $T_{K}$ based upon $k$-clique subsets $K \subset S^{\prime}=S_{0} \cup\{v\}$.

We will let $\mathcal{M}$ consist of these subsets $K$, which form the bases of the $k$-trees $T_{K}$. Theorem 1 then shows that $\mathcal{M}$ satisfies the conditions above.
$\Leftarrow$ For the converse, if such a family $\mathcal{M}=\left\{M_{i}: i \in I\right\}$ of vertex separators exists, then there exists $v \in C_{0}$ such that the graph $C \cup c l\left(S_{0}\right)$ is contained in the union of $c$-triangulatable graphs of the form $C_{x} \cup \operatorname{cl}(M)$, where each $M \in \mathcal{M}$ is a $k$-vertex subset of $S_{0} \cup\{v\}$ and $C_{x}$ is a component of $G-M$ and a proper subset of $C$. These graphs are $(k+1)$-colored, since $G$ is a ( $k+1$ )-partition intersection graph, and hence can be completed to properly colored $k$-trees $T_{x}$, where $V\left(T_{x}\right)=V\left(C_{x} \cup M\right)$. This family of $k$-trees $\mathcal{F}=\left\{T_{x}: x \in C_{0}-\{v\}\right\}$ satisfies Theorem 1, so that $C \cup \operatorname{cl}\left(S_{0}\right)$ is $c$-triangulatable.

We can now conclude with our final theorem, referred to in the beginning of this section.

Theorem 3. Let $G=(V, E)$ be a $(k+1)$-colored partition intersection graph and let $S \subset V$ be a set of $k$ vertices such that $G-S$ is disconnected and $C$ is a component of $G-S$. Then we can determine whether $C \cup c l(S)$ can be c-triangulated simply by knowing the "answer" for each smaller graph of the form $C^{\prime} \cup c l\left(S^{\prime}\right)$, where $S^{\prime}$ is a vertex separator for $G$ of size $k$ and $C^{\prime}$ is a component of $G-S^{\prime}$.
4. The algorithm. We first modify (if necessary) $G$ using the techniques of Lemma 1 so that the resultant graph $G^{\prime}$ is a partition intersection graph. We can therefore assume that the input graph $G$ is a $(k+1)$-colored partition intersection graph.

The algorithm determines which sets $S$ of $k$ vertices in $G$ are vertex separators, computes all graphs $C \cup c l(S)$ for components $C$ of $G-S$, and orders these graphs $C \cup c l(S)$ by the number of vertices. By performing a dynamic programming algorithm and computing the answers for each such graph in the order given by the number of vertices, we can efficiently compute the answer for all graphs of the form $C \cup \operatorname{cl}(S)$, for $S$ a separator of size $k$ and $C$ a component of $G-S$. This is the basis of our algorithm.

Note that the obvious recursive algorithm will not produce the running time we want, since we would have to determine many times over whether the various graphs $C \cup c l(S)$ are $c$-triangulatable. Here then is the dynamic programming algorithm.

INPUT: A graph $G$, with $n$ vertices, and a proper vertex coloring $c: V \rightarrow$ $\{1,2, \ldots, k+1\}$. We assume that the number of colors present in $G$ is $k+1$ and that $G$ is a partition intersection graph.

OUTPUT: YES or NO.
DATA STRUCTURE: A family $\mathcal{X}=\left\{M_{i}\right\}$ of $k$-element subsets of distinctly colored vertices, which are vertex separators of $G$. For each set $M_{i}$ in $\mathcal{X}$ and for each of the $r_{i}$ components $C_{j}$ of $G-M_{i}$, we denote by $M_{i}^{j}, j=1,2, \ldots, r_{i}$, the subgraph of $G$ induced by $C_{j} \cup M_{i}$ with the addition of edges required to make $M_{i}$ into a clique. Each such $M_{i}^{j}$ can either be $c$-triangulated or not. This will be determined during the algorithm, in the order of increasing size of the $M_{i}^{j}$ 's, and an appropriate answer ("yes" or "no") will be stored for each.

## Algorithm:

for each set $M$ of $k$ distinctly colored vertices in $G$, do
if $M$ is a vertex separator of $G$, then insert $M_{i}=M$ and the corresponding graphs $M_{i}^{j}$ into the data structure

## end-do

sort the graphs $M_{i}^{j}$ by increasing size
\{examine the $M_{i}^{j}$ in turn by order of number of \{vertices, and determine whether each can be $\{c$-triangulated. Any properly colored graph of
$\{k+1$ vertices containing $k+1$ colors can be \{ $c$-triangulated;
if $M_{i}^{j}$ has size $k+1$, set its answer to "yes."
\{We will now apply Theorem 2 to each graph
$\left\{M_{i}^{j}\right.$ and search for a vertex $v \in M_{i}^{j}-M_{i}$
\{and family $\mathcal{M}$ satisfying the conditions of
\{Theorem 2 to determines whether $M_{i}^{j}$ can be \{c-triangulated.\}
for each graph $M_{i}^{j}$ in order of size $h>k+1$, do
for each $v \in M_{i}^{j}-M_{i}$ such that
for all $x \in M_{i}, c(v) \neq c(x)$, do
\{We now check whether for vertex $v$ there is a
\{family $\mathcal{M}$ satisfying the
\{conditions of Theorem 2
examine all sets $M_{m}$ of $k$ distinctly
colored vertices in $M_{i} \cup\{v\}$
which are vertex separators of $G$
for each such $M_{m}$, let $L_{m}$ be the
union of the $M_{m}^{j}$ that can be $c$-triangulated
If the union of the $L_{m}$ (for each $M_{m}$ above) contains $M_{i}^{j}-M_{i}-\{v\}$, then set the answer of $M_{i}^{j}$ to "yes" and exit-do
end-do
if no answer was set for $M_{i}^{j}$,
then set the answer for $M_{i}^{j}$ to "no"
\{Applying Lemma 4 now
if $G$ has a vertex separator $M_{i}$ such that
all $M_{i}^{j}$ graphs have the answer "yes,"
then ( $G$ can be $c$-triangulated)
return (Yes)
else return (No)
end-do
end of algorithm
Essentially, the only difference between this algorithm and the partial $k$-tree recognition algorithm of Arnborg, Corneil, and Proskurowski in [1] is that, for partial $k$-tree recognition, we check all subsets of $k$ vertices and we check only those subsets of $k$ vertices that are distinctly colored.
5. Analysis of running time. The implementation for this algorithm is the same as for the partial $k$-tree recognition algorithm of Arnborg, Corneil, and Proskurowski in [1]; the running time is therefore $O\left(n^{k+2}\right)$. We describe the implementation suggested for [1].

If necessary, we will enlarge the graph $G=(V, E)$ so that it is edge-covered by $(k+1)$-cliques, using the techniques of Lemma 1. This may add $m(k-1)$ vertices to $G$, where $m$ is the number of edges in $G$ and the graph has $k+1$ colors. So let us assume that the input graph $G$ is edge-covered by $(k+1)$-cliques and that $n$ is the number of vertices in $G$.

In the worst case, the algorithm checks all subsets of $k$ distinctly colored vertices, of which there are at most $O\left(n^{k}\right)$. Each of these is checked for being a vertex separator, which takes $O\left(n^{2}\right)$ time. The subgraphs $M_{i}^{j}$ are bucket-sorted according to size; this can be accomplished in time $O\left(n^{k+1}\right)$, and it costs only constant time to check the exit conditions for each $M_{i}^{j}$. Each subgraph $M_{i}^{j}$ has at most $n$ vertices, and we can access the vertex-separators $M_{m}$ in constant time as well. Computing the union of the $L_{m}$ is of the order of the size of $M_{i}^{j}$. Thus, the overall complexity is $O\left(n^{k+2}\right)$.

Note that, if the graph $G$ had not been edge-covered by $(k+1)$-cliques, the transformation from $G$ to $G^{\prime}$ would increase the number of vertices to $n+m(k-1)$. Therefore, for arbitrary graphs containing $n$ vertices, $m$ edges, and $k+1$ colors, the complexity of this algorithm is $O\left((n+m(k-1))^{k+2}\right)$.

An alternative approach to this problem would have modified the algorithm in [1] so that the list would have included all graphs of the form $C \cup c l(S)$, where $S$ is a separator of size up to $k$. This approach avoids having to explicitly enlarge $G$ so that it is a partition intersection graph, but would have involved a somewhat complicated case analysis in the inner loop of the algorithm.
6. Further problems. The similarities between partial $k$-trees and colored graphs that have $c$-triangulations led us to this algorithm. It is interesting to note that it is possible to use this algorithm to find a minimum $c$-triangulation of $G$, by keeping track of the minimum $c$-triangulation of each of the subgraphs, just as the algorithm for partial $k$-tree recognition achieves that for the uncolored case.

There are several more efficient algorithms for partial $k$-tree recognition that, unfortunately, do not carry over to this problem. The best of these is the algorithm of Bodlaender [2], which exploits the fact that partial $k$-trees are finite-state to obtain a running time of $O(n)$ time for each fixed $k$. This approach will not work for the TCGP, because Bodlaender, Fellows, and Warnow [3] showed that the class of $k$-colored triangulatable graphs is not finite-state. As a result, standard techniques to find efficient algorithms for recognizing these graphs will fail. Thus, an interesting open problem is whether there exists an deterministic algorithm to determine whether a given $n$-vertex $k$-colored graph can be $c$-triangulated with running time $O\left(C_{k} p(n, k)\right)$, for some constant $C_{k}$ depending on $k$, and $p(n, k)$ a polynomial in $n$ and $k$.
7. Acknowledgments. The authors are grateful to the referees whose extensive comments led to tremendous improvements in the exposition. Sampath Kannan pointed out the trick (of embedding each graph in a partition intersection graph), which simplified the algorithm, and Martin Vingron helped to clarify the exposition by a careful reading and criticism of the text. The second author thanks Gene Lawler, Simon Tavare, and Michael Waterman.
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# BIPARTITE SUBGRAPHS OF TRIANGLE-FREE GRAPHS* 
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#### Abstract

The authors present a lower bound on the maximum size of a bipartite subgraph of a triangle-free graph that improves a result due to Erdös and Lovász. It also gives a polynomial-time algorithm, while the previous bound was proved by probabilistic methods.


Key words. triangle-free graph, maximum bipartite subgraph, polynomial-time algorithm
AMS subject classification. 68 R 10
Erdös and Lováz (see [6]) proved by probabilistic methods that every triangle-free graph with $m$ edges contains a bipartite subgraph with at least

$$
\frac{1}{2} m+c m^{2 / 3}\left(\frac{\log m}{\log \log m}\right)^{1 / 3}
$$

edges, for some positive constant $c$. We improve their bound to

$$
\frac{1}{2} m+c(m \log m)^{2 / 3}
$$

and show that a bipartite subgraph with at least that many edges can be constructed by a polynomial-time algorithm. Our approach is related to the proof of Erdös and Lovász. For a given triangle-free graph, (i) color the graph by relatively few colors and identify each color class with a single vertex of a weighted complete graph, where an edge weight corresponds to the number of edges between two color classes in $G$; (ii) use a symmetrization argument to establish the existence of a large cut of the complete graph obtained.

We show that both steps can be algorithmized. A suitable coloring can be obtained by successive deletion of "large" independent sets constructed by a method of Shearer, and the symmetrization argument can be turned into a construction by a trick due to [9]. The total complexity of the algorithm is bounded by $O\left(n^{11 / 3} \log ^{-2 / 3} n\right)$. All logarithms are of base $e$.

Lemma 1 (Shearer [13]). Let $G$ be triangle-free graph with $n$ vertices and average degree $d$. Let $f(d)=(d \log d-d+1) /(d-1)^{2}, f(0)=1, f(1)=1 / 2$. Then $G$ contains an independent set of at least $n f(d)$ vertices.

As proved in [13], an independent set $S$ of required size can be obtained by the following procedure. Let $f^{\prime}(d)$ be the derivative of the above function $f$. Find a vertex $u$ (it must exist) satisfying

$$
\left(d_{1}+1\right) f(d) \leq 1+\left(d d_{1}+d-2 d_{1} d_{2}\right) f^{\prime}(d),
$$

where $d_{1}$ and $d_{2}$ denote the degree of $u$ and the average degree of the neighbours of $u$, respectively. Set $S:=S^{\prime} \cup\{u\}$, where $S^{\prime}$ is the independent set constructed

[^39]recursively in the subgraph $G^{\prime}$ after deleting $u$ and the set $N(u)$ of its neighbours from $G$. Clearly, vertex $u$ can be found in $O\left(n^{2}\right)$ time, and hence the complexity of constructing $S$ is $O\left(n^{3}\right)$.

We also use Lemma 1 in a more convenient form: A triangle-free graph $G$ with $n$ vertices and average degree $d \geq 2$ contains an independent set of at least $\frac{3}{4} n(\log d / d)$ vertices.

Lemma 2. A triangle-free graph $G$ with $n \geq 15$ vertices contains an independent set of size at least $\left(\frac{3}{8} n \log n\right)^{1 / 2}$, which can be constructed in $O\left(n^{3}\right)$ time.

Proof. If $G$ contains a vertex $u$ of degree greater or equal to $d^{\prime}:=\left(\frac{3}{8} n \log n\right)^{1 / 2}$, then the neighbours of $u$ form an independent set of the required size. Assume there is no such vertex. Then the average degree $d$ is less than $d^{\prime}$. Assume $d \geq e$. By the corollary of Lemma 1, we have

$$
\alpha(G) \geq \frac{3}{4} n \frac{\log d}{d} \geq \frac{3}{4} n \frac{\log d^{\prime}}{d^{\prime}} \geq \frac{3}{4} n \frac{\left.\frac{1}{2}\left(\log \frac{3}{8}+\log n+\log \log n\right)\right)}{\left(\frac{3}{8} n \log n\right)^{1 / 2}} .
$$

Since $\log \frac{3}{8}+\log \log n>0$ for $n \geq 15$, we have

$$
\alpha(G) \geq \frac{3}{4} n \frac{\frac{1}{2} \log n}{\left(\frac{3}{8} n \log n\right)^{1 / 2}}=\left(\frac{3}{8} n \log n\right)^{1 / 2} .
$$

If $d \leq e$, then

$$
\alpha(G) \geq n f(d) \geq n f(e) \geq\left(\frac{3}{8} n \log n\right)^{1 / 2}
$$

by Lemma 1 and because the function $f(d)$ is decreasing. $\quad$
Theorem 1. The chromatic number $\chi(G)$ of every triangle-free graph $G$ of $n$ vertices and $m$ edges is bounded by

$$
\min \left\{4\left(\frac{n}{\log n}\right)^{1 / 2}, 14 \frac{m^{1 / 3}}{(\log m)^{2 / 3}}\right\}
$$

and proper vertex colorings with that many colors can be found in $O\left(n^{11 / 3} \log ^{-2 / 3} n\right)$ time.

Proof. (i) Define $f(x)=4(x / \log x)^{1 / 2}$. We show that $\chi(G) \leq f(n)$. Since the general induction step below applies only for sufficiently large value of $n$, some initial values should be handled separately. For this purpose, observe a simple bound $\chi(G) \leq$ $\lfloor n / 2\rfloor+1$. (Choose a pair $x, y$ of nonadjacent vertices and color them by the first color. Since $G$ is triangle-free, $G \backslash\{x, y\}$ also contains nonadjacent pair, and so on.) Since $\lfloor n / 2\rfloor+1 \leq f(n)$ for $n \leq 17$, we are done for these values of $n$. Furthermore, we compute that

$$
\lfloor f(n)\rfloor=\left\{\begin{aligned}
9 & \text { for } n=18 \\
10 & \text { for } n=19, \ldots, 24 \\
11 & \text { for } n=25, \ldots, 30
\end{aligned}\right.
$$

For $n=18,24$, and 30 , the graph $G$ contains an independent set of size $\left\lceil\left(\frac{3}{8} n \log n\right)^{1 / 2}\right\rceil=5,6$, and 7 , respectively. Thus the statement is proved for $n \leq 30$. Furthermore, we will proceed by induction on $n$. Let $n>30$ and assume that
the statement is true for all values less than $n$. By Lemma 2, there is an independent set $S$ of size at least $\left(\frac{3}{8} n \log n\right)^{1 / 2}$. Let $G^{\prime}:=G \backslash S$. By the induction hypothesis, $\chi\left(G^{\prime}\right) \leq f\left(n^{\prime}\right)$, where $n^{\prime}$ denotes the number of vertices of $G^{\prime}$. Then $\chi(G) \leq 1+\chi\left(G^{\prime}\right) \leq 1+f\left(n^{\prime}\right)$. We prove $f\left(n^{\prime}\right)+1 \leq f(n)$. By the "mean value theorem," we have $f(n)-f\left(n^{\prime}\right)=\left(n-n^{\prime}\right) f^{\prime}(z)$ for some $z, n^{\prime} \leq z \leq n$. We can check that $f^{\prime}(x)$ is decreasing for $x \geq 6$. Then

$$
\begin{aligned}
f(n)-f\left(n^{\prime}\right) & =\left(n-n^{\prime}\right) f^{\prime}(z) \geq\left(n-n^{\prime}\right) f^{\prime}(n) \\
& \geq\left(\frac{3}{8} n \log n\right)^{1 / 2} 2\left(\frac{n}{\log n}\right)^{-1 / 2} \frac{\log n-1}{\log ^{2} n}=2\left(\frac{3}{8}\right)^{1 / 2} \frac{\log n-1}{\log n}
\end{aligned}
$$

which is greater than 1 for $n>30$. Hence $\chi(G) \leq f(n)$ is proved.
(ii) Define $n^{*}=m^{2 / 3} /(\log m)^{1 / 3}$. If $n \leq n^{*}$, then we can apply (i) as follows:
$\chi(G) \leq 4(n / \log n)^{1 / 2} \leq 4\left(n^{*} / \log n^{*}\right)^{1 / 2} \leq 4\left(\frac{m^{2 / 3}}{(\log m)^{1 / 3}} \cdot \frac{1}{\frac{2}{3} \log m}\right)^{1 / 2} \leq 6 \frac{m^{1 / 3}}{(\log m)^{2 / 3}}$.
Suppose that $n>n^{*}$. We can also eliminate vertices of small degree (either 0 or 1), i.e., assume $m \geq n$. Applying Lemma 1 , we find a sequence $S_{1}, S_{2}, \ldots, S_{k}$ of relatively large independent sets, below:

$$
\left|S_{i}\right| \geq \frac{3}{4}\left|V\left(G_{i-1}\right)\right| \frac{\log \bar{d}\left(G_{i-1}\right)}{\bar{d}\left(G_{i-1}\right)}
$$

where $G_{0}:=G, G_{i}:=G_{i-1} \backslash S_{i}$, and $\bar{d}$ denotes average degree. Putting $n_{i}:=$ $\left|V\left(G_{i-1}\right)\right|$, the procedure stops when $n_{k} \leq n^{*}$. Since

$$
\chi\left(G_{k}\right) \leq 4\left(\frac{n^{*}}{\log n^{*}}\right)^{1 / 2} \leq 6 \frac{m^{1 / 3}}{(\log m)^{2 / 3}}
$$

it is sufficient to prove that $k \leq 6\left(m^{1 / 3} / \log m^{2 / 3}\right)$. Observe that $\bar{d}\left(G_{i}\right) \leq 2 m / n_{i}$, i.e.,

$$
\left|S_{i+1}\right| \geq \frac{3}{4} \frac{n_{i} \log \bar{d}\left(G_{i}\right)}{\bar{d}\left(G_{i}\right)} \geq \frac{3}{4} \cdot \frac{n_{i}^{2}}{2 m} \log \frac{m}{n_{i}}
$$

For $x \in S_{i}$, let $w(x)=\left|S_{i}\right|^{-1}$. Then the number $k$ of colors is equal to $k=$ $\sum w(x)$. The previous observation shows

$$
w(x) \leq \frac{4}{3} \frac{2 j^{2} m}{n^{2} \log \frac{j m}{n}}
$$

for $x \in S_{i}$ when $n_{i-1} \geq n / j$. Thus, for the vertices between $n /(j-1)$ and $n / j$, the total weight is at most

$$
\begin{equation*}
\frac{4}{3}\left(\frac{n}{j-1}-\frac{n}{j}\right)^{2} \cdot \frac{j^{2}}{n} \cdot \frac{m}{n \log \frac{j m}{n}}=\frac{4}{3} \cdot \frac{2 m}{n} \cdot \frac{1}{\log j+\log \frac{m}{n}} \tag{1}
\end{equation*}
$$

Here $j$ was from 2 to $n / n^{*}=n(\log m)^{1 / 3} / m^{2 / 3}:=t$. If $t \leq m / n$, then we delete the first term of the denominator of (1) and obtain

$$
k=\sum w(x) \leq \frac{4}{3} \cdot \frac{m}{n} \cdot \frac{n}{m^{2 / 3}} \frac{(\log m)^{1 / 3}}{\log \frac{m}{n}}=\frac{4}{3} m^{1 / 3} \frac{(\log m)^{1 / 3}}{\log \frac{m}{n}}
$$

Since we assumed $t \leq m / n$, we have $t m / n=(m \log m)^{1 / 3}$, i.e., $m / n>m^{1 / 6}$ and $\log m / n>\frac{1}{6} \log m$. Thus, $k \leq 8 m^{1 / 3} /(\log m)^{2 / 3}$.

If $t \geq m / n$, then $t>m^{1 / 6}$, and $\log t \geq \frac{1}{6} \log m$. Deleting the second term of the denominator in (1), we obtain

$$
k=\sum w(x) \leq \frac{4}{3} \cdot \frac{m}{n} \sum_{j=2}^{t} \frac{1}{\log j}
$$

Note that $\int_{2}^{t}(1 / \log x) d x \leq t / \log t$. Consequently,

$$
k \leq \frac{4 m}{3 n} \cdot \frac{t}{\log t}=\frac{4 m}{3 n} \cdot \frac{n}{m^{2 / 3}} \cdot \frac{(\log m)^{1 / 3}}{\log t}
$$

Since $\log t \geq \frac{1}{6} \log m$, we conclude that $k \leq 8\left(m^{1 / 3} /(\log m)^{2 / 3}\right)$.
The complexity bound $O\left(n^{11 / 3} \log ^{-2 / 3} n\right)$ is obtained, since we must repeat $O\left(m^{1 / 3} \log ^{-2 / 3} m\right)$ times the search for a large independent set, and each search needs $O\left(n^{3}\right)$ time.

Let $K_{r}$ be the complete graph on $r$ vertices and let $w(i, j)$ be a weight of the edge $i j$ for each pair of the vertices $i, j \in\{1, \ldots, r\}$. For $S \subset V, \delta S$ denotes the set of edges between $S$ and $V \backslash S$, and $w(\delta S):=\sum_{e \in \delta S} w(e)$ is the weight of the cut $\delta S$. The maximum cut problem is to find a cut $\delta S$ of maximum weight $w(\delta S)$. Clearly, the maximum bipartite subgraph problem is a special case of the max-cut problem, when all edge weights are 0 or 1 . The maximum bipartite subgraph problem, and hence also the maximum cut problem, are known to be NP-complete (see [8]).

Lemma 3. Let $K_{r}$ be a complete graph, $w$ be an edge-weight function, and $M$ := $\sum w(e)$ be the total sum of edge weights. Then
(i) There exists a cut $\delta S$ whose weight is at least $\left(\frac{1}{2}+1 / 2 r\right) M$,
(ii) We can construct a cut of weight at least $\left(\frac{1}{2}+3 / 7 r\right) M$ in time $O\left(r^{3}\right)$.

Proof. (i) The following probabilistic proof is well known (see, e.g., [5]). Assume that $r=2 k$ (or $r=2 k-1$ ) and consider a random 2-partition of the vertex set into two parts of sizes $k$ (or $k$ and $k-1$ ). The probability that the endvertices of an edge are in distinct classes is $k /(2 k-1)$, which is at least $(r+1) / 2 r$. Hence the solution of the max-cut problem has value at least $M(r+1) / 2 r$.
(ii) An efficient construction is possible by a trick due to Lieberherr and Specker (used in [9] for a related problem of partial 2-satisfiability). The construction needs $O\left(r^{3}\right)$ steps and ensures the lower bound $M$ in the case where $r$ is a power of a prime. Otherwise, we must take some $s>r$, which is a power of a prime, embed $K_{r}$ into $K_{s}$ (so that the weights of new edges are zero), and find a cut of weight at least $M$ in $K_{s}$. By a result of Breusch [1], for every integer $r \geq 48$, there exist a prime $p$ such that $r \leq p \leq \frac{9}{8} r$. Hence there is always some prime power $s$ with $r \leq s \leq \frac{7}{6} r$ (we must check only values $r \leq 47$ ). Hence we proved the bound of (ii). In fact, the gap between consecutive primes $p$ and $p^{\prime}$ is $o(p)$ as $p \rightarrow \infty$. The construction of [9] goes as follows.

A permutation group $\mathcal{G}$ is said to be doubly transitive when, for every quadruple $i \neq i^{\prime}$ and $j \neq j^{\prime}$, there is a permutation $\pi$ such that $\pi(i)=j$ and $\pi\left(i^{\prime}\right)=$ $j^{\prime}$. For example, the full permutation group is doubly transitive, but fortunately there are also much smaller doubly transitive groups. Let $\mathcal{G}$ be a doubly transitive group on $\{1, \ldots, s\}$. Consider the system of 2-partitions $\left(S_{\pi}, V \backslash S_{\pi}\right), \pi \in \mathcal{G}$, where $S_{\pi}=\{\pi(1), \ldots, \pi(\lfloor s / 2\rfloor)\}$, and observe that every edge $i j$ of the graph $G$ is
separated by the same number of partitions ( $S_{\pi}, V \backslash S_{\pi}$ ). Hence, the above probabilistic proof by Erdös can be modified so that only the partitions ( $S_{\pi}, V \backslash S_{\pi}$ ) are considered. Thus, we have $w\left(\delta\left(S_{\pi}\right)\right) \geq M(s+1) / 2 s$ for some $\pi \in \mathcal{G}$. Hence we can check all the partitions $\left(S_{\pi}, V \backslash S_{\pi}\right), \pi \in \mathcal{G}$, and one of them is a required solution. This gives a polynomial-time algorithm, provided that we have a doubly transitive group of polynomial size. A doubly transitive group of size $s(s-1)$ can be obtained from a finite field $G F\left[p^{\alpha}\right], s=p^{\alpha}$ by taking $\mathcal{G}$ as the permutations $i \mapsto i q+r, q$, $r \in G F\left[p^{\alpha}\right], q \neq 0$.

As a consequence of Theorem 1 and Lemma 3(i), we have the following lower bound.

Theorem 2. Let $G$ be a triangle-free graph with $n$ vertices and $m$ edges. Then $G$ contains a bipartite subgraph with at least

$$
\begin{equation*}
\frac{m}{2}+\frac{1}{24}(m \log m)^{2 / 3} \tag{2}
\end{equation*}
$$

edges.
For $m$ large $\left(m>c n^{3 / 2}(\log n)^{1 / 2}\right)$, a better estimate

$$
\begin{equation*}
\frac{m}{2}+\frac{1}{8} m\left(\frac{\log n}{n}\right)^{1 / 2} \tag{3}
\end{equation*}
$$

can be obtained applying the first bound of Theorem 1.
Corllary 1. There is an $O\left(n^{11 / 3} \log ^{-2 / 3} n\right)$ time algorithm that, for a given triangle-free graph with $n$ vertices and $m$ edges, constructs a bipartite subgraph with at least

$$
\frac{m}{2}+\frac{1}{28}(m \log m)^{2 / 3}
$$

or

$$
\frac{m}{2}+\frac{1}{10} m\left(\frac{\log n}{n}\right)^{1 / 2}
$$

edges.
Proof. The algorithm is as follows. We first construct an $r$-coloring of $G$ with $r \leq 12 m^{1 / 3} /(\log m)^{2 / 3}$ in $O\left(n^{11 / 3} \log ^{-2 / 3} n\right)$ time. Then we apply the algorithm of Lemma 3(ii) to find a large cut of the complete graph $K_{r}$, where the weight $w(i j)$ is defined as the number of edges between the color classes $i$ and $j$ in $G$. The construction of the cut requires $O\left(r^{3}\right)=O\left(m / \log ^{2} m\right)$ time, which is less than the time we need to color $G$.

In [7] there are two other lower bounds

$$
\begin{equation*}
\frac{m}{2}+\frac{2 m\left(2 m^{2}-n^{3}\right)}{n^{2}\left(n^{2}-2 m\right)} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{4 m^{2}}{n^{2}} \tag{5}
\end{equation*}
$$

on the size of a maximum bipartite subgraph of a triangle-free graph. Let us compare bounds (2)-(5). Bound (5) is best for $m$ greater than $\frac{1}{6} n^{2}$, (4) is best for $m$ between
$n^{7 / 4}(\log n)^{1 / 4}$ and $\frac{1}{6} n^{2},(3)$ is best for $m$ between $n^{3 / 2}(\log n)^{1 / 2}$ and $n^{7 / 4}(\log n)^{1 / 4}$, and (2) is best for $m$ less than $n^{3 / 2} \log ^{1 / 2} n$.

Proposition 1. Both bounds (4) and (5) can be achieved by a polynomial-time algorithm.

Proof (sketch). In the case of (4), find an edge $u v$ of $G$ that is contained in the maximum number of quadrilaterals (cycles $C_{4}$ ). Set $S_{u}:=N(v)$ and $S_{v}:=N(u)$ (where $N(x)$ denotes the set of the neighbours of $x$ ), and add successively the remaining vertices $x \in V \backslash\left(S_{u} \cup S_{v}\right)$ to one of $S_{u}$ and $S_{v}$, depending on where $x$ has fewer neighbours. The resulting partition $S_{u} \cup S_{v}=V$ induces a bipartite subgraph with at least (4) edges.

The procedure for (5) is even simpler; the required bipartite subgraph is induced by a bipartition ( $N(u), V \backslash N(u)$ ) for a suitable vertex $u \in V$.

Even better bounds are known for some special cases. Bondy and Locke [2] proved that every triangle-free graph with degree at most 3 contains a bipartite subgraph with at least $\frac{4}{5} m$ edges, and the subgraph can be constructed in polynomial time. Locke [10] proved that a $2 k$-regular triangle free graph contains a bipartite graph with $m(k+2) /(2 k+2)$ edges (and a similar bound for $2 k+1$-regular graphs). Some of Locke's estimates have been generalized by Caro and the second author in [3]. Zýka [15] presented a lower bound for 3-regular graphs with large girth.

In the general case, for a connected graph with possible triangles, there is a bipartite subgraph with at least $\frac{1}{2} m+\frac{1}{4}(n-1)$ edges, as proved by Edwards [4]. A polynomial-time algorithm to find such a subgraph has been given in [11] and generalized to the weighted case in [12].

Note added in proof. Recently, Shearer [14] proved that every triangle-free graph with $m$ edges contains a bipartite subgraph with at least $m / 2+\mathrm{cm}^{3 / 4}$ edges. This improves the bound of Corollary 1 when $m$ is less than $n^{2} / \log ^{2} n$. However, it remains an open question whether the improved bound can be attained by a polynomial-time algorithm.
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#### Abstract

The sum of squares of the edge lengths of the tour provided by the spacefilling curve heuristic applied to a random sample of $n$ points from the unit square is proved to be asymptotically equal to a periodic function of the logarithm of the sample size.
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1. Two sources of motivation. Two lines of investigation come together to form the motivation for the present work. The first of these concerns the behavior of the sums of squares of the edge lengths in several classical problems of geometric combinatorial optimization. The second concerns recent progress in the understanding of the behavior of the spacefilling curve heuristic for the traveling salesman problem (TSP).

Sums of squares of edges. This line begins with an empirical discovery of R. Bland. Since we obtain the same minimum spanning tree (MST) for a set of $n$ points $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subset[0,1]^{2}$ whether we assign edge costs $c_{i j}$ that are equal to the Euclidean length $\left\|x_{i}-x_{j}\right\|$ or to the square of the lengths $\left\|x_{i}-x_{j}\right\|^{2}$, we can save some computation time by working with the squared lengths. When Bland used the sum of squared edge lengths as the feature of merit in a study of algorithms for the MST, he found after computing the MST of a number of random samples of different sizes from $[0,1]^{2}$ that the value of the minimum value of the sum of squared edge lengths showed very little dependence on $n$ and little variation between samples. Bland was led to conjecture that there is a constant $C_{\text {MST }}$ such that for the MST of $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ where the $X_{i}$ are independent random variables with the uniform distribution on $[0,1]^{2}$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{e \in \mathrm{MST}}\|e\|^{2}=C_{\mathrm{MST}} \tag{1}
\end{equation*}
$$

with convergence in probability. This conjecture was proved in Aldous and Steele [1].
The method used to prove (1) relied on the possibility of calculating the MST via a greedy algorithm. Still, there are many functionals that are closely related to the MST for which there is no such possibility. Probably the most studied of these is the TSP that asks for the shortest tour through the points $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subset[0,1]^{2}$. We do not know at present whether the analogue to (1) holds for the TSP.

For the worst-case analysis, the state of knowledge for the TSP is more complete. Snyder and Steele [10] showed that there is a universal constant $C_{\text {TSP }}$ such that, for

[^40]any $S=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subset[0,1]^{2}$ and any tour $T$ of $S$ of minimal length, we have
\[

$$
\begin{equation*}
\sum_{e \in T}\|e\|^{2} \leq C_{\mathrm{TSP}} \log n \tag{2}
\end{equation*}
$$

\]

In subsequent analyses, Bern and Epstein [3] showed that the logarithmic term of (2) could not be replaced with a more slowly growing function.

Limit theory for the spacefilling heuristic. The spacefilling curve heuristic rests on the existence of a surjective mapping $\psi:[0,1] \rightarrow[0,1]^{2}$ such that for each $x \in[0,1]^{2}$ we can quickly compute a $t \in[0,1]$ such that $\psi(t)=x$. Formally, given $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\} \subset[0,1]^{2}$, we have a three-step process where we (1) compute a set of points $\left\{t_{1}, t_{2}, \ldots, t_{n}\right\} \subset[0,1]$ such that $\psi\left(t_{i}\right)=x_{i}$ for each $1 \leq i \leq n$, (2) order the $t_{i}$ so that $t_{(1)} \leq t_{(2)} \leq \cdots \leq t_{(n)}$, and, finally, (3) define a permutation $\sigma:[1, n] \rightarrow[1, n]$ by requiring $x_{\sigma(i)}=\psi\left(t_{(i)}\right)$. The path that visits $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ in the order of $x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(n)}$ will be called the spacefilling curve path, and the tour that closes this path by adding the step from $x_{\sigma(n)}$ back to $x_{\sigma(1)}$ will be called the spacefilling curve tour.

Here we will focus on the behavior of the spacefilling curve heuristic in the context of the simplest possible stochastic model, where the points to be toured are modeled by independent random variables $X_{i}, 1 \leq i \leq n$ that are uniformly distributed in $[0,1]^{2}$. In [4], results of Platzman and Bartholdi [8] were refined to show that for a large class of spacefilling curves (SFCs) the length $L_{n}^{\mathrm{SFC}}=L^{\mathrm{SFC}}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ of a spacefilling heuristic tour through $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{E L_{n}^{\mathrm{SFC}}}{\sqrt{n} \varphi\left(\log _{p} n\right)}=1 \tag{3}
\end{equation*}
$$

where $p$ is an integer depending on the geometry of the spacefilling curve and where $\varphi$ is a continuous periodic function of period 1 that is bounded away from zero. This behavior offers a novel contrast to that of the length $L_{n}^{\mathrm{OPT}}=L_{n}^{\mathrm{OPT}}\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ of the shortest tour through the random sample $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$, where the theorem of Beardwood, Halton, and Hammersley [2] declares that for the optimal solution no periodic term is needed; rather, there is simply a constant $\beta>0$ such that for $n \rightarrow \infty$ we have

$$
L_{n}^{\mathrm{OPT}} / \sqrt{n} \rightarrow \beta,
$$

where the convergence takes place in expectation as well as with probability 1.
The purpose of this article is to provide a precise asymptotic understanding of the sum of the squares of the edges of the tour provided by the spacefilling curve heuristic

$$
\begin{equation*}
S_{n}=\sum_{i=1}^{n}\left\|X_{\sigma(i)}-X_{\sigma(i+1)}\right\|^{2}=\sum_{i=1}^{n}\left\|\psi\left(t_{(i)}\right)-\psi\left(t_{(i+1)}\right)\right\|^{2}, \tag{4}
\end{equation*}
$$

where we invoke the convention that

$$
\sigma(n+1) \stackrel{\text { def }}{=} \sigma(1) \quad \text { and } \quad t_{(n+1)} \stackrel{\text { def }}{=} t_{(1)} .
$$

We will establish the possibly surprising fact that for a large class of spacefilling curves the value of this random variable is well approximated by a periodic function of the logarithm of the sample size.
2. Main result. The first three properties described below are found in many classical spacefilling curves, including those of Hilbert [5] and Peano [7]. For these and related curves, the ordinary Lipschitz property and the bimeasure-preserving property are established in Milne [6]. The dilation and translation properties are easily verified by direct consideration of the traditional constructions, and only minor alterations of the usual constructions are needed to obtain curves with the circular Lipschitz property Assumption 4.

Assumption 1 (dilation property). There is an integer $p \geq 2$ such that, for all $0 \leq s, t \leq 1$,

$$
\|\psi(s)-\psi(t)\|=\sqrt{p}\left\|\psi\left(\frac{s}{p}\right)-\psi\left(\frac{t}{p}\right)\right\| .
$$

Assumption 2 (translation property). For $1 \leq i \leq p$, if $(i-1) / p \leq s, t \leq i / p$, then

$$
\|\psi(s)-\psi(t)\|=\|\psi(s+1 / p)-\psi(t+1 / p)\| .
$$

Assumption 3 (bimeasure-preserving property) Given any Borel set $A$ in $[0,1]$, the set $\psi(A)$ is measurable, and

$$
\lambda_{1}(A)=\lambda_{2}(\psi(A)),
$$

where $\lambda_{d}$ is the Lebesgue measure on $\mathbb{R}^{d}$.
Assumption 4 (circular Lipschitz property). There is a constant $c_{\psi}$ such that

$$
\|\psi(s)-\psi(t)\| \leq c_{\psi} \rho(s, t)^{1 / 2}
$$

where $\rho$ is the circular metric on $[0,1]$ given by

$$
\rho(s, t)=\min \{|s-t|, 1-|s-t|\} .
$$

The main result of this article is the following theorem.
Theorem 1. If a heuristic tour is built using a spacefiling curve $\psi$ that satisfies Assumptions 1-4, then there exists a strictly positive continuous function $\varphi$ of period 1 such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{E S_{n}}{\varphi\left(\log _{p} n\right)}=1 \tag{5}
\end{equation*}
$$

where $p$ is the integer of Assumptions 1 and 2.
3. Convergence of expectations. We first recall that a $\psi$ that satisfies Assumption 3 creates a natural correspondence between random variables with the uniform distribution on $[0,1]^{2}$ and $[0,1]$. We safely omit the routine proof.

Lemma 1. Suppose that $X$ is a random variable that is uniformly distributed in $[0,1]^{2}$ and that $\psi:[0,1] \rightarrow[0,1]^{2}$ is a surjection. Let $\psi^{*}$ be a function that, for every $x \in[0,1]^{2}$, selects a preimage of $x$; that is, $\psi^{*}$ satisfies $\psi\left(\psi^{*}(x)\right)=x$. For $t$ defined by $t=\psi^{*}(X)$, we have the fact that $t$ is uniformly distributed in $[0,1]$, provided that the spacefilling curve $\psi$ satisfies the bimeasure preserving Assumption 3.

One key to the analysis of $S_{n}$ is that $E S_{n}$ has a tidy expression in terms of the independent (unordered) $t_{i}$ 's. If $d(s, t)$ is given by

$$
d(s, t)=\left\{\begin{array}{lll}
t-s & \text { if } & 0 \leq s \leq t \leq 1 \\
1-s+t & \text { if } & 0 \leq t \leq s \leq 1
\end{array}\right.
$$

then $d(s, t)$ describes the distance along the circle of unit circumference in the counterclockwise direction from $s$ to $t$, and we can write $S_{n}$ in the symmetrical form

$$
S_{n}=\sum_{i=1}^{n}\left\|\psi\left(t_{i}\right)-\psi\left(\left(t_{i}+\delta_{i}\right) \bmod 1\right)\right\|^{2}
$$

where

$$
\delta_{i}=\min _{t_{j} \in S_{i}} d\left(t_{i}, t_{j}\right)
$$

and $S_{i}=\left\{t_{1}, t_{2}, \ldots, t_{i-1}, t_{i+1}, \ldots, t_{n}\right\}$. Moreover, the variables $\delta_{i}$ and $t_{i}$ are independent, and for each $i$ the variable $\delta_{i}$ has probability density given by

$$
f(t)=(n-1)(1-t)^{n-2} ;
$$

so we can compute

$$
\begin{aligned}
E S_{n} & =E \sum_{i=1}^{n}\left\|\psi\left(t_{i}\right)-\psi\left(\left(t_{i}+\delta_{i}\right) \bmod 1\right)\right\|^{2} \\
& =n E\left\|\psi\left(t_{1}\right)-\psi\left(\left(t_{1}+\delta_{1}\right) \bmod 1\right)\right\|^{2} \\
& =n \int_{0}^{1} \int_{0}^{1}\|\psi(s)-\psi((s+t) \bmod 1)\|^{2}(n-1)(1-t)^{n-2} d s d t
\end{aligned}
$$

Finally, introducing

$$
m(t)=\int_{0}^{1}\|\psi(s)-\psi((s+t) \bmod 1)\|^{2} d s
$$

we end up with the following lemma.
Lemma 2 (key representation). It holds that

$$
\begin{equation*}
E S_{n}=n(n-1) \int_{0}^{1} m(t)(1-t)^{n-2} d t . \tag{6}
\end{equation*}
$$

To use this representation, we must collect some properties of $m(t)$. From the definition of $m(\cdot)$ and the circular Lipschitz property (Assumption 4) of $\psi$, we immediately find a useful pointwise bound.

Lemma 3. For $0 \leq t \leq 1$, we have

$$
m(t) \leq c_{\psi}^{2} \min (t, 1-t)
$$

where $c_{\psi}$ is the Lipschitz constant of Assumption 4.
To get to the deeper properties of $m(t)$, we first set $q=1 / p$ and define a sequence of related functions $\left\{f_{n}\right\}_{n \geq 0}$ on the increasing intervals $\left[0, p^{n} q\right]$ by

$$
f_{0}(t)=\int_{0}^{1-t}\|\psi(s+t)-\psi(s)\|^{2} d s, \quad 0 \leq t \leq q
$$

and

$$
f_{n}(t)=p^{n} f_{0}\left(\frac{t}{p^{n}}\right), \quad 0 \leq t \leq p^{n} q .
$$

We also define a parallel sequence of functions $\left\{g_{n}\right\}_{n \geq 0}$ by

$$
g_{0}(t)=f_{0}(t)+c_{\psi}^{2} t^{2}, \quad 0 \leq t \leq q
$$

and

$$
g_{n}(t)=p^{n} g_{0}\left(\frac{t}{p^{n}}\right), \quad 0 \leq t \leq p^{n} q .
$$

The benefit of introducing $f_{n}$ and $g_{n}$ is that we can show that they share a common limit that offers insight into the behavior of $m(x)$. We first establish a monotonicity relationship.

Lemma 4. There is a function $w(t)$ such that for all $n \geq 0$ we have

$$
\begin{equation*}
f_{n}(t) \leq f_{n+1}(t) \leq w(t) \leq g_{n+1}(t) \leq g_{n}(t), \quad 0 \leq t \leq p^{n} q . \tag{7}
\end{equation*}
$$

Proof. For any $0 \leq x \leq q$, we see from the definition of $m(x)$ that

$$
\begin{equation*}
m(x) \geq \sum_{i=1}^{p} \int_{(i-1) q}^{i q-x}\|\psi(s)-\psi(s+x)\|^{2} d s \tag{8}
\end{equation*}
$$

Next, by the translation Assumption 2, by changing variables, and by the dilation Assumption 1, we obtain

$$
\begin{align*}
\sum_{i=1}^{p} \int_{(i-1) q}^{i q-x}\|\psi(s)-\psi(s+x)\|^{2} d s & =p \int_{0}^{q-x}\|\psi(s)-\psi(s+x)\|^{2} d s \\
& =\int_{0}^{p q-p x}\left\|\psi\left(\frac{s}{p}\right)-\psi\left(\frac{s+p x}{p}\right)\right\|^{2} d s \\
& =\frac{1}{p} \int_{0}^{1-p x}\|\psi(s)-\psi(s+p x)\|^{2} d s  \tag{9}\\
& =\frac{1}{p} m(p x)
\end{align*}
$$

By combining (9) and (8), we find the basic fact that

$$
\begin{equation*}
m(x) \geq \frac{1}{p} m(p x) \tag{10}
\end{equation*}
$$

and from (10) the first inequality of (7) follows immediately.
Turning to the $g_{n}$, we first note by the definition of $g_{0}$ and identity (9) that for $0 \leq x \leq q$ we have

$$
\begin{align*}
g_{0}(x) & =\left\{\sum_{i=1}^{p} \int_{(i-1) q}^{i q-x}\|\psi(s)-\psi(s+x)\|^{2} d s+\sum_{i=1}^{p-1} \int_{i q-x}^{i q}\|\psi(s)-\psi(s+x)\|^{2} d s\right\}+c_{\psi}^{2} x^{2}  \tag{11}\\
& =\frac{1}{p} m(p x)+\sum_{i=1}^{p-1} \int_{i q-x}^{i q}\|\psi(s)-\psi(s+x)\|^{2} d s+\left\{c_{\psi}^{2} p x^{2}-c_{\psi}^{2}(p-1) x^{2}\right\} \\
& =\frac{1}{p} m(p x)+c_{\psi}^{2} p x^{2}+\sum_{1=1}^{p-1}\left\{\int_{i q-x}^{i q}\|\psi(s)-\psi(s+x)\|^{2} d s-c_{\psi} x^{2}\right\} .
\end{align*}
$$

By the Lipschitz property of $\psi$, we have

$$
\int_{i q-x}^{i q}\|\psi(s)-\psi(s+x)\|^{2} d s-c_{\psi}^{2} x^{2} \leq 0
$$

so, after replacing $x$ by $x / p$, we have for $0 \leq x \leq 1$ that $g_{0}(x) \geq p g_{0}(x / p)$, and our inequality for $g_{0}$ immediately yields the last inequality of (7).

Local boundedness and monotonicity of the sequences $f_{n}(x)$ and $g_{n}(x)$ tell us the sequences have pointwise limits. The definition of $g_{n}$ further tells us that

$$
\begin{equation*}
g_{n}(x)-f_{n}(x)=c_{\psi}^{2} x^{2} / p^{n}, \quad 0 \leq x \leq p^{n} q \tag{12}
\end{equation*}
$$

so, in fact, both $f_{n}(x)$ and $g_{n}(x)$ must have the same limit; moreover, if we denote this limit by $w(x)$, then by the first and last inequalities of (7) we have for $0 \leq x \leq p^{n} q$ that

$$
\begin{equation*}
f_{n}(x) \leq w(x) \leq g_{n}(x) \tag{13}
\end{equation*}
$$

completing the proof of Lemma 4.
The next lemma shows how $w(x)$ approximates $m(x)$ and articulates a vital scaling property.

Lemma 5. The function $w$ has the following properties:
(a) $w(t) \leq c_{\psi}^{2} t$ for $0 \leq t \leq 1$,
(b) For $0 \leq t \leq q=1 / p,|m(t)-w(t)| \leq c_{\psi}^{2} t^{2}$,
(c) $w(t)=p w(t / p)$.

Proof. By Lemma 3, we have $m(u) \leq c_{\psi}^{2} u$ for $0 \leq u \leq 1$; so, for $0 \leq x \leq p^{n} q$ we have

$$
\begin{equation*}
f_{n}(x)=p^{n} m\left(x, p^{n}\right) \leq p^{n} c_{\psi}^{2} x / p^{n}=c_{\psi}^{2} x, \tag{14}
\end{equation*}
$$

yielding (a). To show (b), we note that the case where $n=0$ in inequality (7) states that, for $0 \leq x \leq q$,

$$
m(x)=f_{0}(x) \leq m(x) \leq g_{0}(x)
$$

and, by the definition of $g_{0}$, we obtain

$$
|m(x)-w(x)| \leq\left|g_{0}(x)-f_{0}(x)\right|=c_{\psi}^{2} x^{2}, \quad 0 \leq x \leq q
$$

All that remains is to establish (c). By Lemma 4 and the definition of $g_{0}$, we have

$$
\begin{aligned}
w(x / p) & =\lim _{n \rightarrow \infty} p^{n} m\left(\frac{x}{p \cdot p^{n}}\right) \\
& =\lim _{n \rightarrow \infty} \frac{1}{p}\left\{p^{n+1} m\left(\frac{x}{p^{n+1}}\right)\right\} \\
& =w(x) / p
\end{aligned}
$$

completing the proof of the lemma.
Lemma 6 (first Laplace representation). As $n \rightarrow \infty$, we have

$$
\begin{equation*}
E S_{n}=n^{2} \int_{0}^{1} m(t) e^{-n t} d t+O(1 / n) \tag{15}
\end{equation*}
$$

Proof. The difference between $E S_{n}$ and the integral of (15) is bounded by

$$
\int_{0}^{1} m(t)\left|n^{2} e^{-n t}-n(n-1)(1-t)^{n-2}\right| d t
$$

and, by Lemma 3, $m(t)=O(t)$ as $t \rightarrow 0$; so easy estimates give the lemma.
We can modify this last representation slightly to obtain one with the form of a standard Laplace integral. First, we note that

$$
\begin{aligned}
E S_{n} & =n^{2} \int_{0}^{q} e^{-n t} m(t) d t+n^{2} \int_{q}^{1} e^{-n t} m(t) d t+O(1 / n) \\
& =n^{2} \int_{0}^{q} e^{-n t} w(t) d t+O(1 / n)
\end{aligned}
$$

since

$$
\int_{0}^{q} n^{2} e^{-n t}|m(t)-w(t)| d t \leq \int_{0}^{q} n^{2} e^{-n t} c_{\psi}^{2} t^{2} d t=O(1 / n)
$$

and

$$
n^{2} \int_{q}^{1} m(t) e^{-n t} d t \leq n^{2} \int_{q}^{1} c_{\psi}^{2} t e^{-n t} d t \leq c_{\psi} n^{2} e^{-n q}
$$

Moreover, we have

$$
\int_{q}^{\infty} n^{2} w(t) e^{-n t} d t \leq n^{2} \int_{q}^{\infty} c_{\psi}^{2} t e^{-n t} d t=O\left(n^{2} e^{-q n}\right)
$$

so we have proved the following lemma.
Lemma 7 (second Laplace representation). It holds that

$$
E S_{n}=n^{2} \int_{0}^{\infty} w(t) e^{-n t} d t+O(1 / n)
$$

All that remains is to show that the last integral is a periodic function of $\log _{p} n$. If we let $I(n)$ denote the value of the integral, divide the interval $[0, \infty)$ into subintervals [ $p^{k} / n, p^{k+1} / n$ ], where $-\infty<k<\infty$, and let $t=p^{k+u} / n$, then we obtain

$$
\begin{align*}
I(n) & =n^{2} \sum_{k=-\infty}^{\infty} \int_{p^{k} / n}^{p^{k+1} / n} w(t) e^{-n t} d t \\
& =n \sum_{k=-\infty}^{\infty} \int_{0}^{1} w\left(p^{k+u} / n\right) p^{k+u} \exp \left(-p^{k+u}\right) \log p d u . \tag{16}
\end{align*}
$$

Using the key recursion relation of Lemma 5, part (c), we have $w\left(p^{k+u} / n\right)=p^{k} w\left(p^{u} / n\right)$; so

$$
\begin{aligned}
I(n) & =\log p \int_{0}^{1} w\left(p^{u-\log _{p} n}\right) /\left(p^{u-\log _{p} n}\right)\left\{\sum_{k=-\infty}^{\infty} p^{2(k+u)} \exp \left(-p^{k+u}\right)\right\} d u \\
& =\log p \int_{0}^{1}\left\{w\left(p^{u-\log _{p} n}\right) /\left(p^{u-\log _{p} n}\right)\right\} l(u) d u,
\end{aligned}
$$

where $l(u)$ is defined by

$$
l(u)=\sum_{k=-\infty}^{\infty} p^{2(k+u)} \exp \left(-p^{k+u}\right)
$$

Since the defining sum for $l$ converges uniformly on compact subsets of $[0, \infty)$, we see that $l$ is continuous. Furthermore, if we define a function $\varphi$ by

$$
\begin{equation*}
\varphi(x)=\log p \int_{0}^{1}\left\{w\left(p^{-(x-u)}\right) /\left(p^{-(x-u)}\right)\right\} l(u) d u \tag{17}
\end{equation*}
$$

the continuity of $l$, the local boundedness of $w$, and the convolution form of (17) show that $\varphi$ is also continuous. Since $\varphi\left(\log _{p} n\right)=I(n)$, we can write Lemma 7 as

$$
\begin{equation*}
E S_{n}=\varphi\left(\log _{p} n\right)+O(1 / n) \tag{18}
\end{equation*}
$$

and the proof of the theorem is completed once we establish the following lemma.
Lemma 8. The function $\varphi$ is continuous, periodic of period 1 , and bounded away from zero.

Proof. We have already noted the continuity of $\varphi$, and periodicity is immediate from the recursion $w(p u)=p w(u)$ combined with the integral representation (17) of $\varphi$. The integral representation also gives $\varphi(x) \geq 0$ for all $x$.

By compactness, $\varphi$ will be bounded away from zero unless there is an $x_{0}$ such that $\varphi\left(x_{0}\right)=0$. However, for such an $x_{0}$, we would get from (17) that $w\left(p^{-\left(x_{0}-u\right)}\right)=0$ for all $0 \leq u \leq 1$. By the recursion $w(p u)=p w(u)$, we could then conclude that both $\varphi$ and $E S_{n}$ were identically zero. This contradiction establishes that $\varphi(x)$ is bounded away from zero. By (18) and division by $\varphi\left(\log _{p} n\right)$, we find that

$$
\frac{E S_{n}}{\varphi\left(\log _{p} n\right)}=1+O(1 / n)
$$

which is more than we require to complete the proof of the theorem.
4. Beyond expectations. One finds no difficulty in extending Theorem 1 beyond the convergence of expectations to almost sure convergence. The first step is to obtain an understanding of $\operatorname{Var} S_{n}$, and this is easily approached though the use of martingales. For the martingale difference sequence defined by $d_{i}=E\left(S_{n} \mid \mathcal{F}_{i}\right)-$ $E\left(S_{n} \mid \mathcal{F}_{i-1}\right)$ where $\mathcal{F}_{i}=\sigma\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$, we have the representation

$$
S_{n}-E S_{n}=\sum_{i=1}^{n} d_{i}
$$

and, by the orthogonality of the martingale differences, we have

$$
\operatorname{Var} S_{n}=E\left|S_{n}-E S_{n}\right|^{2}=\sum_{i=1}^{n} E d_{i}^{2}
$$

To help estimate $E d_{i}^{2}$, we introduce another collection of random variables $\left\{\tilde{X}_{i}, 1 \leq\right.$ $i \leq n\}$ that are assumed to be independent, uniformly distributed, and independent of the random variables $\left\{X_{i}, 1 \leq i \leq n\right\}$. We then let $S_{n}^{(i)}$ denote the sum of squares
of the edges in the spacefilling heuristic tour of $\left\{X_{1}, X_{2}, \ldots, X_{i-1}, \tilde{X}_{i}, X_{i+1}, \ldots, X_{n}\right\}$ and note by $E\left(S_{n}^{(i)} \mid \mathcal{F}_{i}\right)=E\left(S_{n} \mid \mathcal{F}_{i-1}\right)$ that we have

$$
d_{i}=E\left(S_{n}-S_{n}^{(i)} \mid \mathcal{F}_{i}\right)
$$

The basic observation is that the tours associated with $S_{n}$ and $S_{n}^{(i)}$ differ by at most six edges. Furthermore, if we recall the oriented distance function $d(s, t)$ defined in $\S 3$ and specify integers $j_{1}$ and $j_{2}$ by the relations

$$
d\left(t_{j_{1}}, \tilde{t_{i}}\right)=\min _{j: j \neq i} d\left(t_{j}, \tilde{t_{i}}\right) \quad \text { and } \quad d\left(\tilde{t_{i}}, t_{j_{2}}\right)=\min _{j: j \neq i} d\left(\tilde{t_{i}}, t_{j}\right),
$$

then we obtain the spacefilling tour through $\left\{X_{1}, X_{2}, \ldots, X_{i-1}, \tilde{X}_{i}, X_{i+1}, \ldots, X_{n}\right\}$ by connecting $\tilde{X}_{i}$ into the spacefilling tour through $\left\{X_{1}, X_{2}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{n}\right\}$ by edges to $X_{j_{1}}$ and $X_{j_{2}}$ and removing the edge that connects $X_{j_{1}}$ and $X_{j_{2}}$. We are thus led to

$$
\begin{aligned}
S_{n}^{(i)}= & S\left(X_{1}, X_{2}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{n}\right)+\left\|\psi\left(t_{j_{1}}\right)-\psi\left(\tilde{t_{i}}\right)\right\|^{2} \\
& +\left\|\psi\left(\tilde{t_{i}}\right)-\psi\left(t_{j_{2}}\right)\right\|^{2}-\left\|\psi\left(t_{j_{1}}\right)-\psi\left(t_{j_{2}}\right)\right\|^{2} .
\end{aligned}
$$

Similarly, to build the spacefilling tour through $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ from the tour through $\left\{X_{1}, X_{2}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{n}\right\}$, we find $k_{1}$ and $k_{2}$ such that

$$
d\left(t_{k_{1}}, t_{i}\right)=\min _{k: k \neq i} d\left(t_{k}, t_{i}\right) \quad \text { and } \quad d\left(t_{i}, t_{k_{2}}\right)=\min _{k: k \neq i} d\left(t_{i}, t_{k}\right) ;
$$

from which we obtain

$$
\begin{aligned}
S_{n}= & S\left(X_{1}, X_{2}, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{n}\right)+\left\|\psi\left(t_{k_{1}}\right)-\psi\left(t_{i}\right)\right\|^{2} \\
& +\left\|\psi\left(t_{i}\right)-\psi\left(t_{k_{2}}\right)\right\|^{2}-\left\|\psi\left(t_{k_{1}}\right)-\psi\left(t_{k_{2}}\right)\right\|^{2} .
\end{aligned}
$$

The implied bound on $\left|S_{n}^{(i)}-S_{n}\right|$ is then

$$
\begin{aligned}
\left|S_{n}^{(i)}-S_{n}\right| \leq & \left\|\psi\left(t_{j_{1}}\right)-\psi\left(\tilde{t}_{i}\right)\right\|^{2}+\left\|\psi\left(\tilde{t}_{i}\right)-\psi\left(t_{j_{2}}\right)\right\|^{2} \\
& +\left\|\psi\left(t_{j_{1}}\right)-\psi\left(t_{j_{2}}\right)\right\|^{2}+\left\|\psi\left(t_{k_{1}}\right)-\psi\left(t_{i}\right)\right\|^{2} \\
& +\left\|\psi\left(t_{i}\right)-\psi\left(t_{k_{1}}\right)\right\|^{2}+\left\|\psi\left(t_{k_{1}}\right)-\psi\left(t_{k_{2}}\right)\right\|^{2}
\end{aligned}
$$

from which we find by Assumption 4 that $E\left|d_{i}\right|^{2} \leq E\left|S_{n}-S_{n}^{(i)}\right|^{2}$ is bounded by

$$
\begin{equation*}
6 c_{\psi}^{2} E\left(\rho^{2}\left(t_{j_{1}}, \tilde{t_{i}}\right)+\rho^{2}\left(\tilde{t_{i}}, t_{j_{2}}\right)+\rho^{2}\left(t_{j_{1}}, t_{j_{2}}\right)+\rho^{2}\left(t_{k_{1}}, t_{i}\right)+\rho^{2}\left(t_{i}, t_{k_{2}}\right)+\rho^{2}\left(t_{k_{1}}, t_{k_{2}}\right)\right) . \tag{19}
\end{equation*}
$$

The computation of the expectations in (19) are now routine, given the known distribution of the gaps between $n$ (or $n-1$ ) points chosen on the unit circle. All of these expectations are $O\left(1 / n^{2}\right)$, and hence we have Lemma 9 .

Lemma 9. For $n \rightarrow \infty$, the variance of the sum of squares of edges $S_{n}$ satisfies

$$
\operatorname{Var} S_{n}=O(1 / n)
$$

Now we are ready to prove the almost sure convergence of $S_{n}$.

Theorem 2. We have

$$
\lim _{n \rightarrow \infty} \frac{S_{n}}{\varphi\left(\log _{p} n\right)}=1 \quad \text { a.s. }
$$

Proof. The remaining steps follow a familiar pattern and will just be sketched. First, we consider a subsequence by letting $n_{i}=\left\lceil i \log ^{2} i\right\rceil$. By Chebyshev's inequality, for any $\epsilon>0$, we have

$$
\sum_{i=1}^{\infty} P\left(\left|S_{n_{i}}-E S_{n_{i}}\right|>\epsilon\right) \leq \epsilon^{-2} \sum_{i=2}^{\infty} \operatorname{Var} S_{n_{i}} \leq \epsilon^{-2} \sum_{i=2}^{\infty} i^{-1} \log ^{-2} i<\infty
$$

so, by the easy part of the Borel-Cantelli lemma, for $n \rightarrow \infty$, we have $\left(S_{n_{i}}-E S_{n_{i}}\right) \rightarrow 0$ with probability 1 . To stretch the convergence to the full sequence, we look at the largest difference $V_{i}$ of $S_{n}$ and $S_{n_{i}}$ as $n$ varies through the intervals $\left[n_{i}, n_{i+1}\right.$ ),

$$
V_{i}=\max _{n_{i} \leq n \leq n_{i+1}}\left|S_{n}-S_{n_{i}}\right|
$$

For each $n$ such that $n_{i-1} \leq n \leq n_{i}$, the number of terms that occur in $S_{n}$ and not in $S_{n_{i}}$ or vice versa is at most $O\left(n_{i}-n_{i-1}\right)=O\left(\log ^{2} i\right)$. If $A$ denotes the set of all such terms, then $|A|=O\left(\log ^{4} i\right)$; and, if $L_{i}$ is the largest of these terms, then by Assumption 4 and the classical proof of the fact that the largest gap between $n$ points chosen at random from the circle is sharply concentrated around $n^{-1} \log n$, we can show that $E L_{i}^{2}=O\left(n_{i}^{-2} \log ^{2} n_{i}\right)$. Since $V_{i} \leq|A| L_{i}$, we see $E V_{i}^{2}=O\left(i^{-2} \log ^{10} i\right)$; so, again by the Borel-Cantelli lemma, we see that, for $n \rightarrow \infty$, we have $V_{i} \rightarrow 0$ with probability 1 , which, in turn, completes the proof of the theorem.
5. Concluding remarks. We have established a striking property of the sum of squares of the heuristic tour provided by the spacefilling curve method. Of the questions that remain open, the most natural are perhaps those that seek a more detailed understanding of $\varphi$, the periodic function that figures in Theorem 1. The (centered) supremum norm of $\varphi$ determines the strength of the oscillation of $E S_{n}$, and almost nothing is known about this norm. Simulations offer little insight because of the slow growth of $\log _{p} n$ and the difficulty of estimating $E S_{n}$. Still, calculations given in Platzman and Bartholdi [8] would suggest by analogy that the oscillation due to $\varphi$ is not large, perhaps only a few percent. This reinforces the difficulty of obtaining detailed information about $\varphi$ from simulations.

Another natural question addresses the possibility of obtaining sharp bounds on the tail probabilities $P\left(S_{n} \geq t\right)$. In view of the remarkable work of Rhee and Talagrand [9] on the Gaussian tail bound for the optimal length of the TSP tour length, we are tempted to suggest that $P\left(S_{n} \geq t\right) \leq A \exp \left(-B t^{2}\right)$ for all some $A$ and $B$ and all $t \geq 0$. Some of the structure that Rhee and Talagrand require (like the martingale used in $\S 4)$ is available in for $S_{n}$, but a detailed understanding of $P\left(S_{n} \geq t\right)$ seems to require additional insights, since, in particular, $S_{n}$ may have tails that are much lighter than those of the Gaussian distribution.

Perhaps the most compelling problems suggested by this work concern the behavior of the optimal tours rather than the heuristic cousins. First, if we let $S_{n}^{\mathrm{TSP}}$ denote the sum of the squares of the edges in the (almost surely unique) shortest tour through a random sample of $n$ points chosen from the unit square, do we have

$$
\lim _{n \rightarrow \infty} E S_{n}^{\mathrm{TSP}}=C
$$

for some constant $C$ ?
Finally, there at least one compelling problem concerning the worst-case behavior of the sum of squared edges in an minimal length path. If $S$ is a finite subset of $[0,1]^{2}$ and $\operatorname{TSP}(S)$ denotes a path of minimal length through the points of $S$, we suspect that

$$
M_{n}=\max _{S:|S|=n} \sum_{e \in \operatorname{TSP}(S)}\|e\|^{2}
$$

is asymptotic to $c \log n$ as $n \rightarrow \infty$. By the results cited in the first section, we know $M_{n}=O(\log n)$ and $M_{n}=\Omega(\log n)$, but the present methods offer no serious progress toward a full asymptotic result. The periodicity that has been found for $E S_{n}$ shows that subtleties can emerge, though we need not expect them at every turn.
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#### Abstract

The authors present a construction of binary self-dual codes from Eulerian graphs and establish that the code will be indecomposable if and only if the vertices of degree 2 are not a cutset of the graph. The construction is used to establish that every finite group is isomorphic to the automorphism group of some self-dual code. It is further shown that deciding isomorphism of self-dual codes is at least as difficult as graph isomorphism.
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1. Introduction. There are many constructions of codes from the incidence matrices associated with graphs, designs, and so forth. While in most cases the codes are not especially good, the structure of the combinatorial object allows us to establish results about the corresponding code. For example, the vertex-edge incidence matrix of a connected graph $X$ generates a code of length $|E(X)|$ and dimension $|X|-1$. Nonisomorphic graphs may generate isomorphic codes. However, as a consequence of a famous result of Whitney, the codes of 3-connected graphs are isomorphic if and only if the graphs are. One consequence of this construction of codes is that every finite group is the automorphism group of some linear code. Another consequence is that deciding on the isomorphism of linear codes is at least as difficult as deciding on the isomorphism of graphs. In this paper, we intend to establish similar results for self-dual codes, but first we present a construction of self-dual codes from Eulerian graphs.

Before proceeding with the construction, we introduce some definitions. First, a binary code of length $n$ and dimension $k$ is just a linear subspace of $V^{n}$, the vector space of dimension $n$ over $G F(2)$. A code is said to be self-dual if it is equal to its dual. Of course, this means that the length $n$ is even and that the dimension is $n / 2$. A self-dual code is said to be indecomposable if it is not isomorphic to the direct sum of two shorter self-dual codes.

A connected graph $X$ is Eulerian if all vertices have even degree. If the graph is not connected but each component is Eulerian, our construction still applies. However, the self-dual code constructed in this manner is clearly decomposable.

There is at least one other construction of self-dual codes from graphs: The facevertex incidence matrix of a cubic planar bipartite graph generates a self-dual code [2]. However, the structure of these codes in terms of automorphism groups and others is limited.
2. Eulerian self-dual codes. Let $X$ be an Eulerian graph on $n$ vertices $\left\{x_{1}, \ldots, x_{n}\right\}$ with no isolated vertices. For each edge $e=\left(x_{i}, x_{j}\right)$ of $X$, we intro-

[^41]duce two half edges or flags, denoted by $\left[e, x_{i}\right]$ and $\left[e, x_{j}\right]$. We define the edge-flag incidence matrix of $X$ as follows.

Definition. Let $A=\left[a_{i j}\right]$ be the $|E(X)| \times 2|E(X)|$ binary incidence matrix whose rows are indexed by the edges of $X$ and columns are indexed by the flags (half edges). An edge $e^{\prime}$ is incident with a flag $\left[e, x_{i}\right]$ if $e^{\prime} \neq e$, and $e^{\prime}$ is incident with $x_{i}$.

We henceforth identify the rows of $A$ by the edges of $X$. Note that the weight of any row of $A$ is just the number of 1's in it. We now can prove the following result.

Theorem 2.1. Let $X$ be an Eulerian graph on $n$ vertices and let $A$ be the edge-flag incidence matrix of $X$. Then $A$ is a generator matrix of a binary self-dual code.

Proof. We must prove that the rows of $A$ are orthogonal to each other and that they are linearly independent. Let $A_{e}$ be row of $A$ corresponding to the edge $e=\left(x_{i}, x_{j}\right)$ of $X$; then the weight of $A_{e}$ is equal to $d\left(x_{i}\right)+d\left(x_{j}\right)-2$, which is even. So any row of $A$ is orthogonal to itself. Let $A_{u}$ and $A_{v}$ be two distinct rows of $A$ corresponding to the edges $\left(x_{i}, x_{j}\right)$ and $\left(x_{k}, x_{l}\right)$. If $x_{i}, x_{j}, x_{k}, x_{l}$ are all distinct, then $A_{u}$ and $A_{v}$ have no 1 's in common, and so they are orthogonal. If they share a vertex (say) $x_{i}=x_{k}$, then $A_{u}$ and $A_{v}$ have $d\left(x_{i}\right)-2$ 's in common. Again, since $d\left(x_{i}\right)-2$ is even, this implies the orthogonality of $A_{u}$ and $A_{v}$.

Now we prove that the rows of $A$ are linearly independent. Assume that we can find a subset $B$ of edges of $X$ such that $\sum_{e \in B} A_{e}=0$. Let $x_{i}$ be a vertex of $X$ with degree $d_{i}$; then $x_{i}$ corresponds to $d_{i}$ flags (half edges) and thus $d_{i}$ columns of $A$. The nonzero entries in these columns of $A$ occur in the rows that correspond to the edges of $X$ incident with the vertex $x_{i}$. This $d_{i} \times d_{i}$ submatrix of the matrix $A$ is just $J_{d_{i}}-I_{d_{i}}$, where $J$ denotes all-1's matrix, $I$ denotes the identity matrix, and the subscripts indicate the dimension. Since this submatrix has full rank, there can be no edges in $B$ incident with $x_{i}$, and thus $B$ must be empty. We deduce that any nonempty subset of the set of rows of $A$ is linearly independent, and thus $A$ has full rank. Therefore $A$ is a generator matrix of a self-dual code of length $2|E(X)|$.

Let $X$ be an Eulerian graph and let $\mathcal{C}$ the corresponding self-dual code. Each codeword of $\mathcal{C}$ corresponds to an edge-induced subgraph of $X$. Let $u$ be an element of $\mathcal{C}$ and let $U$ be the corresponding subgraph of $X$. Let $x$ be a vertex in $U$. By $d_{U}(x)$, we denote the degree of $x$ in the subgraph $U$. As we noted in the proof of Theorem 2.1, each vertex $x_{i} \in X$ corresponds to $d\left(x_{i}\right)$ columns of $A$ and thus $d\left(x_{i}\right)$ coordinate places of any codeword $u$. Let $u(x)$ denote the coordinate places corresponding to the vertex $x \in X$. Then we have that the number of nonzero entries in $u(x)$ is $d_{U}(x)$ or $d(x)-d_{U}(x)$, depending on whether $d_{U}(x)$ is even or odd, respectively. To see this, observe that the sum of $k$ rows of $J_{d_{i}}-I_{d_{i}}$ has weight $k$ if $k$ is even and if weight $d_{i}-k$ if $k$ is odd. Obviously, the weight of $u$ is just the sum of the weights of the $u(x), x \in V(U)$, and these weights are always positive. Using the above explanation and Theorem 2.1, we can prove the following theorem.

TheOrem 2.2. Every finite group is isomorphic to the automorphism group of some binary self dual code.

Proof. Let $X$ be a 4-regular graph of girth 7 on $n$ vertices and let $A$ be the edge-flag incidence matrix of $X$. By Theorem 2.1, we know that the row space of $A$ is a self-dual code $\mathcal{C}$ of length $4 n$. It is relatively easy to show that any finite group occurs as the automorphism group of an 4-regular graph of girth 7 (e.g., see [5]). If we prove that the automorphism group of $\mathcal{C}$ is isomorphic to the automorphism group of $X$, we are done. To prove this fact, first we prove that $\mathcal{C}$ has no element of weight 6 other than the rows of $A$.

Each vertex of $X$ has degree 4, so the weight of each row of $A$ is 6 . Since the
rows of $A$ are linearly independent, then there is a one-to-one correspondence between edge-induced subgraphs of $X$ and the elements of $\mathcal{C}$, namely,

$$
U \subset X \longleftrightarrow \sum_{e \in E(U)} A_{e}
$$

(where $A_{e}$ is the row of $A$ corresponding to the edge $e \in U$ and where the summation is modulo 2).

Let $u$ be an element of $\mathcal{C}$ and let $U$ be the corresponding subgraph of $X$. Let $x$ be a vertex in $U$. By $d_{U}(x)$, we denote the degree of $x$ in the subgraph $U$. We assume that $U$ is not an edge, so it has at least two edges and hence at least three vertices. If the number of vertices of $U$ is less than 7, then $U$ is a forest, and hence it has at least two vertices of degree 1 . Since the vertices of degree 1 contribute 3 to the weight of $u$, the weight of $u$ is strictly greater than 6 . If $U$ has at least 7 vertices, then the weight of $u$ is at least 7 , since the contribution of each vertex is positive. Thus the only elements of weight 6 are the codewords corresponding to the edges of $X$.

Since the only codewords of weight 6 are the rows of $A$, any permutation of the columns of $A$ is an automorphism of $\mathcal{C}$ if and only if it induces a permutation of the rows of $A$ (i.e., the edges of $X$ ) and thus is an automorphism of $X$. This proves our theorem.

We mentioned that, if the graph is not connected but each component is Eulerian, then our construction would give a decomposable self-dual code. We next characterize graphs that give indecomposable codes. In particular, we prove that the code we obtain with this construction is indecomposable if and only if the graph does not contain a set vertices of degree 2 that is a cutset. Obviously, if the graph is not connected, then the empty set is such a cutset, and thus it is sufficient to prove this for Eulerian graphs.

To prove this result, we first note that codewords corresponding to the edges of the graph are minimal. Let $\operatorname{Sup}(u)=\left\{i \mid u_{i}=1\right\}$ denote the support of a codeword $u$; then $u \in \mathcal{C}$ is minimal if there is no nonzero codeword in $\mathcal{C}$ whose support is a proper subset of $\operatorname{Sup}(u)$. Since each codeword corresponds to a subgraph and each vertex of positive degree in this subgraph contributes to the support, if $\operatorname{Sup}(w) \subset \operatorname{Sup}(u)$ for $u, w \in \mathcal{C}$, then $V(W) \subset V(U)$, where $W, U$ are the subgraphs corresponding to $w, u$ and $V(W), V(U)$ are the vertex sets of these edge-induced subgraphs. In particular, this means that, assuming there are no multiple edges, the words corresponding to edges are always minimal.

Theorem 2.3. Let $X$ be an Eulerian graph and let $\mathcal{C}$ the self-dual code constructed from it; then $\mathcal{C}$ is indecomposable if and only if no subset of vertices of degree 2 in $X$ is a cutset.

Proof. Let $X$ be an Eulerian graph and let $A$ the corresponding edge-flag incidence matrix as constructed above; let $\mathcal{C}$ be the self-dual code having $A$ as its generator matrix. Since the rows of $A$ are minimal codewords, the code $\mathcal{C}$ is decomposable if and only if the matrix $A$ is, that is, if and only if $A$ is equivalent to

$$
\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right)
$$

Note that, since the rows of $A$ are independent and mutually orthogonal, both $A_{1}$ and $A_{2}$ generate self-dual codes.

For any vertex $x \in X$ having degree $\mathrm{d}(x)>2$, the corresponding $d(x)$ columns in $A$ must all be contained in the same part. On the other hand, the two columns of


Fig. 1. Graphs that produce isomorphic codes.
$A$ corresponding to a vertex of degree 2 in $X$ can be in different parts, as they have only one nonzero entry. If a set of vertices of degree 2 is a (minimal) cutset in $X$, then this induces a decomposition of the matrix $A$. Conversely, any decomposition of $A$ can only split sets of columns corresponding to vertices of degree 2 , and thus these vertices must form a cutset in $X$.
3. Isomorphism of Eulerian self-dual codes. While isomorphic Eulerian graphs produce isomorphic self-dual codes with the above construction, the converse is not true in general. However, we show that it is true for a class of graphs that are isomorphism complete, that is, equivalent to the graph isomorphism problem.

In Fig. 1, we give two Eulerian graphs that give isomorphic self-dual codes. The codes are decomposable. An indecomposable self-dual code of length 20 can be constructed from both $K_{5}$, the complete graph on five vertices, and the graph on six vertices in Fig. 2. Consider the code constructed from $K_{5}$; it has exactly five disjoint codewords of weight 4 corresponding to the five subgraphs $K_{4}$. Figure 2 has four words of weight 4 that correspond to edges and one subgraph $K_{4}$ that gives the fifth word of weight 4 . Since there is only one such indecomposable code of length 20 , which is called $M_{20}$ in [4], we conclude that they are isomorphic. We give the generator matrix constructed from $K_{5}$ in Fig. 3.


Fig. 2. Graph on ten edges.
We now consider the isomorphism problem for self-dual codes, which is as follows: Given two self-dual codes of length $n$, is there a permutation matrix that maps one subspace to the other? If we represent the code by an explicit list of all codewords, then the isomorphism question is equivalent to graph isomorphism. However, linear codes are usually represented by a generator matrix (or basis), which is logarithmic in the size of the code. Next, we intend to establish that the isomorphism problem for graphs reduces to the isomorphism problem for self-dual codes.

There are various classes of graphs that are known to be isomorphism complete: regular graphs, Eulerian graphs, regular bipartite graphs, and so forth [1]. We claim, in fact, that the following result can be easily proved using the same techniques.

Lemma 3.1. Regular Eulerian bipartite graphs of degree $r$ containing no subgraph isomorphic to the complete bipartite graph $K_{r-1, r-1}$ are isomorphism complete.

We now show that two graphs from this class are isomorphic if and only if the corresponding self-dual codes are; thus, deciding graph isomorphism reduces to deciding isomorphism of self-dual codes.


Fig. 3. Self-dual code from $K_{5}$.
Theorem 3.2. Let $X$ and $X^{*}$ be two regular Eulerian bipartite graphs of degree $r$ having no sub- $K_{r-1, r-1}$ and let $\mathcal{C}$ and $\mathcal{C}^{*}$ be the corresponding self-dual codes constructed from them as above. Then these graphs are isomorphic if and only if the self-dual codes are.

Proof. Let $X$ be a regular bipartite graph of degree $r$, where $r$ is even, and assume that it does not contain a sub- $K_{r-1, r-1}$. Let $\mathcal{C}$ be the corresponding self-dual code. We intend to show that the only codewords in $\mathcal{C}$ of weight $2 r-2$ are those corresponding to edges in $X$. First, note that $2 r-2 \equiv 2(\bmod 4)$, since $r$ is even. If $U$ is an edge-induced subgraph of $X$ whose vertex degrees are all even, then the corresponding codeword $u$ has weight $w t(u) \equiv 0(\bmod 4)$. To see this, recall that $w t(u)$ is just the sum of the degrees in this case; however, a bipartite graph with all vertex degrees even has an even number of edges, and hence the sum of the degrees is divisible by 4 .

Now consider subgraphs $U$ having $2 k$ odd vertices, $k \geq 1$. We assume that the vertices of odd degree are $\left\{x_{1}, x_{2}, \ldots, x_{2 k}\right\}$. If $u$ is the corresponding codeword, then

$$
w t(u)=\sum_{i=1}^{2 k} r-d_{U}\left(x_{i}\right)+\sum_{i=2 k+1}^{n} d_{U}\left(x_{i}\right) .
$$

We wish to minimize this expression over all subgraphs $U \subset X$ having at least two edges and least two vertices of odd degree. Assume that we have $2 k=k_{1}+k_{2}$ vertices of odd degree with $k_{1}$ in one part and $k_{2}$ vertices in the other. The subgraph that minimizes $w t(u)$ has as many edges as possible between vertices of odd degree. In this case, we always obtain

$$
w t(u) \geq 2 k r-2 k_{1} k_{2}
$$

which is minimal when $k_{1}=k_{2}=k$. On the interval ( $1, r-1$ ), the expression $2 k r-2 k^{2}$ has its minimum values at the endpoints, and thus

$$
w t(u)>2 r-2
$$

for these values of $k$ as well as for $k \geq r$. For $k=r-1$, we have assumed that no sub- $K_{r-1, r-1}$ exists, so some of the vertices of odd degree must be adjacent to vertices of even degree, and thus again $w t(u)>2 r-2$. For the last case where $k=1$, the minimum occurs when $U$ is a path of length 2 and again $w t(u)>2 r-2$.
4. Final comments. The results of the previous sections lead to several interesting questions. First, is there a reasonable characterization of classes of Eulerian graphs whose corresponding self-dual codes are unique to within isomorphism? For graphical codes, we have that connectivity is the key issue. In particular, graphical codes is isomorphic if and only if the corresponding graphs are 2 -isomorphic. In the case of 3 -connected graphs, 2 -isomorphism reduces to just isomorphism.

Second, is deciding isomorphism of self-dual codes isomorphism complete? Of course, this remains unsolved even for binary linear codes in general. We remark that isomorphism of binary linear codes reduces to isomorphism of permutation groups (given a list of generators). Isomorphism of permutation groups is known to be in NP as well as the complexity class CoAM. This latter fact implies that the problem is not NP-complete unless the polynomial time hierarchy of complexity classes collapses (it is conjectured not to).

Finally, let us comment on the minimum distance. It was shown [3] that a selfdual code with minimum distance 4 cannot have trivial automorphism group. So, to construct a self-dual code with any automorphism group, we should have distance at least 6 , as we had in this paper.
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# CLIQUE GRAPHS OF CHORDAL AND PATH GRAPHS* 
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#### Abstract

Clique graphs of chordal and path graphs are characterized. A special class of graphs named expanded trees is discussed. It consists of a subclass of disk-Helly graphs. It is shown that the clique graph of every chordal (hence path) graph is an expanded tree. In addition, every expanded tree is the clique graph of some path (hence chordal) graph. Different characterizations of expanded trees are described, leading to a polynomial time algorithm for recognizing them.
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1. Introduction. We examine clique graphs of chordal graphs. Bandelt and Prisner [2] proved that they are disk-Helly. Chen and Lih [4] and, independently, Bandelt and Prisner [2] showed that the second iterated clique graph of a chordal graph is again chordal. Here it is shown that clique graphs of chordal graphs correspond to a class, named expanded trees, in the sense that the clique graph of a chordal graph is always an expanded tree and that every expanded tree is the clique graph of some chordal graph. In addition, the class of clique graphs of (undirected) path graphs is no more restricted than that of chordal graphs. Every expanded tree is also the clique graph of some path graph. Expanded trees are characterized, and a polynomial time recognition algorithm is described.

Expanded trees are closely related to dismantlable graphs. The latter were examined by Bandelt and Prisner [2], Prisner [9], and Nowakovski and Winkler [8]. Disk-Helly graphs are a subclass of dismantlable graphs and can be recognized in polynomial time, according to an algorithm by Bandelt and Pesch [1]. See also Nowakovski and Rival [7] and Quilliot [10].
$G$ denotes a simple undirected graph, $V(G)$ and $E(G)$ are its vertex and edge sets, respectively, $n=|V(G)|$ and $m=|E(G)| . N(v)$ is the set of vertices adjacent to $v \in V(G)$, while $N[v]=N(v) \cup\{v\}$. The vertex $v \in V(G)$ is dominated by $w \in V(G)$ in $G$ when $v, w$ are distinct and $N[v] \subset N[w]$. A clique is a subset of vertices inducing a complete subgraph in $G$. Let $F$ be a family of subsets of some set. The intersection graph of $F$ is a graph whose vertices are associated with the subsets of $F$, two vertices being adjacent if the corresponding pair of subsets intersect. The clique graph $K(G)$ of $G$ is the intersection graph of the maximal cliques of $G$. A chordal graph $G$ is the intersection graph of subtrees of a tree $T$. The subtree of $T$ corresponding to a vertex $v \in V(G)$ is called representative subtree of $v$ and denoted by $T(v)$. The tree $T$, together with the representative subtrees, forms a tree representation of $G$. A minimal representation is a tree representation such that $|V(T)|$ is the least possible. Gavril [5] and Buneman [3] showed that a minimal representation is precisely one in which each vertex of $T$ corresponds to a maximal clique of $G$. In addition, for each

[^42]$v \in V(G)$, the subtree $T(v)$ is formed exactly by the vertices of $T$ corresponding to those maximal cliques of $G$ that contain $v$. A path graph is the intersection graph of paths of a tree. Monma and Wei [6] characterized path graphs and variations of this class in terms of their minimal representations.

Let $F$ be a family of subsets $S_{i}$ of some set. $F$ satisfies the Helly property when every subfamily $F^{\prime}$ of $F$ in which $S_{i} \bigcap S_{j} \neq \emptyset$, for all pairs $S_{i}, S_{j} \in F^{\prime}$, is such that $\bigcap_{S_{i} \in F^{\prime}} S_{i} \neq \emptyset$. Finally, $G$ is a dismantlable graph if there exists a sequence $v_{1}, \ldots, v_{n}$ of its vertices such that, for $i<n, v_{i}$ is dominated in $G-\left\{v_{1}, \ldots, v_{i-1}\right\}$. If, additionally, the maximal cliques of $G$ satisfy the Helly property, then $G$ is disk-Helly.
2. Expanded trees. $G$ is an expanded tree when it admits a spanning tree $T(G)$, such that, for each edge $(v, w) \in E(G)$, the vertices of the $v-w$ path in $T$ form a clique in $G$. In this case, $T(G)$ is a canonical tree of $G$.

Theorem 2.1. The following are equivalent.
(i) $G$ is the clique graph of some connected chordal graph $H$.
(ii) $G$ admits a spanning tree $T$, such that, for each $v \in V(G), N_{G}[v] \cap T$ is a (connected) subtree of $T$.
(iii) $G$ is an expanded tree.

Proof. (i) $\Rightarrow$ (ii) Let $H$ be a chordal graph, $T$ a minimal representation of it, and $G=K(H)$. Let $G^{\prime}$ be the graph obtained from $T$ by adding exactly the edges that transform each representative subtree $T(w)$ into a $|T(w)|$-clique. $V(G) \simeq V\left(G^{\prime}\right)$. Let $M_{1}, M_{2}$ be two maximal cliques of $H$ and let $v_{1}, v_{2}$ and $v_{1}^{\prime}, v_{2}^{\prime}$ be their corresponding vertices in $G$ and $G^{\prime}$, respectively. Suppose that $\left(v_{1}, v_{2}\right) \in E(G)$. Then there exists $w \in V(H)$ such that $w \in M_{1} \cap M_{2}$. In consequence, the subtree $T(w)$ of the minimal representation of $H$ contains $v_{1}^{\prime}, v_{2}^{\prime} \in V\left(G^{\prime}\right)$. Hence $\left(v_{1}^{\prime}, v_{2}^{\prime}\right) \in E\left(G^{\prime}\right)$. Conversely, if $\left(v_{1}^{\prime}, v_{2}^{\prime}\right) \in E\left(G^{\prime}\right)$, then there is a representative subtree $T(w)$ containing $v_{1}^{\prime}, v_{2}^{\prime}$. That is, $w \in M_{1} \cap M_{2}$, and, consequently, $\left(v_{1}, v_{2}\right) \in E(G)$. Hence $G \simeq G^{\prime}$, and $T$ is a spanning tree of $G$. For any $v \in V(G)$, each $u \in N_{G}[v]$ corresponds to a subtree of $T$ containing $v$. Hence $N_{G}[v] \cap T$ is connected.
(ii) $\Rightarrow$ (iii) It suffices to show that $T$ is a canonical tree of $G$. Let $(v, w) \in E(G)$ and let $v=v_{0}, \ldots, v_{r}=w$ be the $v-w$ path in $T$. Suppose by induction that $\left\{v_{0}, \ldots, v_{r-1}\right\}$ is a clique of $G, r>1$. Since $v$ and $w$ are adjacent and $N_{G}[v] \cap T$ is connected, it follows that $v_{0}, \ldots, v_{r-1}$ are all adjacent to $w$. Consequently, $\left\{v_{0}, \ldots, v_{r}\right\}$ is a clique of $G$; that is, $G$ is an expanded tree.
(iii) $\Rightarrow$ (i) Given an expanded tree $G$, we construct a connected chordal graph $H$ such that $G=K(H)$. Let $M$ be the set of maximal cliques of $G$. Define $H$ as the intersection graph of the elements of $M \cup V(G)$. Denote by $T$ a canonical tree of $G$. We show that each maximal clique $C \in M$ of $G$ induces a subtree in $T$, which implies that $H$ is the intersection graph of subtrees of a tree. Let $v, z$ be two vertices of $C$ and let $P$ be the $v-z$ path in $T$. For each vertex $w$ of $C$, the paths $w-v$ and $w-z$ cover $P$. Since $(w, v)$ and $(w, z)$ are edges of the expanded tree $G$, it follows that $w$ is adjacent to every vertex of $P$. By maximality of $C$, each vertex of $P$ belongs to $C$. Hence $C \cap T$ is a subtree of $T$, and, consequently, $H$ is a chordal graph. It remains to show that $G=K(H)$. Clearly, each vertex $v$ of $T$ corresponds to a maximal clique of $H$, namely, that formed by the maximal cliques of $G$ that contain $v$ and by $v$ itself. That is, $V(G) \simeq V(K(H))$. Let $C_{1}, C_{2}$ be two maximal cliques of $H$ and let $v_{1}, v_{2}$ be their corresponding vertices in $G$. If $C_{1} \cap C_{2} \neq \emptyset$, then there is a maximal clique $C$ of $G$ such that $C \in V(H)$ is contained in $C_{1} \cap C_{2}$. In other words, $v_{1}, v_{2}$ are vertices of $G$ belonging to the same clique $C$. That is, $\left(v_{1}, v_{2}\right) \in E(G)$. Conversely, if $C_{1} \cap C_{2}=\emptyset$, then there is no maximal clique $C \in V(H)$ of $G$ containing both $v_{1}, v_{2} \in V(G)$. That
is, $\left(v_{1}, v_{2}\right) \notin E(G)$, and, consequently, $G=K(H)$.
Corollary 2.2. $G$ is an expanded tree if and only if it is the clique graph of some connected path graph.

Proof. Let $G$ be an expanded tree. Construct a path graph $H$ such that $G=$ $K(H)$. By Theorem 1, there exists a chordal graph $F$ such that $G=K(F)$. Let $T$ be a minimal representation of $F$. Substitute each representative subtree (of a vertex of $F$ ) with the collection of all paths between its leaves. The intersection graph of all those paths is a path graph $H$ with minimal tree representation $T$ and such that $K(H)=K(F)$. The converse is clear.


Fig. 1
Note the following relation between expanded trees and disk-Helly graphs. The clique graph of every chordal graph is disk-Helly [2]. Hence expanded trees are also disk-Helly, by Theorem 1. The inclusion is proper, as the graph of Fig. 1 is disk-Helly and not an expanded tree.
3. Recognition of expanded trees. A sequence $S_{k}$ of vertices $v_{1}, \ldots, v_{k}, k \leq n$ of a graph $G$ is canonical when, for each $1 \leq i \leq k$, either $i=n$ or $v_{i}$ is dominated by some vertex $v_{j}, i<j$ in the graph $G\left(S_{i}\right)$, defined as

$$
\begin{gathered}
V\left(G\left(S_{i}\right)\right)=V(G) \\
E\left(G\left(S_{i}\right)\right)=E(G)-\{(x, y) \in E(G) \\
\text { s.t. } \left.x \in\left\{v_{1}, \ldots, v_{i-1}\right\}, y \in\left\{v_{i}, \ldots, v_{n}\right\} \text {, and }\left|N_{G}(x) \cap\left\{v_{i}, \ldots, v_{n}\right\}\right|=1\right\}
\end{gathered}
$$

Call the vertex $v_{i}$ canonical in $G\left(S_{i}\right)$. The value $k$ is the length of $S_{k}$. If $k=n$, then $S_{k}$ is complete. $S_{k}$ is maximal when it is complete, or otherwise $G\left(S_{k+1}\right)$ has no canonical vertex. Clearly, if $S_{k}$ is canonical, then so is $S_{i}, i<k$. Define $G\left(S_{0}\right)=G$.

Expanded trees can also be characterized as follows.
Theorem 3.1. $G$ is an expanded tree if and only if it admits a complete canonical sequence.

Proof. ( $\Rightarrow$ ) Let $T$ be a canonical tree of $G$. Let $S_{n}$ be a sequence $v_{1}, \ldots, v_{n}$ of the vertices of $G$, such that $v_{i}$ is a leaf of $T_{i}, 1 \leq i \leq n$, where $T_{1}=T$ and, for $i>1$, $T_{i}=T_{i-1}-v_{i-1}$. We show by induction that $S_{i}$ is canonical. Assume it is true for all subsequences of length $<i$. If $i=n$, there is nothing to prove. Otherwise, let $v_{j}$, $j>i$ be the vertex adjacent to $v_{i}$ in $T_{i}$. We claim that $v_{j}$ dominates $v_{i}$ in $G\left(S_{i}\right)$. This is clear for $i=1$. When $i>1$, suppose that the claim is false. Then there is a vertex $v_{p}$, such that $\left(v_{p}, v_{i}\right) \in E\left(G\left(S_{i}\right)\right)$ and $\left(v_{p}, v_{j}\right) \notin E\left(G\left(S_{i}\right)\right)$. $T$ is canonical. Hence the following two conditions must hold: $p<i$ and $\left(v_{p}, v_{q}\right) \notin E(G)$ for all $q>i$; otherwise, $\left(v_{p}, v_{j}\right)$ would belong to $E\left(G\left(S_{i}\right)\right)$, a contradiction.

In this case, $\left|N_{G}\left(v_{p}\right) \cap\left\{v_{i}, \ldots, v_{n}\right\}\right|=1$, and $\left(v_{p}, v_{i}\right) \notin E\left(G\left(S_{i}\right)\right)$, again a contradiction. Therefore $v_{j}$ dominates $v_{i}$ in $G\left(S_{i}\right)$; that is, $S_{i}$ is canonical.
$(\Leftarrow)$ Let $v_{1}, \ldots, v_{n}$ be a canonical sequence of $G$. Each $v_{i}, i<n$ has a dominator $v_{j}$ in $G\left(S_{i}\right), i<j$; write $v_{j}=\operatorname{dom}\left(v_{i}\right)$. Let $T$ be a graph defined as

$$
\begin{gathered}
V(T)=V(G), \\
E(T)=\left\{\left(v_{i}, \operatorname{dom}\left(v_{i}\right)\right) \text { s.t. } 1 \leq i \leq n\right\} \subset E(G) .
\end{gathered}
$$

When $n>1$, every vertex of $G$ is incident to some edge of $T$. Since $|E(T)|=n-1$, $T$ is a spanning tree of $G$. We show that $T$ is canonical. Suppose the contrary. Then $G$ contains an edge ( $v_{a}, v_{b}$ ) such that the $v_{a}-v_{b}$ path $P$ in $T$ is not a clique of $G$. We can choose $\left(v_{a}, v_{b}\right)$ such that $\left(v_{i}, v_{b}\right) \in E(G)$ for all vertices $v_{i}$ of $P$, except the neighbor $v_{c}$ of $v_{a}$ in $P$, which satisfies $\left(v_{c}, v_{b}\right) \notin E(G)$. Let $v_{d}, d \neq a, b$ be the second adjacent vertex to $v_{c}$ in $P$. Let $\vec{T}$ be the in-tree obtained by directing each edge ( $v_{i}, \operatorname{dom}\left(v_{i}\right)$ ) of Trom $v_{i}$ to $\operatorname{dom}\left(v_{i}\right)$.

Case 1. $a<b$.
The edge ( $v_{a}, v_{c}$ ) must be oriented in $\vec{T}$ from $v_{a}$ to $v_{c}$. Otherwise, $\vec{T}$ contains the directed path $v_{b}-v_{a}$, implying $b<a$, a contradiction. Then $a<c$, and $\left(v_{a}, v_{c}\right) \in E(\vec{T})$ implies that $v_{c}$ dominates $v_{a}$ in $G\left(S_{a}\right)$. Since $a<b,\left(v_{a}, v_{b}\right) \in E\left(G\left(S_{a}\right)\right)$. Hence $\left(v_{b}, v_{c}\right) \in E(G)$, a contradiction.

Case 2. $a>b$.
Suppose that $\left(v_{a}, v_{c}\right)$ is directed from $v_{c}$ to $v_{a}$ in $\vec{T}$. Then $P$ is directed from $v_{b}$ to $v_{a}$. That is, $a>c>d>b$, and, consequently, $\left(v_{a}, v_{b}\right),\left(v_{d}, v_{b}\right) \in E\left(G\left(S_{d}\right)\right)$. However, $v_{c}$ dominates $v_{d}$ in $G\left(S_{d}\right)$. Hence $\left(v_{c}, v_{b}\right) \in E(G)$, a contradiction.

Finally, let $\left(v_{a}, v_{c}\right)$ be directed from $v_{a}$ to $v_{c}$ in $\vec{T}$. Since $a>b, P$ contains some vertex $v_{i}, i \neq a, b$ having in-degree $>1$. Such $v_{i}$ satisfies $i>a$ and $\left(v_{a}, v_{b}\right),\left(v_{i}, v_{b}\right) \in$ $E\left(G\left(S_{a}\right)\right)$. However, $v_{c}$ dominates $v_{a}$ in $G\left(S_{a}\right)$. Hence $\left(v_{c}, v_{b}\right) \in E(G)$, again a contradiction.

Lemma 3.2. All maximal sequences have the same length.
Proof. Suppose the contrary. Then there is a graph $G$ with two maximal sequences $S_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$ and $S_{\ell}^{\prime}=\left\{v_{1}^{\prime}, \ldots, v_{\ell}^{\prime}\right\}$ satisfying $0<k<\ell$. Clearly, $0=k<\ell$ cannot occur, as $v_{1}^{\prime}$ is canonical in $G\left(S_{0}\right)=G$. If $S_{k}=S_{k}^{\prime}$, then $S_{k}$ is not maximal, and the lemma holds. Otherwise, let $q$ be the smallest integer satisfying $v_{q} \neq v_{q}^{\prime}$. We construct a canonical sequence $S_{k}^{\prime \prime}$ in which $S_{q+1}^{\prime \prime}=S_{q+1}$ and such that $S_{k}^{\prime \prime}$ is maximal if and only if $S_{k}$ is so, leading to a contradiction.

In general, for a vertex $v_{i}$, let $\operatorname{dom}\left(i, S_{j}\right)$ denote its set of dominators in $G\left(S_{j}\right)$, not belonging to $S_{j-1}$. First, we show that, if $w, x$ are vertices $\notin S_{j-1}$ such that $w \in \operatorname{dom}\left(x, S_{i}\right)$, then $w \in \operatorname{dom}\left(x, S_{j}\right)$, for $i<j$. Suppose this domination condition is not true. Then, either $(x, w) \notin E\left(G\left(S_{j}\right)\right)$ or there exists some vertex $y$ adjacent to $x$ and not to $w$ in $G\left(S_{j}\right)$. However, $w \in \operatorname{dom}\left(x, S_{i}\right)$. Then $(x, w) \in E\left(G\left(S_{i}\right)\right)$. Since $i<j$ and $x, w \notin S_{j-1}$, it follows that $(x, w) \in E\left(G\left(S_{j}\right)\right)$. For the second alternative, suppose that $(y, x)$ is an edge of $G\left(S_{j}\right)$. Then $(y, x)$ is an edge of $G\left(S_{\ell}\right), \ell<j$. That is, $y$ is incident in $G\left(S_{\ell}\right)$ to at least two vertices $w, x \notin S_{j-1}$. This implies ( $y, w$ ) to be an edge of $G\left(S_{j}\right)$, a contradiction. Hence $w$ dominates $x$ in $S_{j}$, and the assertion is proved.

Examine the unmatched vertex $v_{q}^{\prime}$. The following can occur.
Case 1. $v_{q}^{\prime} \in S_{k}$.
Then $v_{q}^{\prime}=v_{j}$, for some $j>q$.
Case 1.1. $\operatorname{dom}\left(v_{j}, S_{q}\right)-S_{j-1} \neq \emptyset$.

Let $w \in \operatorname{dom}\left(v_{j}, S_{q}\right)-S_{j-1}$. Let $S_{k}^{\prime \prime}$ be the sequence obtained from $S_{k}$ by moving $v_{j}$ to the $q$ th position, while maintaining the relative ordering of the remaining vertices. We show that $S_{k}^{\prime \prime}$ is canonical. Let $z \in \operatorname{dom}\left(v_{i}, S_{i}\right), q \leq i<j$. If $z \neq v_{j}$, it follows that $z$ also dominates $v_{i}=v_{i+1}^{\prime \prime}$ in $G\left(S_{i+1}^{\prime \prime}\right)$. Consider $z=v_{j}$. By the above domination-preserving condition, $w \in \operatorname{dom}\left(v_{j}, S_{j}\right)$. If there is $v_{\ell}, q+1 \leq \ell \leq j-1$, such that $v_{j} \in \operatorname{dom}\left(v_{\ell}, S_{\ell}\right)$, then, because $w \in \operatorname{dom}\left(v_{j}, S_{\ell}\right)$, it follows $w \in \operatorname{dom}\left(v_{\ell}, S_{\ell}\right)$. Hence $S_{k}^{\prime \prime}$ is canonical. In addition, the vertices of $S_{k}^{\prime \prime}$ and $S_{k}$ are the same; i.e., $S_{k}^{\prime \prime}$ is maximal. However, $S_{q+1}^{\prime \prime}=S_{q+1}^{\prime}$, while $S_{q+1} \neq S_{q+1}^{\prime}$.

Case 1.2. $\operatorname{dom}\left(v_{j}, S_{q}\right)-S_{j-1}=\emptyset$.
By the domination condition, there exists some $v_{i} \in\left\{v_{q}, \ldots, v_{j-1}\right\} \cap \operatorname{dom}\left(v_{j}, S_{i}\right)$. Moreover, choose $v_{i}$ so that no $v_{\ell}, \ell=i+1, \ldots, j-1$ dominates $v_{j}$ in $G\left(S_{\ell}\right)$. Let $S_{k}^{\star}$ be the sequence obtained by interchanging the positions of $v_{i}$ and $v_{j}$ in $S_{k}$. Let $z \in \operatorname{dom}\left(v_{i}, S_{i}\right)$. If $z=v_{j}$, then $N_{G\left(S_{i}\right)}\left[v_{i}\right]=N_{G\left(S_{i}\right)}\left[v_{j}\right]$, and $S_{k}^{\star}$ is canonical. If $z \neq v_{j}$, then $z \neq v_{\ell}, \ell=i+1, \ldots, j-1$; otherwise, $v_{\ell}$ dominates $v_{j}$ in $G\left(S_{\ell}\right)$, a contradiction. Hence $v_{j} \in \operatorname{dom}\left(v_{p}, S_{p}\right)$ implies that $z \in \operatorname{dom}\left(v_{p}, S_{p}\right), i \leq p \leq j$. Therefore, $S_{k}^{\star}$ is canonical and maximal. Then Case 1.1 applies.

Case 2. $v_{q}^{\prime} \notin S_{k}$.
Let $w \in \operatorname{dom}\left(v_{q}^{\prime}, S_{q}\right)$. Then $w=v_{i}$, for some $i \leq k$; otherwise, $S_{k}$ is not maximal, by the domination property. Moreover, choose $v_{i}$ such that no $v_{\ell}, \ell>i$ dominates $v_{q}^{\prime}$ in $G\left(S_{\ell}\right)$. Let $z \in \operatorname{dom}\left(v_{i}, S_{i}\right)$. Suppose that $z \neq v_{q}^{\prime}$. It follows that $z \in \operatorname{dom}\left(v_{q}^{\prime}, S_{i}\right)$. If $z \notin S_{k}$, then $z \in \operatorname{dom}\left(v_{q}^{\prime}, S_{k}\right)$, and $S_{k}$ is not maximal. Then $z \in S_{k}$. Now, however, $z=v_{\ell}$ for some $\ell>i$ and $v_{\ell} \in \operatorname{dom}\left(v_{q}^{\prime}, S_{\ell}\right)$, a contradiction. Hence $z=v_{q}^{\prime}$. In this case, $N_{G\left(S_{i}\right)}\left[v_{q}^{\prime}\right]=N_{G\left(S_{i}\right)}\left[v_{i}\right]$. Replace $v_{i}$ by $v_{q}^{\prime}$ in $S_{k}$. The new sequence so obtained is also canonical and maximal. Then Case 1 applies.

Theorem 2 and Lemma 1 lead to a greedy algorithm for recognizing expanded trees. Construct a maximal canonical sequence $S_{k}$ of vertices $v_{1}, \ldots, v_{k}$ of the graph $G$. Clearly, $G$ is an expanded tree if and only if $k=n$. For $i<n$, each $v_{i}$ can be arbitrarily chosen among the dominated vertices in $G\left(S_{i}\right)$, if existing. The algorithm terminates within $O\left(n^{2} m\right)$ steps. A canonical tree $T$ can be obtained as a by-product: For $i<n$, include in $E(T)$ the edge $\left(v_{i}, w\right)$, where $w$ is the dominator of $v_{i}$ in $G\left(S_{i}\right)$.

Acknowledgments. A referee has pointed out that expanded trees were previously investigated by F. F. Dragan in his Ph.D. thesis (Centers of Graphs and the Helly Property, Minsk, 1989, in Russian) under the name HT-graphs, where the equivalence (ii) $\Leftrightarrow$ (iii) of Theorem 1 was already established. We are grateful to the referees for the suggestions that improved this article. Particulalrly, H. Bandelt provided new proofs of Corollary 1 and part of Theorem 1, which have been adopted.
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#### Abstract

A characterization is given of systematic codes over $G F(q)$ that are $q$-ary images of linear codes over $G F\left(q^{2}\right)$.
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Introduction. Linear codes that are $q$-ary images were studied by MacWilliams [4], Mouaha [5], [6], and Wolfmann [8], among others; Beenker [1] examined double circulant codes, which are obtained from linear codes over $G F(4)$ and $G F(9)$. Goldberg [2] reconstructed the ternary Golay code.

In this paper, we give a characterization of systematic codes over $G F(q)$ that are $q$ ary images of linear codes over $G F\left(q^{2}\right)$. The characterization utilizes the concept of minimal polynomials of elements of $\operatorname{GF}\left(q^{2}\right)$.

The plan of this paper is as follows. Section 1 gives some general properties in the study of $q$-ary images. Section 2 characterizes systematic codes over $G F(q)$ obtained from linear codes over $G F\left(q^{2}\right)$. Section 3 deals with cyclic codes. Section 4 studies systematic self-dual codes that are $q$-ary images over $G F\left(q^{2}\right)$. Section 5 constructs some linear codes that map onto linear codes over $\operatorname{GF}\left(q^{2}\right)$.

1. Preliminaries. Let $G F(q)$ be the finite field of $q$ elements and let $G F\left(q^{m}\right)$ be the extension of degree $m$ of $G F(q)$. Let $B=\left(b_{1}, \ldots, b_{m}\right)$ be a basis of $G F\left(q^{m}\right)$ over $G F(q)$ and let $h_{B}$ be the mapping from $G F\left(q^{m}\right)^{n}$ to $G F(q)^{m n}$ defined by $h_{B}(\subseteq)=\left(\subseteq_{1}, \ldots, \subseteq_{m}\right)$, for all $\subseteq=\left(c_{1}, \ldots, c_{n}\right)=\sum_{i=1}^{m} \subseteq_{i} b_{i} \in G F\left(q^{m}\right)^{n}$, where, for all $1 \leq i \leq n, c_{i}=\sum_{j=1}^{m} c_{i j} b_{j}$ and, for all $1 \leq j \leq m, \subseteq_{j}=\left(c_{1 j}, \ldots, c_{n j}\right)$. It is clear that $h_{B}$ is an isomorphism from $G F\left(q^{m}\right)^{n}$ to $G F(q)^{m n}$, and, consequently, if $C$ is a linear code over $G F\left(q^{m}\right), h_{B}(C)$ is a linear code over $G F(q) . h_{B}(C)$ is called the $q$-ary image of $C$ with respect to $B$.

Remark 1.1. A monomial matrix is a matrix with exactly one nonzero entry in each row and column. Two linear codes $C_{1}$ and $C_{2}$ both of length $n$ over $G F(q)$ are called equivalent if there is an $n \times n$ monomial matrix $\Delta$ over $G F(q)$ such that $C_{2}=$ $\left\{\subseteq \Delta, \subseteq \in C_{1}\right\}$.

The terminology in this paper is the same as the one used in [5] and [6]. It is important to note that $h_{B}$ and the map $d_{B}$ studied in [5] and [6] transform a linear code to equivalent codes.

We have the following obvious properties.
Property 1.1. If $\left\{\underline{u}_{i}, i=1, \ldots, k\right\}$ is a basis of a linear code $C$ over $G F\left(q^{m}\right)$ and $B=\left(b_{1}, \ldots, b_{m}\right)$ is a basis of $G F\left(q^{m}\right)$ over $G F(q)$, then $\left\{h_{B}\left(b_{i} \underline{u}_{j}\right), 1 \leq i \leq m, 1 \leq j \leq k\right\}$ is a basis of $h_{B}(C)$ over $G F(q)$.

Property 1.2. Let $C$ be a linear code over $G F\left(q^{m}\right)$ and let $B$ a basis of $G F\left(q^{m}\right)$ over $G F(q)$. Then, for all nonzero $\lambda$ of $G F\left(q^{m}\right), h_{\lambda B}(C)=h_{B}(C)$.

Property 1.3. If $C$ is an $(n, k, \delta)$ linear code over $G F\left(q^{m}\right)$ and $B$ a basis of $G F\left(q^{m}\right)$ over $G F(q)$, then the minimum distance $\delta^{\prime}$ of $h_{B}(C)$ satisfies $\delta \leq \delta^{\prime}$.

[^43]
## 2. Characterization of systematic codes over $\boldsymbol{G F}(q)$ obtained from linear codes over

 $\boldsymbol{G F}\left(\boldsymbol{q}^{\boldsymbol{m}}\right)$. A systematic code is an $(n, k)$ linear code with generator matrix$$
\left[\begin{array}{ll}
I_{k} & A
\end{array}\right]
$$

where $I_{k}$ is the $k \times k$ identity matrix. It is well known that every $(n, k)$ linear code $k \geq$ 1 is equivalent to a systematic code.

In this section and in the following ones, $m_{\lambda}$ denotes the minimal polynomial of $\lambda \in G F\left(q^{2}\right)$. Let $B=(1, \lambda)$ be a basis of $G F\left(q^{2}\right)$ over $G F(q)$ and let $A$ be an $n \times n$ matrix over $G F(q)$ such that $m_{\lambda}(A)=0$. Let $T(\lambda, A)=\left\{a_{0} I_{n}+a_{1} A, a_{0}, a_{1} \in G F(q)\right\}$ and let $\theta_{\lambda}$ be the mapping from $G F\left(q^{2}\right)$ to $T(\lambda, A)$ defined by $\theta_{\lambda}\left(a_{0}+a_{1} \lambda\right)=a_{0} I_{n}+a_{1} A$, for all $a_{0}$ and $a_{1}$ in $G F(q)$. Then we have the following result.

Property 2.1. $\theta_{\lambda}$ is a field isomorphism from $G F\left(q^{2}\right)$ to $T(\lambda, A)$.
Proof. $\theta_{\lambda}$ is obviously a ring epimorphism. Let $\left(a_{0}, a_{1}\right) \in G F(q)^{2}$ such that $\theta_{\lambda}\left(a_{0}+a_{1} \lambda\right)=0$. Since $A \notin\left\{0, I_{n}\right\}$, then there is $(i, j) \in\{1, \ldots, n\}^{2}, i \neq j$ such that $a_{i j} \neq 0$, where

$$
A=\left(a_{i j}\right)_{1 \leq i, j \leq n} .
$$

Therefore, $a_{1}=0$ and $a_{0}=0$.
The following theorem is the fundamental result of this paper.
Theorem 2.1. Let $D$ be $a(4 k, 2 k)$ linear code over $G F(q)$ with generator matrix

$$
G=\left[\begin{array}{ll}
I_{2 k} & A
\end{array}\right]
$$

and let $B=(1, \lambda)$ be a basis of $G F\left(q^{2}\right)$ over $G F(q)$. Then $h_{B}^{-1}(D)$ is a linear code over $G F\left(q^{2}\right)$ if and only if $m_{-1 / \lambda}(A)=0$.

Proof. Assume that $C=h_{B}^{-1}(D)$ is a linear code over $G F\left(q^{2}\right)$. Then, for all $\subseteq=$ $\subseteq_{0}+\subseteq_{1} \lambda \in C, \lambda \subseteq=r \subseteq_{1}+\lambda\left(\subseteq_{0}+s \subseteq_{1}\right) \in C$, where $\lambda^{2}=r+s \lambda$, for some $r, s$ in $G F(q)$. Therefore, the mapping $\psi$ from $D$ to $D$ defined by $\psi\left(\left(\subseteq_{0}, \subseteq_{1}\right)\right)=\left(r \subseteq_{1}, \subseteq_{0}+s \subseteq_{1}\right)$ is an automorphism of $D$. Thus,

$$
\psi(G)=\left[\begin{array}{ll}
r A & I_{2 k}+s A
\end{array}\right]
$$

is also a generator matrix of $D$. Since $D$ is a systematic code, then

$$
(r A)^{-1}\left(I_{2 k}+A\right)=A
$$

that is, $m_{-1 / \lambda}(A)=0$.
Conversely, assume that $m_{-1 / \lambda}(A)=0$. Then $r A^{2}=I_{2 k}+s A$. Let $\underline{v} \in C, C=$ $h_{B}^{-1}(D)$. Then there is $\underline{u} \in G F(q)^{2 k}$ such that $h_{B}(\underline{v})=(\underline{u}, \underline{u} A)$, and so $\underline{v}=\underline{u}+\lambda \underline{u} A$. Since $A$ is an invertible matrix, $r A G$ is also a generator matrix of $D$. Thus $\underline{u}(r A G)=h_{B}(\underline{a v}) \in$ $D$. Therefore $C$ is a linear code over $G F\left(q^{2}\right)$.

In the following, $D(k, A)$ denotes the ( $4 k, 2 k$ ) linear code with generator matrix

$$
\left[\begin{array}{ll}
I_{2 k} & A
\end{array}\right] .
$$

COROLLARy 2.1. Let $\lambda \in G F\left(q^{2}\right)-G F(q)$ and let $A$ be a $2 k \times 2 k$ matrix over $G F(q)$ such that $m_{\lambda}(A)=0$. Then, for all $U \in T(\lambda, A)$ such that $\theta_{\lambda}^{-1}(U) \notin G F(q)$, there is a basis $B$ of $G F\left(q^{2}\right)$ over $G F(q)$ such that $h_{B}^{-1}(D(k, U))$ is a linear code over $G F\left(q^{2}\right)$.

Proof. Let $U \in T(\lambda, A)$ such that $\theta_{\lambda}^{-1}(U) \notin G F(q)$. Let $\gamma$ be a root of the minimal polynomial of $\theta_{\lambda}^{-1}(U)$ and

$$
B=\left(1,-\frac{1}{\gamma}\right)
$$

Then, by Theorem 2.1, $h_{B}^{-1}(D(k, U))$ is a linear code over $G F\left(q^{2}\right)$.

The following result gives a necessary and sufficient condition under which a $q$-ary image of a systematic code over $G F\left(q^{2}\right)$ is systematic.

Theorem 2.2. Let C be a $(2 k, k)$ linear code over $G F\left(q^{2}\right)$ with generator matrix

$$
G=\left[\begin{array}{ll}
I_{k} & A
\end{array}\right]
$$

and $B=(1, \lambda)$ a basis of $G F\left(q^{2}\right)$ over $G F(q)$. Let $A=A_{1}+\lambda A_{2}$. Then $h_{B}(C)$ is a systematic code if and only if $A_{2}$ is an invertible matrix.

Proof. Let $g_{i}$ be the $i$ th rowvector of $G, 1 \leq i \leq k$. Then the result follows from Property 1.1 because $h_{B}(C)$ has generator matrix

$$
\left[\begin{array}{c}
h_{B}\left(\underline{g}_{1}\right) \\
\vdots \\
h_{B}\left(\underline{g}_{k}\right) \\
h_{B}\left(\lambda g_{1}\right) \\
\vdots \\
\underline{g}_{B}\left(\lambda \underline{g}_{k}\right)
\end{array}\right]=\left[\begin{array}{cccc}
I_{k} & A_{1} & 0 & A_{2} \\
0 & r A_{2} & I_{k} & A_{1}+s A_{2}
\end{array}\right],
$$

where $\lambda^{2}=r+s \lambda$, for some $(r, s) \in G F(q)^{2}$.
Remark 2.1. Let $C$ be a $(2 k, k)$ linear code over $G F\left(q^{2}\right)$ with generator matrix

$$
\left[\begin{array}{ll}
I_{k} & A
\end{array}\right] .
$$

Let $A=A_{1}+\lambda A_{2}$, where $B=(1, \lambda)$ is a basis of $G F\left(q^{2}\right)$ over $G F(q)$. Then $h_{B}(C)$ is equivalent to the systematic code over $G F(q)$ with generator matrix

$$
\left[\begin{array}{cccc}
I_{k} & 0 & A_{1} & A_{2} \\
0 & I_{k} & r A_{2} & A_{1}+s A_{2}
\end{array}\right]
$$

where $\lambda^{2}=r+s \lambda$, for some $(r, s) \in G F(q)^{2}$.
Conversely, let $D$ be a ( $4 k, 2 k$ ) linear code over $G F(q)$ with generator matrix of the form

$$
\left[\begin{array}{cccc}
I_{k} & 0 & U_{1} & U_{2} \\
0 & I_{k} & r U_{2} & U_{1}+s U_{2}
\end{array}\right],
$$

where, for all $1 \leq i \leq 2, U_{i}$ is a $k \times k$ matrix over $G F(q)$. If $X^{2}-s X-r$ is an irreducible polynomial over $G F(q)$, then $h_{B}\left(C_{1}\right)$ is equivalent to $D$, where $C_{1}$ is the linear code over $G F\left(q^{2}\right)$ with generator matrix

$$
\left[\begin{array}{ll}
I_{k} & U
\end{array}\right],
$$

$U=U_{1}+\lambda U_{2}, \lambda^{2}=r+s \lambda$, and $B=(1, \lambda)$.
3. The case of cyclic codes. Cyclic codes are an important class of systematic codes. Here we prove that, if $D(k, A)$ is a cyclic code over $G F(q)$, then, for all $\lambda \in G F\left(q^{2}\right)-$ $G F(q), m_{\lambda}(A) \neq 0 . T$ denotes the shift operator of $G F(q)^{n}$.

Theorem 3.1. Let $C$ be an $(n, k)$ linear code over $G F\left(q^{2}\right)$ and let $B=\left(b_{0}, b_{1}\right)$ be a basis of $G F\left(q^{2}\right)$ over $G F(q)$. Then $T^{n}\left(h_{B}(C)\right)=h_{B}(C)$ if and only if $C$ is generated by $C_{0}=C \cap G F(q)^{n}$.

Proof. Assume that $T^{n}\left(h_{B}(C)\right)=h_{B}(C)$. Let $\subseteq=\subseteq_{0} b_{0}+\subseteq_{1} b_{1} \in C$. Then $\left(\subseteq_{0}, \subseteq_{1}\right) \in h_{B}(C)$ and $\left(\subseteq_{1}, \subseteq_{0}\right) \in h_{B}(C)$. Therefore $\subseteq_{0}+\subseteq_{1} \in C$. Since $\subseteq-b_{0}\left(\subseteq_{0}+\subseteq_{1}\right)$ and $\subseteq-b_{1}\left(\subseteq_{0}+\subseteq_{1}\right)$ are codewords of $C$, then $\subseteq_{0} \in C$ and $\subseteq_{1} \in C$.

Conversely, assume that $C$ is generated by $C_{0}$. Then $h_{B}(C)=C_{0}^{2}$.
If $C$ is an $(n, k)$ linear code over $G F\left(q^{2}\right), 1 \leq k \leq n-1$, then $h_{B}(C)$ cannot be a cyclic code over $G F(q)$, as we show in the next theorem.

Theorem 3.2. Let $C$ be an $(n, k)$ linear code over $G F\left(q^{2}\right), 1 \leq k \leq n-1$. Then, for all basis $B$ of $G F\left(q^{2}\right)$ over $G F(q), h_{B}(C)$ is not a cyclic code.

Proof. By Theorem 3.1, it is sufficient to prove that, if $D$ is an ( $m, k^{\prime}$ ) linear code over $G F(q), 1 \leq k^{\prime} \leq m-1$, then $D^{2}$ is not a cyclic code. Let $D$ be a $\left(m, k^{\prime}\right)$ linear code over $G F(q), 1 \leq k^{\prime} \leq m-1$. Let $\underline{u}=\left(u_{1}, \ldots, u_{m}\right) \in D, \underline{u} \neq 0$. Then $\underline{v}=(\underline{u}, 0, \ldots, 0) \in$ $D^{2}$. Assume that $D^{2}$ is a cyclic code. Then $T(\underline{v})=\left(0, u_{1}, \ldots, u_{m}, 0, \ldots, 0\right)$; so $\underline{x}=$ $\left(u_{m}, 0, \ldots, 0\right) \in D$. Without loss of generality, assume that $u_{m} \neq 0$. Since $\underline{w}=(\underline{x}, 0$, $\ldots, 0) \in D^{2}$, then $\left\{T^{i}(\underline{w}), 0 \leq i \leq 2 m-1\right\}$ is a basis of $D^{2}$, and so $D^{2}=G F(q)^{2 m}$. This contradicts the fact that $1 \leq k^{\prime} \leq m-1$.

Since every $(n, k)$ cyclic code, $1 \leq k \leq n-1$, is a systematic code, we have the following corollary.

Corollary 3.1. Let D be a $(4 k, 2 k)$ cyclic code over $G F(q)$ and let

$$
\left[\begin{array}{ll}
I_{2 k} & A
\end{array}\right]
$$

be its generator matrix. Then, for all $\lambda \in G F\left(q^{2}\right)-G F(q), m_{\lambda}(A) \neq 0$.
Proof. The result follows from Theorems 2.1 and 3.2.
4. Systematic self-dual $\boldsymbol{q}$-ary images of linear codes over $\boldsymbol{G F}\left(\boldsymbol{q}^{\mathbf{2}}\right)$. Self-dual codes are an important class of linear codes because of their algebraic and combinatorial properties. In this section, we study systematic self-dual codes that can be constructed as $q$ ary images over $G F\left(q^{2}\right)$.

We need the following two lemmas.
Lemma 4.1. There is $\lambda \in G F\left(q^{2}\right)-G F(q)$ such that $\lambda^{q+1}=-1$.
Proof. Let $\alpha$ be a primitive element of $G F\left(q^{2}\right)$. Since $\alpha^{q+1}$ is a primitive element of $G F(q)$, there is $i \in\{1, \ldots, q-1\}$ such $\alpha^{i(q+1)}=-1$. Obviously, $\alpha^{i} \notin G F(q)$.

Lemma 4.2. There is $\lambda \in G F\left(q^{2}\right)-G F(q)$ such that $\lambda^{2}=-1$ if and only if $q \equiv$ $3(\bmod 4)$.

Proof. Assume that there is $\lambda \in G F\left(q^{2}\right)-G F(q)$ such that $\lambda^{2}=-1$. Then $q$ is an odd number. So $\lambda^{q^{2}-1}=(-1)^{\left(q^{2}-1\right) / 2}=1$. Therefore $q \equiv 3(\bmod 4)$.

Conversely, assume that $q \equiv 3(\bmod 4)$. Let $\alpha$ be a primitive element of $\operatorname{GF}\left(q^{2}\right)$. Then there is $i \in\{1, \ldots, q-2\}$ such that $\alpha^{i(q+1)}=-1$. Thus we have $\alpha^{i q(q+1) / 2}=$ $-\alpha^{i(q+1) / 2}$, and so $\alpha^{i(q+1) / 2} \notin G F(q)$.
$C^{\perp}$ denotes the orthogonal of the linear code $C$.
We have the following theorem.
Theorem 4.1. Let $B=(1, \lambda)$ be a basis of $G F\left(q^{2}\right)$ over $G F(q)$. Then the following statements are equivalent:

1) $\lambda^{q+1}=-1$,
2) $h_{B}\left(C^{\perp}\right)=h_{B}(C)^{\perp}$ for all linear code $C$ over $G F\left(q^{2}\right)$.

Proof. Assume that $\lambda^{q+1}=-1$. Then there is $s \in G F(q)$ such that $\lambda^{2}=1+s \lambda$. Let $C$ be a linear code over $G F\left(q^{2}\right), \subseteq \in C$, and $\subseteq^{\prime} \in C^{\perp}$. Then $\left\langle h_{B}(\subseteq), h_{B}\left(\subseteq^{\prime}\right)\right\rangle=0$, (where $\langle\underline{u}, \underline{v}\rangle$ denotes the usual inner product of $\underline{u}$ and $\underline{v}$ ), and so $h_{B}\left(\subseteq^{\prime}\right) \in h_{B}(C)^{\perp}$. Therefore the result follows from the fact that $h_{B}(C)^{\perp}$ and $h_{B}\left(C^{\perp}\right)$ have the same dimension over $G F(q)$.

Conversely, assume that $h_{B}\left(C^{\perp}\right)=h_{B}(C)^{\perp}$ for all linear code $C$ over $G F\left(q^{2}\right)$. Let $\lambda^{2}=r+s \lambda$ for some $(r, s) \in G F(q)^{2}$. Let $C$ be the linear code generated by $(1, \lambda)$. Since $h_{B}\left(C^{\perp}\right)=h_{B}(C)^{\perp}$, then $\left\langle h_{B}\left(\left(\lambda, \lambda^{2}\right)\right), h_{B}((\lambda,-1))\right\rangle=0$. Therefore $r=1$.

The following theorem characterizes systematic self-dual codes that are $q$-ary images over $G F\left(q^{2}\right)$.

ThEOREM 4.2. Let $B=(1, \lambda)$ be a basis of $G F\left(q^{2}\right)$ over $G F(q), \lambda^{2}=r+s \lambda$ for some $(r, s) \in G F(q)^{2}$. Let $D$ be a $(4 k, 2 k)$ self-dual code over $G F(q)$ with generator matrix

$$
\left[\begin{array}{ll}
I_{2 k} & A
\end{array}\right] .
$$

Then $h_{B}^{-1}(D)$ is a linear code over $G F\left(q^{2}\right)$ if and only if $r A+A^{t}=s I_{2 k}$.
Proof. Assume that $h_{B}^{-1}(D)$ is a linear code over $G F\left(q^{2}\right)$. Then, by Theorem 2.1, $r A^{2}=I_{2 k}+s A$. Since $A A^{t}=-I_{2 k}$, we obtain $r A+A^{t}=s I_{2 k}$.

Conversely, assume that $r A+A^{l}=s I_{2 k}$. Since $D$ is a self-dual code, then $r A^{2}-$ $I_{2 k}=s A$. The result follows from Theorem 2.1.

The following corollaries are obvious.
Corollary 4.1. Let $B=(1, \lambda)$ be a basis of $G F\left(q^{2}\right)$ over $G F(q), q \equiv 0(\bmod 2)$, such that $\lambda^{q+1}=1$. Let $D$ be a $(4 k, 2 k)$ systematic self-dual code over $G F(q)$. Then $h_{B}^{-1}(D)$ is not a linear code over $G F\left(q^{2}\right)$.

Corollary 4.2. Let $B=(1, \lambda)$ be a basis of $G F\left(q^{2}\right)$ over $G F(q), q \equiv 3(\bmod 4)$, such that $\lambda^{2}=-1$. Let $D$ be a ( $4 k, 2 k$ ) self-dual code over $G F(q)$ with generator matrix

$$
\left[\begin{array}{ll}
I_{2 k} & A
\end{array}\right] .
$$

Then $h_{B}^{-1}(D)$ is a linear code over $G F(q)$ if and only if $A=A^{t}$.
Example 4.1. Let

$$
A=\left(\begin{array}{ll}
2 & 2 \\
1 & 2
\end{array}\right)
$$

be a matrix over $G F(3)$. Then $A^{2}=A+I_{2}$ and $A A^{t}=-I_{2}$. Therefore the linear code $D$ with generator matrix

$$
\left[\begin{array}{ll}
I_{2} & A
\end{array}\right]
$$

is self-dual, and $h_{B}^{-1}(D)$ is a self-dual code over $G F(9), B=\left(1, \alpha^{3}\right), \alpha^{2}=1+\alpha$.
5. Construction of $\boldsymbol{q}$-ary images of some linear codes over $\boldsymbol{G F}\left(\boldsymbol{q}^{\mathbf{2}}\right)$. Let $B$ be a basis of $G F\left(q^{m}\right)$ over $G F(q), a \in G F\left(q^{m}\right)$ and let $\mu_{a}$ be the mapping from $G F\left(q^{m}\right)$ to $G F\left(q^{m}\right)$ defined by $\mu_{a}(x)=a x$. Obviously if $a \neq 0, \mu_{a}$ is an automorphism of $G F\left(q^{m}\right)$ over $G F(q)$. Let $M_{a}^{t}$ be the matrix of $\mu_{a}$ with respect to $B$ and let $M(B)=\left\{M_{x}, x \in G F\left(q^{m}\right)\right\}$. Then $M(B)$ is a finite field of $q^{m}$ elements. Let $\eta_{B}$ be the mapping of $G F\left(q^{m}\right)$ onto $M(B)$ by $\eta_{B}(x)=M_{x}$. Then $\eta_{B}$ is a field isomorphism from $G F\left(q^{m}\right)$ to $M(B)$. In this paper, every finite field of $m \times m$ matrices over $G F(q)$ is a matrix representation of $G F\left(q^{m}\right)$.

THEOREM 5.1. Let $f \in G F(q)[x]$ be an irreducible polynomial of degree 2 over $G F(q)$ and let $A=\left(a_{i j}\right)_{1 \leq i, j \leq 2 t}$ be a matrix over $G F\left(q^{2 m}\right)$ such that $f(A)=0$. Let $B$ be a basis of $G F\left(q^{2 m}\right)$ over $G F(q)$ and let $D$ be the $(4 m t, 2 m t)$ linear code over $G F(q)$ with generator matrix

$$
\left[\begin{array}{ll}
I_{2 m t} & \left(\eta_{B}\left(a_{i j}\right)\right)_{1 \leq i, j \leq 2 t}
\end{array}\right] .
$$

Then there is a basis $B_{1}$ of $G F\left(q^{2}\right)$ over $G F(q)$ such that $h_{B_{1}}^{-1}(D)$ is a linear code over $G F\left(q^{2}\right)$.

Proof. Set

$$
U=\left(\eta_{B}\left(a_{i j}\right)\right)_{1 \leq i, j \leq 2 t} .
$$

Since $f(A)=0$ and $\eta_{B}$ is a field isomorphism from $G F\left(q^{m}\right)$ to $M(B)$, then $f(U)=0$. Thus the result follows from Theorem 2.1.

COROLLARy 5.1. Let $B$ be a basis of $G F\left(q^{2 m}\right)$ over $G F(q)$. Then, for all $x \in$ $G F\left(q^{2}\right)-G F(q)$, there is a basis $B_{1}$ of $G F\left(q^{2}\right)$ over $G F(q)$ such that $h_{B_{1}}^{-1}\left(D_{x}\right)$ is a linear code over $G F\left(q^{2}\right)$, where $D_{x}$ is the linear code over $G F(q)$ with generator matrix

$$
\left[\begin{array}{ll}
I_{2 m} & \left.\eta_{B}(x)\right] .
\end{array}\right.
$$

Proof. Let $x \in G F\left(q^{2}\right)-G F(q)$. Then $m_{x}\left(\eta_{B}(x)\right)=0$. The result follows from Theorem 5.1.

DEFINITION 5.1. A basis B of $G F\left(q^{m}\right)$ over $G F(q)$ is a symmetric basis if, for all $A \in M(B), A=A^{t}$.

In [7] it is established that every finite field $G F\left(q^{m}\right)$ has a symmetric basis over $G F(q)$. The following result is a direct consequence of Theorem 3.2 of [6].

Theorem 5.2. Let $B$ be a basis of $G F\left(q^{m}\right)$ over $G F(q)$. Then the following statements are equivalent:

1) $B$ is a symmetric basis,
2) $h_{B}\left(C^{\perp}\right)=h_{B}(C)^{\perp}$ for every linear code $C$ over $G F\left(q^{m}\right)$.

Again, we have the following theorem.
TheOrem 5.3. Let $q \equiv 3(\bmod 4)$ and let $A=\left(a_{i j}\right)_{1 \leq i, j \leq 2 t}$ be a symmetric matrix over $G F\left(q^{2 m}\right)$ such that $A^{2}=-I_{2 t}$. Then, for all symmetric basis B of $G F\left(q^{2 m}\right)$ over $G F(q)$, we have the following facts:

1) The linear code $D$ with generator matrix

$$
\left[\begin{array}{ll}
I_{2 m t} & \left(\eta_{B}\left(a_{i j}\right)\right)_{1 \leq i, j \leq 2 t}
\end{array}\right]
$$

is a self-dual code;
2) There is a basis $B_{1}$ of $G F\left(q^{2}\right)$ over $G F(q)$ such that $h_{B_{1}}^{-1}(D)$ is a linear code over $G F\left(q^{2}\right)$.

Proof. 1) Since $A$ is a symmetric matrix and $B$ a symmetric basis, then

$$
U=\left(\eta_{B}\left(a_{i j}\right)\right)_{1 \leq i, j \leq 2 t}
$$

is symmetric and $U^{2}=-I_{2 m t}$.
2) Since $U^{2}=-I_{2 m t}$, the result follows from Theorem 5.1.

Example 5.1. Let $\alpha$ be a primitive element of $G F(9)$ and let

$$
A=\left(\begin{array}{ccc}
\alpha & \alpha^{2} & \alpha^{3} \\
\alpha^{2} & 1 & \alpha^{2} \\
\alpha^{3} & \alpha^{2} & 1
\end{array}\right)
$$

Then $A$ is a symmetric matrix and $A^{2}=-I_{3}$. Let $B$ be a symmetric basis of $G F\left(3^{2 m}\right)$ over $G F(3)$ and let $U=\eta_{B}(\alpha)$. Then the linear code $D_{m}$ with generator matrix

$$
\left[\begin{array}{ll}
I_{6 m} & M
\end{array}\right],
$$

where

$$
M=\left(\begin{array}{lcc}
U & U^{2} & U^{3} \\
U^{2} & I_{2 m} & U^{2} \\
U^{3} & U^{2} & I_{2 m}
\end{array}\right)
$$

is a $\left(12 m, 6 m, \delta_{m}\right)$ self-dual code over $G F(3)$ with $\delta_{m} \geq 6$. Let $B_{1}=(1, \gamma)$ be a basis of $G F(9)$ over $G F(3)$ such that $\gamma^{2}=-1$. Then $h_{B_{1}}^{-1}\left(D_{m}\right)$ is a linear code over $G F(9)$.

We need a result that can be found in [7], stated here in the form of the following lemma.

Lemma 5.1. $R$ is a matrix representation of $G F\left(q^{m}\right)$ if and only if there exists a basis $B$ of $G F\left(q^{m}\right)$ over $G F(q)$ such that $R=M(B)$.

We end this section with the following theorem.
Theorem 5.4. Let $D$ be a $(4 m, 2 m)$ linear code over $G F(q)$ with generator matrix

$$
\left[\begin{array}{ll}
I_{2 m} & A
\end{array}\right] .
$$

If there is $\lambda$ in $G F\left(q^{2}\right)-G F(q)$ such that $m_{\lambda}(A)=0$, then there exist a linear code $C$ over $G F\left(q^{2 m}\right)$ and a basis $B$ of $G F\left(q^{2 m}\right)$ over $G F(q)$ such that $h_{B}(C)$ and $D$ are equivalent codes.

Proof. Assume that there is $\lambda \in G F\left(q^{2}\right)-G F(q)$ such that $m_{\lambda}(A)=0$. Since $T(\lambda, A)$ is a field of $q^{2}$ elements and $G F\left(q^{2}\right)$ is a subfield of $G F\left(q^{2 m}\right)$, then, by Lemma 5.1, there is a basis $B$ of $G F\left(q^{2 m}\right)$ over $G F(q)$ such that $T(\lambda, A) \subset M(B)$. Let $v \in G F\left(q^{2 m}\right)$ such that $\eta_{B}(v)=A$ and let $C$ be the linear code over $G F\left(q^{2 m}\right)$ generated by $(1, v)$. Then $h_{B}(C)$ and $D$ are equivalent codes.
6. Conclusion. This paper has shown interesting algebraic properties on systematic $q$-ary images of linear codes over $G F\left(q^{2}\right)$. We hope that, with the help of this work, other important linear codes can be either constructed or reconstructed and new properties discovered about them.
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# COMPOSITIONS OF GRAPHS AND POLYHEDRA I: BALANCED INDUCED SUBGRAPHS AND ACYCLIC SUBGRAPHS* 
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#### Abstract

Let $P(G)$ be the balanced induced subgraph polytope of $G$. If $G$ has a two-node cutset, then $G$ decomposes into $G_{1}$ and $G_{2}$. It is shown that $P(G)$ can be obtained as a projection of a polytope defined by a system of inequalities that decomposes into two pieces associated with $G_{1}$ and $G_{2}$. The problem max $c x, x \in$ $P(G)$ is decomposed in the same way. This is applied to series-parallel graphs to show that, in this case, $P(G)$ is a projection of a polytope defined by a system with $O(n)$ inequalities and $O(n)$ variables, where $n$ is the number of nodes in $G$. Also for this class of graphs, an algorithm is given that finds a maximum weighted balanced induced subgraph in $O(n \log n)$ time. This approach is also used to obtain composition of facets of $P(G)$. Analogous results are presented for acyclic induced subgraphs.
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1. Introduction. Given a graph $G$, let $P(G)$ be a polytope associated with $G$. If $G$ has a one- or two-node cutset, then $G$ decomposes into $G_{1}$ and $G_{2}$. We study a technique to derive $P(G)$, provided that we know two polytopes related to $G_{1}$ and $G_{2}$. We use the same ideas to decompose the problem

$$
\begin{gathered}
\text { Maximize } c x, \\
\quad x \in P(G)
\end{gathered}
$$

into two optimization problems related to $G_{1}$ and $G_{2}$. Similar compositions of polyhedra have been studied in [8], [3], [10], [5], and [9]. First, we study the polytopes of balanced induced subgraphs and acyclic induced subgraphs. In a subsequent paper, we apply a simplification of this technique to the stable set polytope.

The graphs we consider are finite, undirected, and may have multiple edges. We denote a graph by $G=(V, E)$, where $V$ is the node set and $E$ is the edge set of $G$. If $W \subseteq V$, then $E(W)$ denotes the set of all edges of $G$ with both endnodes in $W$, and the graph $H=(W, E(W))$ is the subgraph of $G$ induced by $W$.

A signed graph $G=(V, E)$ is a graph whose edges are labeled positive or negative [11]. A positive (negative) edge $\{u, v\}$ is denoted by $\{u, v,+\},(\{u, v,-\})$. A signed graph is said to be balanced if the set of negative edges form a cut, that is, if the node set $V$ can be partitioned into $U$ and $\bar{U}$ in such a way that $E(U) \cup E(\bar{U})$ is the set of positive edges. Also, a signed graph is balanced if it does not contain a cycle with an odd number of negative edges. Suppose that from a node $i$ we send a signal $s_{i} \in\{-1,1\}$ to all the adjacent nodes; if the edge $\{i, j\}$ is positive, then $j$ receives the signal $s_{i}$; if $\{i, j\}$ is negative, then $j$ receives $-s_{i}$. A signed graph is balanced if and only if, when we send a signal from a node, this node receives the same signal in return.

[^44]If $W \subseteq V$ and $H=(W, E(W))$ is balanced, then $H$ is called a balanced induced subgraph (BIS) of $G$. If $W \subseteq V$, let $x^{W} \in \Re^{V}$, where $x^{W}(u)=1$ if $u \in W$ and where $x^{W}(u)=0$ if $u \notin W ; x^{W}$ is called the incidence vector of $W$.

The convex hull of incidence vectors of all balanced induced subgraphs of $G$ is denoted by $P(G)$ and called the BIS polytope of $G$, i.e.,

$$
P(G)=\operatorname{conv}\left\{x^{W} \in \Re^{V} \mid(W, E(W)) \text { is a BIS of } G\right\} .
$$

Given a signed graph $G=(V, E)$ with node weights $c(v)$ for all $v \in V$, the maximum BIS problem is to find a BIS $(W, E(W))$ such that $c(W)=\sum\{c(v): v \in W\}$ is as large as possible.

Every optimum basic solution of the linear program

$$
\begin{aligned}
& \max c x \\
& x \in P(G)
\end{aligned}
$$

is the incidence vector of a maximum weighted BIS of $G$.
The edge problem of finding a maximum balanced spanning subgraph can be reduced to a max-cut problem [4]. This problem is polynomially solvable for graphs not contractible to $K_{5}$ [3] and for toroidal graphs [2].

If $H=(V, F)$ is a graph, then the maximum stable set problem in $H$ can be reduced to a maximum BIS problem in a signed graph $G=(V, E)$ that is obtained by replacing each edge in $F$ by a positive edge and a negative edge. Thus the maximum BIS problem can be viewed as a generalization of the maximum stable set problem. This shows that the maximum BIS problem is NP-hard even for signed planar graphs. When all the edges are negative, a BIS coincides with a bipartite induced subgraph.

The polytope $P(G)$ is full-dimensional. This implies that (up to multiplication by a positive constant) there is a unique nonredundant inequality system $A x \leq b$ such that $P(G)=\{x \mid A x \leq b\}$; moreover, there is a natural bijection among the facets of $P(G)$ and the inequalities of that system.

In $\S 2$ we show that, if $G$ admits a two-vertex decomposition into $G_{1}$ and $G_{2}$, then $P(G)$ is a projection of a polytope defined by a system of inequalities that decomposes into pieces associated with $G_{1}$ and $G_{2}$. In $\S 3$ the optimization problem is decomposed in a similar way. In $\S 4$ we apply this technique to series-parallel graphs and we show that, in this case, $P(G)$ is a projection of a polytope defined by a system with $O(n)$ inequalities and $O(n)$ variables, where $n$ is the number of nodes in $G$. Also for this class of graphs, we give an algorithm that finds a maximum BIS in $O(n \log n)$ time. In $\S 5$ we use the same approach for finding compositions of facets of $P(G)$. Analogous results about acyclic induced subgraphs are mentioned in $\S 6$.
2. Compositions of graphs. In this section, we derive a system of inequalities that defines a polytope having $P(G)$ as a projection, provided that $G$ is a composition of two graphs and such a system is known for each piece.

The next theorem is a generalization of a result of Chvátal [7] about the stable set polytope.

THEOREM 2.1. Let $G=(V, E)$ be a signed graph such that there exists node sets $V_{1}$ and $V_{2}$ with the following properties:
(i) $V=V_{1} \cup V_{2}$,
(ii) $W=V_{1} \cap V_{2} \neq \varnothing$,
(iii) Between each pair $\{i, j\} \subseteq W$, there exists a positive edge and a negative edge in $E$,
(iv) The induced subgraph $(V \backslash W, E(V \backslash W))$ is disconnected.

If $G_{1}=\left(V_{1}, E\left(V_{1}\right)\right), G_{2}=\left(V_{2}, E\left(V_{2}\right)\right)$, then a system of inequalities that defines $P(G)$ is obtained by the juxtaposition of such systems defining $P\left(G_{1}\right)$ and $P\left(G_{2}\right)$.

Proof. Let $A x \leq b$ be the system obtained by juxtaposing both systems. Let $\bar{x}$ be a point in the polyhedron defined by $A x \leq b$. Let $\bar{x}_{1}\left(\bar{x}_{2}\right)$ be the restriction of $\bar{x}$ to the set of indices associated with nodes in $V_{1}\left(V_{2}\right)$. Since $\bar{x}_{1} \in P\left(G_{1}\right)$, we can write

$$
\begin{gathered}
\bar{x}_{1}=\sum_{i=1}^{p} \lambda_{i} y_{i} \\
\lambda_{i} \geq 0 \quad \text { for } 1 \leq i \leq p, \sum_{i=1}^{p} \lambda_{i}=1
\end{gathered}
$$

where $y_{i}$ is an extreme point of $P\left(G_{1}\right)$ for $i=1, \ldots, p$. We can also write

$$
\begin{gathered}
\bar{x}_{2}=\sum_{i=1}^{k} \alpha_{i} z_{i} \\
\alpha_{i} \geq 0 \quad \text { for } 1 \leq i \leq k, \sum_{i=1}^{k} \alpha_{i}=1,
\end{gathered}
$$

where $z_{i}$ is an extreme point of $P\left(G_{2}\right)$ for $i=1, \ldots, k$.
Let $W=\left\{w_{1}, \ldots, w_{l}\right\}$. Then

$$
\bar{x}\left(w_{j}\right)=\sum_{i}\left\{\lambda_{i} \mid y_{i}\left(w_{j}\right)=1\right\}=\sum_{i}\left\{\alpha_{i} \mid z_{i}\left(w_{j}\right)=1\right\}, \quad 1 \leq j \leq l .
$$

We can match a vector $y_{i}$ with $y_{i}\left(w_{j}\right)=1$ with a vector $z_{r}$ with $z_{r}\left(w_{j}\right)=1$ for $1 \leq$ $j \leq l$ and we can match a vector $y_{i}$ with $y_{i}\left(w_{j}\right)=0$ for $1 \leq j \leq l$ with a vector $z_{r}$ with $z_{r}\left(w_{j}\right)=0$ for $1 \leq j \leq l$. We obtain an incidence vector of a balanced induced subgraph of $G$. Thus $\bar{x}$ can be written as a convex combination of incidence vectors of balanced induced subgraphs of $G$.

Now we study graphs with a two-vertex cutset. Let $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=$ ( $V_{2}, E_{2}$ ) be two graphs such that $V_{1} \cap V_{2}=\{u, v\}$ and let $G=(V, E)$ be the union of $G_{1}$ and $G_{2}$, i.e., $V=V_{1} \cup V_{2}, E=E_{1} \cup E_{2}$. We cover four cases.

Case 1. There is a positive edge and a negative edge between $u$ and $v$ in $G$.
Case 2 . There is only a positive edge between $u$ and $v$ in $G$.
Case 3. There is only a negative edge between $u$ and $v$ in $G$.
Case 4. Nodes $u$ and $v$ are not adjacent in $G$.
Case 1 is covered by Theorem 2.1; thus we restrict ourselves to the three other cases. In Case 2 , we define $\bar{G}_{i}=\left(\bar{V}_{i}, \bar{E}_{i}\right), i=1,2$ as follows; see Fig. 1:

$$
\begin{gathered}
\bar{V}_{i}=V_{i} \cup\left\{w_{1}, w_{2}, w_{3}, w_{4}\right\}, \\
\bar{E}_{i}=E_{i} \cup\left\{\left\{w_{1}, u,-\right\},\left\{w_{1}, v,+\right\},\left\{w_{2}, u,-\right\},\left\{w_{3}, u,-\right\},\right. \\
\left.\left\{w_{3}, v,-\right\},\left\{w_{4}, v,-\right\},\left\{w_{3}, w_{4},-\right\},\left\{w_{3}, w_{2},-\right\}\right\} .
\end{gathered}
$$

In Case 3, $\bar{G}_{i}=\left(\bar{V}_{i}, \bar{E}_{i}\right), i=1,2$ are defined as in Case 2, but $\left\{w_{1}, v\right\}$ is labeled negative. In Case $4, \bar{G}_{i}=\left(\bar{V}_{i}, \bar{E}_{i}\right), i=1,2$ are defined as follows:

$$
\begin{gathered}
\bar{V}_{i}=V_{i} \cup\left\{w_{1}, w_{2}, w_{3}, w_{4}, w_{5}\right\} \\
\bar{E}_{i}=E_{i} \cup\left\{\left\{w_{1}, u,-\right\},\left\{w_{2}, u,-\right\},\left\{w_{3}, u,-\right\},\left\{w_{4}, u,-\right\}\right. \\
\left.\left\{w_{1}, v,-\right\},\left\{w_{2}, v,+\right\},\left\{v, w_{4},-\right\},\left\{v, w_{5},-\right\},\left\{w_{3}, w_{4},-\right\},\left\{w_{4}, w_{5},-\right\}\right\} .
\end{gathered}
$$
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Our aim is to derive a system of inequalities for $P(G)$ from systems defining $P\left(\bar{G}_{1}\right)$ and $P\left(\bar{G}_{2}\right)$. Let $\bar{G}=(\bar{V}, \bar{E})$ be the graph obtained as union of $\bar{G}_{1}$ and $\bar{G}_{2}$, i.e., $\bar{V}=\bar{V}_{1} \cup$ $\bar{V}_{2}, \bar{E}=\bar{E}_{1} \cup \bar{E}_{2}$.

In Cases 2 and 3, the inequality

$$
\begin{equation*}
\sum_{i=1}^{4} x\left(w_{i}\right)+x(u)+x(v) \leq 4 \tag{2.1}
\end{equation*}
$$

defines a facet $F\left(\bar{G}_{i}\right)$ of $P\left(\bar{G}_{i}\right), i=1,2$ and a facet $F(\bar{G})$ of $P(\bar{G})$. In Case 4, the inequality

$$
\begin{equation*}
\sum_{i=1}^{5} x\left(w_{i}\right)+x(u)+x(v) \leq 5 \tag{2.2}
\end{equation*}
$$

plays the same role.
The polytope $P(G)$ is the projection of $F(\bar{G})$ along the variables $\left\{x\left(w_{i}\right)\right\}$. The next theorem gives us a system defining $F(\bar{G})$.

Theorem 2.2. The juxtaposition of a system that defines $F\left(\bar{G}_{1}\right)$ and a system that defines $F\left(\bar{G}_{2}\right)$ gives a system that defines $F(\bar{G})$.

Proof. Let $A x \leq b$ be such a system and let $\bar{x}$ be a vector that satisfies it. Let $\bar{x}_{1}\left(\bar{x}_{2}\right)$ be the restriction of $\bar{x}$ to the set of indices associated with nodes in $\bar{V}_{1}\left(\bar{V}_{2}\right)$. Since $\bar{x}_{1} \in$ $F\left(\bar{G}_{1}\right)$, we have that

$$
\begin{gathered}
\bar{x}_{1}=\sum_{i=1}^{p} \lambda_{i} y_{i}, \\
\lambda_{i} \geq 0 \quad \text { for } 0 \leq i \leq p, \sum_{i=1}^{p} \lambda_{i}=1,
\end{gathered}
$$

where $y_{i}$ is an extreme point of $F\left(\bar{G}_{1}\right)$ for $i=1, \ldots, p$.

We can also write

$$
\begin{gathered}
\bar{x}_{2}=\sum_{i=1}^{k} \alpha_{i} z_{i}, \\
\alpha_{i} \geq 0 \quad \text { for } 0 \leq i \leq k, \sum_{i=1}^{k} \alpha_{i}=1,
\end{gathered}
$$

where $z_{i}$ is an extreme point of $F\left(\bar{G}_{2}\right)$ for $i=1, \ldots, k$.
Let us study Case 2. For a vector $x \in F(\bar{G})$, let us assume that its last six components are $x\left(w_{i}\right), i=1, \ldots, 4, x(u)$, and $x(v)$. Then, for each vector $y_{i}$, its last six components form one column of the matrix

$$
M=\left[\begin{array}{llllll}
0 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 & 1 & 0
\end{array}\right]
$$

Set $\beta_{j}=\sum\left\{\lambda_{i} \mid y_{i}\right.$ is associated with the $j$ th column of $\left.M\right\}$. The vector $\beta$ satisfies

$$
M \beta=\left[\begin{array}{c}
\bar{x}\left(w_{1}\right) \\
\vdots \\
\bar{x}\left(w_{4}\right) \\
\bar{x}(u) \\
\bar{x}(v)
\end{array}\right] .
$$

In the same way, we can associate the vectors $\left\{z_{i}\right\}$ with the columns of $M$.
We can define $\gamma_{j}=\sum\left\{\alpha_{i} \mid z_{i}\right.$ is associated with the $j$ th column of $\left.M\right\}$, since $\gamma$ satisfies

$$
M \gamma=\left[\begin{array}{c}
\bar{x}\left(w_{1}\right) \\
\vdots \\
\bar{x}\left(w_{4}\right) \\
\bar{x}(u) \\
\bar{x}(v)
\end{array}\right]
$$

and $M$ is nonsingular; we have that $\beta=\gamma$. Hence vectors $\left\{y_{i}\right\}$ can be matched with vectors $\left\{z_{i}\right\}$ in such a way that $\bar{x}$ can be written as a convex combination of extreme points of $F(\bar{G})$.

Cases 3 and 4 are analogous.
3. Algorithmic aspects of the compositions. In this section, we use the compositions of $\S 2$ to obtain a maximum weighted BIS, provided that we have an algorithm to solve the problem in each piece.

Let $G=(V, E)$ be a signed graph and $c: V \rightarrow \Re_{+}$a weight function.
First, let us assume that $G$ is the graph of Theorem 2.1, let $W=\left\{w_{1}, \ldots, w_{l}\right\}$, and let $\beta_{i}$ be the maximum weight of a BIS of $G_{2}$ that contains $w_{i}$ for $1 \leq i \leq l$. Let $\beta_{0}$ be the maximum weight of a BIS of $G_{2}$ that does not contain any node of $W$. Let us redefine the weights in $G_{1}$ as follows:

$$
\begin{gathered}
c^{\prime}(u)=c(u) \quad \text { if } u \notin W, \\
c^{\prime}\left(w_{i}\right)=\max \left\{0, \beta_{i}-\beta_{0}\right\} \quad \text { for } 1 \leq i \leq l .
\end{gathered}
$$

Let $\alpha$ be the maximum weight of a BIS of $G_{1}$; then the maximum weight of a BIS of $G$ is $\alpha+\beta_{0}$.

Now let us study Cases 2-4 of $\S 2$. Set $W=\bar{V}_{1} \cap \bar{V}_{2}$ and let

$$
\begin{equation*}
\sum_{u \in W} x(u) \leq r(W) \tag{3.1}
\end{equation*}
$$

be inequality (2.1) or (2.2). If $\bar{x}$ is the incidence vector of a BIS of $G$, we can always complete it to an incidence vector of a BIS of $\bar{G}$ that satisfies (3.1).

Let $W=\left\{v_{1}, \ldots, v_{p}\right\}$. There are $p$ BIS of $(W, \bar{E}(W))$ whose incidence vectors satisfy (3.1); moreover, they are linearly independent. Let $U_{1}, \ldots, U_{p}$ be the node sets of them. Let $\beta_{i}$ be the maximum weight of a BIS of $\bar{G}_{2}$ whose node set contains $U_{i}$ for $1 \leq i \leq p$. The weights for nodes of $W \backslash V_{2}$ are zero. Let $\left[\gamma_{1} \cdots \gamma_{p}\right.$ ] be the solution of the system of equations

$$
\left[\gamma_{1} \cdots \gamma_{p}\right]\left[x^{U_{1}} \cdots x^{U_{p}}\right]=\left[\beta_{1} \cdots \beta_{p}\right]
$$

Let us redefine the weights in $\bar{G}_{1}$ as follows:

$$
\begin{gathered}
c^{\prime}(u)=c(u) \quad \text { if } u \in V_{1} \backslash W \\
c^{\prime}\left(v_{i}\right)=\gamma_{i}+M \quad \text { for } 1 \leq i \leq p
\end{gathered}
$$

where $M$ is a big number $\left(M=\sum_{u \in V} c(u)\right)$. Let $\alpha$ be the maximum weight of a BIS of $\bar{G}_{1}$. Then the maximum weight of a BIS of $G$ is $\alpha-r(W) M$.
4. Application to series-parallel graphs. These decomposition techniques are useful for classes of graphs that can be decomposed by two-node cutsets. For series-parallel graphs, Hassin and Tamir [12] proved the following result.

Theorem 4.1. Let $G=(V, E)$ be a series-parallel graph. There exist two nodes $u$, $v \in V$ and two subsets $V_{1}, V_{2} \subseteq V$, such that
(i) $\left|V_{i}\right| \leq \frac{2}{3}|V|+2, i=1,2$,
(ii) $V_{1} \cap V_{2}=\{u, v\}$,
(iii) $V=V_{1} \cup V_{2}, E=E\left(V_{1}\right) \cup E\left(V_{2}\right)$.

Furthermore, the vertices $u, v$ and the sets $V_{1}$ and $V_{2}$ can be found in linear time.
To find a maximum weighted BIS, we should recursively decompose the graph. We might have to add five nodes to each piece so we do not decompose if the pieces are not smaller than the graph; i.e., we want $\frac{2}{3}|V|+7 \leq|V|$. Thus we stop when each piece has at most 21 nodes. Figure 2 shows an example of a graph that cannot be further decomposed. If the graph has 21 nodes or less, we solve the problem by enumeration.
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Let $T(n)$ be the number of operations to solve the problem in a graph with $n$ nodes. Then

$$
T(n) \leq c n+T\left(n_{1}\right)+T\left(n_{2}\right),
$$

where $n_{i} \leq \frac{2}{3} n+2, i=1,2$ and $n_{1}+n_{2}=n+2$. Therefore $T(n)=O(n \log n)$. We can state the following result.

THEOREM 4.2. A maximum weighted BIS in a series-parallel graph with n nodes can be found in $O(n \log n)$ time.

In [6] we showed that, even for series-parallel graphs, $P(G)$ may have facet-defining inequalities that are not simple to describe. However, the theorem below shows that, by allowing some extra variables, we obtain $P(G)$ as a projection of a polytope that is much easier to represent.

THEOREM 4.3. If $G$ is series-parallel and has n nodes, then $P(G)$ is a projection of a polytope defined by a system with $O(n)$ inequalities and $O(n)$ variables.

Proof. Applying Theorems 2.1 and 2.2 to the decomposition of the graph, we obtain a polytope $Q$ such that $P(G)$ is a projection of $Q$. If $G$ has $n$ nodes, then the number of variables in the system that defines $Q$ is $O(n)$, and the number of inequalities is $O(n)$. For this, it is sufficient to know a characterization of $P(G)$ for series-parallel graphs with at most 21 nodes.
5. Compositions of facets. Now we see that, in Cases 2 and 3 of $\S 2$, we obtain a complete description of the facets of $P(G)$ from the facets coming from the pieces. We must first study the structure of these inequalities.

Let $a x \leq \alpha$ be an inequality that defines a nontrivial facet of $P(G)$; i.e., $a$ contains at least two nonzero components. It is easy to see that $a \geq 0$ and $\alpha>0$. Also, if $a$ has exactly two nonzero components, then it corresponds to $x(u)+x(v) \leq 1$. This can only be the case when $u$ and $v$ are linked by a positive edge and a negative edge. We denote by $V_{a}$ the set

$$
V_{a}=\left\{v \mid a_{v}>0\right\}
$$

The graph $G_{a}=\left(V_{a}, E\left(V_{a}\right)\right)$ is called a facet-inducing graph. We denote by $\beta(G)$ the set

$$
\beta(G)=\{W \subseteq V \mid(W, E(W)) \text { is balanced }\}
$$

and $\beta_{a}$ is the set

$$
\beta_{a}=\left\{W \subseteq V \mid W \in \beta(G) \text { and } a x^{W}=\alpha\right\} .
$$

Given a path $u, u_{1}, u_{2}, \ldots, u_{k}, v$ between $u$ and $v$, the nodes $u_{1}, \ldots, u_{k}$ are called internal nodes. Now we present several lemmas about the inequality $a x \leq \alpha$.

Lemma 5.1. The graph $G_{a}$ is connected.
Proof. Suppose that $G_{a}$ is the union of two disjoint graphs $G_{1}=\left(V_{1}, E_{1}\right)$ and $G_{2}=$ $\left(V_{1}, E_{2}\right)$. Let $a_{1}$ (respectively, $a_{2}$ ) be the row obtained from $a$ by setting to zero all the components associated with nodes in $G_{1}$ (respectively, $G_{2}$ ). Letting

$$
\alpha_{i}=\max a_{i} x, \quad x \in P(G), \quad i=1,2,
$$

we have that $\alpha=\alpha_{1}+\alpha_{2}$ and $a=a_{1}+a_{2}$; thus $a x \leq \alpha$ can be obtained as the sum of two valid inequalities. This is not possible because it defines a facet.

Lemma 5.2. If $G_{a}$ contains a node $u$ of degree 2 and its neighbours are $v$ and $w$, then $a_{u} \leq a_{v}, a_{u} \leq a_{w}$.

Proof. Since $a x \leq \alpha$ defines a nontrivial facet, there is a set $W \in \beta_{a}$ such that $u \notin$ $W$. It implies that $v, w \in W$.


Fig. 3
Let

$$
W^{\prime}=W \backslash\{v\} \cup\{u\}, \quad W^{\prime \prime}=W \backslash\{w\} \cup\{u\} .
$$

It is clear that $W^{\prime} \in \beta(G)$ and $W^{\prime \prime} \in \beta(G)$; then $a_{u} \leq a_{v}, a_{u} \leq a_{w}$.
COROLLARY 5.3. If $G_{a}$ contains a path $u, u_{1}, \ldots, u_{k}, v$ whose internal nodes are of degree 2, then $a_{u_{i}}=a_{u_{j}}$ for $1 \leq i \leq k, 1 \leq j \leq k$.

Lemma 5.4. If $G_{a}$ contains the induced subgraph $\Gamma=(U, E(U))$ where

$$
\begin{gathered}
U=\left\{u, v, w_{1}, w_{2}, w_{3}\right\} \\
E(U)=\left\{u w_{1}, u w_{2}, v w_{2}, v w_{3}, w_{1} w_{2}, w_{2} w_{3}\right\},
\end{gathered}
$$

and all the edges in $E(U)$ are labeled negative, then $a_{w_{1}}=a_{w_{2}}=a_{w_{3}}$. See Fig. 3.
Proof. Let $T_{1}=\left\{u, w_{1}, w_{2}\right\}$ and $T_{2}=\left\{v, w_{2}, w_{3}\right\}$. If $W \in \beta_{a}, W \cap\left\{u, w_{2}\right\} \neq \varnothing$, and $W \cap\left\{v, w_{2}\right\} \neq \varnothing$, then $\left|T_{1} \cap W\right|=2$ and $\left|T_{2} \cap W\right|=2$.

Since $a x \leq \alpha$ is different from the inequalities

$$
x(u)+x\left(w_{1}\right)+x\left(w_{2}\right) \leq 2, \quad x(v)+x\left(w_{2}\right)+x\left(w_{3}\right) \leq 2,
$$

there are two node sets $W_{1}$ and $W_{2}$ in $\beta_{a}$ such that $\left\{u, w_{2}\right\} \cap W_{1}=\varnothing,\left\{v, w_{2}\right\} \cap W_{2}=$ $\varnothing$. Hence $w_{1} \in W_{1}$ and $w_{3} \in W_{2}$. Let

$$
W_{1}^{\prime}=W_{1} \backslash\left\{w_{1}\right\} \cup\left\{w_{2}\right\}, \quad W_{2}^{\prime}=W_{2} \backslash\left\{w_{3}\right\} \cup\left\{w_{2}\right\}
$$

Since $\left\{W_{1}^{\prime}, W_{2}^{\prime}\right\} \subseteq \beta(G)$, we have

$$
a_{w_{2}} \leq a_{w_{1}}, \quad a_{w_{2}} \leq a_{w_{3}}
$$

and, from Lemma 5.2, we have

$$
a_{w_{2}} \geq a_{w_{1}}, \quad a_{w_{2}} \geq a_{w_{3}}
$$

which yields

$$
a_{w_{1}}=a_{w_{2}}=a_{w_{3}} .
$$

Lemma 5.5. Given two nodes $u$ and $v$, there is at most one path in $G_{a}$ containing an even (respectively, odd) number of negative edges whose internal nodes are of degree 2 (a path could consist of a single edge).

Proof. Suppose that $G_{a}$ contains the paths $u, u_{1}, \ldots, u_{k}, v$ and $u, v_{1}, \ldots, v_{l}, v$ that satisfy the conditions above. If $W \in \beta_{a}$, then either (a) $\left|W \cap\left\{u_{1}, \ldots, u_{k}\right\}\right|=k$ and $\left|W \cap\left\{v_{1}, \ldots, v_{l}\right\}\right|=l$ or (b) $\left|W \cap\left\{u_{1}, \ldots, u_{k}\right\}\right|=k-1$ and $\left|W \cap\left\{v_{1}, \ldots, v_{l}\right\}\right|=$ $l-1$. Thus

$$
\sum_{i} x^{W}\left(u_{i}\right)-\sum_{j} x^{W}\left(v_{j}\right)=k-l,
$$

but this is not possible because $a x \leq \alpha$ defines a facet.

LEMMA 5.6. Let $p$ be a node of degree 3 in $G_{a}$; given any other node $q$ in $G_{a}$, there is at most one path between $p$ and $q$ in $G_{a}$ whose internal nodes are of degree 2.

Proof. Suppose that there are two paths $p, u_{1}, \ldots, u_{k}, q$ and $p, v_{1}, \ldots, v_{l}, q$ that satisfy the above conditions. Because of Lemma 5.5, we assume that these paths have different parities.

Let $W \in \beta_{a}$. We have the two following cases:
(i) If $q \notin W$, then $\left\{p, u_{1}, \ldots, u_{k}, v_{1}, \ldots, v_{l}\right\} \subseteq W$, because $p$ has degree 3 in $G_{a}$ and $a \geq 0$;
(ii) If $q \in W$, then $\left|\left\{p, u_{1}, \ldots, u_{k}, v_{1}, \ldots, v_{l}\right\} \cap W\right|=k+l$, because $a \geq 0$ and $W$ cannot contain a cycle with an odd number of negative edges.

Thus $x^{W}$ satisfies

$$
x(p)+x(q)+\sum_{i} x\left(u_{i}\right)+\sum_{j} x\left(v_{j}\right)=k+l+1,
$$

but this is not possible because $a x \leq \alpha$ defines a facet.
Lemma 5.7. For a facet-defining inequality $a x \leq \alpha$, the graph $G_{a}$ cannot be decomposed as in Theorem 2.1.

Proof. Suppose that $G_{a}$ admits such decomposition, since $a x \leq \alpha$ should also define a facet of $P\left(G_{a}\right)$. This contradicts Theorem 2.1.

Now we study the facet-defining inequalities of $P\left(\bar{G}_{k}\right)$.
Lemma 5.8. If ax $\leq \alpha$ defines a facet of $P\left(\bar{G}_{k}\right), k=1,2$ and $\left\{u, v, w_{i} ; 1 \leq i \leq 4\right\} \subseteq$ $V_{a}$ in Cases 2 and $3,\left\{u, v, w_{i} ; 1 \leq i \leq 5\right\} \subseteq V_{a}$, in Case 4, then $a x \leq \alpha$ is of the type (2.1) or (2.2).

Proof. In Case 2, we can apply Lemma 5.4 and we have that $a_{w_{2}}=a_{w_{3}}=a_{w_{4}}$.
Let $W \in \beta_{a}$. There are the three following cases:
(i) $W \cap\{u, v\}=\varnothing$; in this case, $\left\{w_{i} \mid 1 \leq i \leq 4\right\} \subseteq W$;
(ii) $\{u, v\} \subseteq W$; in this case, $w_{1} \notin W$, because it would create a cycle with one negative edge, and $W \cap\left\{w_{2}, w_{3}, w_{4}\right\}=\left\{w_{2}, w_{4}\right\}$, because $a_{w_{2}}=a_{w_{3}}=a_{w_{4}}$;
(iii) $|\{u, v\} \cap W|=1$; this implies that $\left|W \cap\left\{w_{2}, w_{3}, w_{4}\right\}\right|=2$; also, $w_{1} \in W$, because $a_{w_{1}}>0$.
Therefore $\left|W \cap\left\{u, v, w_{i} ; 1 \leq i \leq 4\right\}\right|=4$. Hence $x^{W}$ satisfies (2.1); this implies that $a x \leq \alpha$ is of the type (2.1). In Case 3 or Case 4, the proof is analogous.

Consider now a nontrivial facet-defining inequality $a x \leq \alpha$. In Cases 2 and 3, the structure of $G_{a}$ falls into one of the types below:
(i) $G_{a}$ does not contain any of $\left\{w_{i} \mid 1 \leq i \leq 4\right\}$;
(ii) If $w_{2} \in G_{a}$, Lemma 5.7 shows that $u, w_{3} \in G_{a}$; if there is any other node in $G_{a}$, then Lemma 5.7 shows that $v \in G_{a}$, and Lemma 5.6 shows that $w_{3}$ should not have degree 3. Hence $w_{4} \in G_{a}$. From Lemma 5.4, we have that $a_{w_{2}}=a_{w_{3}}=a_{w_{4}}$. We can assume without loss of generality that $a_{w_{2}}=1$. From Lemma 5.8, we have that $w_{1} \in G_{a}$ only if the inequality is of type (2.1).
(iii) If $\left\{w_{2}, w_{4}\right\} \cap V_{a}=\varnothing$, then Lemma 5.5 shows that, in Case $2, w_{3}$ cannot be in $V_{a}$; however, $w_{1}$ could be in $V_{a}$. In Case 3, Lemma 5.5 shows that $\left|\left\{w_{1}, w_{3}\right\} \cap V_{a}\right| \leq 1$.

Thus we have that, in Cases 2 and 3, the facet-defining inequalities of $P\left(\bar{G}_{k}\right)$ are classified as follows, for $k=1,2$ :

$$
\begin{gather*}
\sum_{j \in V_{k}} a_{i j}^{k} x(j) \leq \alpha_{i}^{k}, \quad i \in I_{1}^{k},  \tag{5.1a}\\
\sum_{j \in V_{k}} a_{i j}^{k} x(j)+x\left(w_{2}\right)+x\left(w_{3}\right)+x\left(w_{4}\right) \leq \alpha_{i}^{k}, \quad i \in I_{2}^{k}, \tag{5.1b}
\end{gather*}
$$

$$
\begin{equation*}
\sum_{j \in V_{k}} a_{i j}^{k} x(j)+x\left(w_{1}\right) \leq \alpha_{i}^{k}, \quad i \in I_{4}^{k}, \tag{5.1d}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{j \in V_{k}} a_{i j}^{k} x(j)+x\left(w_{3}\right) \leq \alpha_{i}^{k}, \quad i \in I_{3}^{k}, \tag{5.1c}
\end{equation*}
$$

$$
\begin{align*}
& x(u)+x\left(w_{2}\right)+x\left(w_{3}\right) \leq 2,  \tag{5.1e}\\
& x(v)+x\left(w_{3}\right)+x\left(w_{4}\right) \leq 2, \tag{5.1f}
\end{align*}
$$

Then $F(\bar{G})$ is defined by both systems, together with the inequality

$$
\begin{equation*}
-x(u)-x(v)-x\left(w_{1}\right)-x\left(w_{2}\right)-x\left(w_{3}\right)-x\left(w_{4}\right) \leq-4 . \tag{5.2}
\end{equation*}
$$

To project the variables $\left\{x\left(w_{i}\right)\right\}$, we use the following theorem of Balas and Pulleyblank [1].

Theorem 5.9. Let $Z=\{(w, x) \mid A w+B x \leq b\}$; the projection of $Z$ along the subspace of the $w$ variables is

$$
X=\{x \mid(v B) x \leq v b, \forall v \in \operatorname{extr} Y, x \geq 0\}
$$

where extr $Y$ denotes the set of extreme rays of

$$
Y=\{y \mid y A \geq 0, y \geq 0\} .
$$

In our case, the matrix $A$ has the following twelve types of rows:

| 0 | 0 | 0 | 0 |
| ---: | ---: | ---: | ---: |
| 0 | 1 | 1 | 1 |
| 0 | 0 | 1 | 0 |
| 1 | 0 | 0 | 0 |
| 0 | 1 | 1 | 0 |
| 0 | 0 | 1 | 1 |
| 1 | 1 | 1 | 1 |
| 1 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 |
| 0 | 0 | 1 | 0 |
| 0 | 0 | 0 | 1 |
| -1 | -1 | -1 | -1. |

Column $j$ corresponds to $x\left(w_{j}\right)$ for $1 \leq j \leq 4$; the first seven rows correspond to inequalities (5.1a)-(5.1g), respectively; the next four rows correspond to inequalities (5.1h); the last row corresponds to inequality (5.2).

The extreme rays of $Y$ correspond to the extreme points of

$$
\left\{y \mid y A \geq 0, \sum y_{i}=1, y \geq 0\right\}
$$

so we enumerate the extreme points of

$$
\left\{z \mid B z \geq 0, \sum z_{i}=1, z \geq 0\right\}
$$

where $B$ is the matrix below:

$$
\left[\begin{array}{llllllllll}
0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & -1 \\
0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & -1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & -1
\end{array}\right] .
$$

The extreme points are the columns of

$$
\left[\begin{array}{cccccccccc}
1 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & & \vdots & \frac{1}{3} & 0 & 0 & 0 & 0 & 0 \\
& 0 & \ddots & & 0 & 0 & 0 & 0 & 0 & \frac{1}{5} \\
& & & & \frac{1}{3} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} & 0 & \frac{1}{5} \\
\vdots & \vdots & & & 0 & \frac{1}{4} & \frac{1}{4} & 0 & 0 & 0 \\
& & & & 0 & \frac{1}{4} & 0 & \frac{1}{4} & 0 & 0 \\
& & & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & 0 \\
& & & 1 & 0 & 0 & 0 & \frac{1}{4} & 0 & \frac{1}{5} \\
& 0 & 0 & 0 & \frac{1}{3} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{2} & \frac{1}{5}
\end{array}\right] .
$$

So the inequalities given by Theorem 5.9 are obtained by performing the following steps:
(i) Keep inequalities (5.1a)-(5.1g), but delete the variables $\left\{x\left(w_{i}\right)\right\}$;
(ii) Add three inequalities, one of type (5.1b), one of type (5.1d) or $x\left(w_{1}\right) \leq 1$, and (5.2),
(iii) Add four inequalities, one of type (5.1d) or $x\left(w_{1}\right) \leq 1$, one of type (5.1e), one of type (5.1f), and (5.2), from the result delete $x\left(w_{3}\right)$;
(iv) Add four inequalities, one of type (5.1d) or $x\left(w_{1}\right) \leq 1$, one of type (5.1e), $x\left(w_{4}\right)$ $\leq 1$, and (5.2);
(v) Add four inequalities, one of type (5.1d) or $x\left(w_{1}\right) \leq 1$, one of type (5.1f), $x\left(w_{2}\right) \leq 1$, and (5.2);
(vi) Add ( 5.1 g ) and (5.2) (which gives the redundant inequality $0 \leq 0$ );
(vii) Add five inequalities, one of type (5.1c) or $x\left(w_{3}\right) \leq 1$, one of type ( 5.1 d ) or $x\left(w_{1}\right) \leq 1, x\left(w_{2}\right) \leq 1, x\left(w_{4}\right) \leq 1$, and (5.2).

The next lemma shows that some of these inequalities are redundant.
Lemma 5.10. Let $a x \leq \alpha$ be a facet-defining inequality of $P(G), \alpha \geq 0$. If $V_{a} \subseteq V_{k}$, then this inequality also defines a facet of $P\left(\bar{G}_{k}\right), k=1,2$.

Proof. It is clear that this inequality is valid for $P\left(\bar{G}_{k}\right)$.
By hypothesis, there are $\left|\bar{V}_{k}\right|$ linearly independent incidence vectors of balanced induced subgraphs that satisfy $a x=\alpha$. Let us form a matrix $M$ with them. Among these vectors, there is one vector $\bar{x}$ with $\bar{x}(u)=0$ or $\bar{x}(v)=0$. Hence the columns of

$$
M^{\prime}=\left[\begin{array}{ccccc}
M & \bar{x} & \bar{x} & \bar{x} & \bar{x} \\
0 & 1 & & & \\
0 & & 1 & & \\
0 & & & 1 & \\
0 & & & & 1
\end{array}\right]
$$

form a set of $\left|\bar{V}_{k}\right|$ linearly independent incidence vectors of balanced induced subgraphs of $\bar{G}_{k}$. Moreover, they satisfy $a x=\alpha$.

This lemma states that, if an inequality is essential in the definition of $P(G)$ and its support is included in $V_{k}$, then a multiple of this inequality already appears in (5.1a). So in (i) we should only keep (5.1a) and in (ii) we should keep the constraints whose support intersects both $V_{1} \backslash\{u, v\}$ and $V_{2} \backslash\{u, v\}$. For the same reasons, the inequalities produced in (iii)-(v) are redundant. Thus we obtain the following result.

Theorem 5.11. In Cases 2 and 3, $P(G)$ is defined by (5.1a), together with $x(j) \geq 0$ for $j \in V$ and the mixed inequalities

$$
\begin{equation*}
\sum_{j \in V_{k}} a_{i j}^{k} x(j)+\sum_{j \in V_{l}} a_{s j}^{l} x(j)-x(u)-x(v) \leq \alpha_{i}^{k}+\alpha_{s}^{l}-4 \tag{5.3}
\end{equation*}
$$

for $k=1,2 ; l=1,2 ; i \in I_{2}^{k}, s \in I_{4}^{l}$.
In what follows, we prove that, if $k \neq l$, inequalities (5.3) define facets of $P(G)$. First, we must introduce a technical lemma.

Lemma 5.12. Inequalities (5.1b) and (5.1d) define facets of $F\left(\bar{G}_{k}\right)$.
Proof. First, let us study inequalities (5.1b). Since $\operatorname{dim}\left(F\left(\bar{G}_{k}\right)\right)=\left|\bar{V}_{k}\right|-1$, we must show that there are $\left|\bar{V}_{k}\right|-1$ linearly independent vectors in $F(\bar{G})$ that satisfy (5.1b). Let $n=\left|\bar{V}_{k}\right|$. There is a linearly independent set $\left\{x_{1}, \ldots, x_{n}\right\}$ of extreme points of $P\left(\bar{G}_{k}\right)$ that satisfy (5.1b).

For a vector $x_{j}$, we do the following. If $x_{j}$ satisfies (5.2), we keep it; otherwise, we set the component $x_{j}\left(w_{1}\right)$ equal to 1 . We obtain a set $S=\left\{x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\}$ of vectors that satisfy both (5.1b) and (5.2). Since we only modified one component, there are $n-1$ linearly independent vectors in $S$.

Now let us study an inequality of type (5.1d), say $a x \leq \alpha$. Let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of linearly independent extreme points of $P\left(\bar{G}_{k}\right)$ that satisfy $a x=\alpha$. Let $x_{j}$ be one of these vectors; if $x_{j}$ satisfies (5.2), we define $x_{j}^{\prime}=x_{j}$; otherwise, we define $x_{j}^{\prime}(u)=x_{j}(u)$ if $u \neq w_{2}, w_{3}, w_{4}$. We set to 1 some of the components $x_{j}^{\prime}\left(w_{2}\right), x_{j}^{\prime}\left(w_{3}\right), x_{j}^{\prime}\left(w_{4}\right)$ to obtain an extreme point $x_{j}^{\prime}$ that satisfies (5.2).

Let us assume that $a x \leq \alpha$ is inessential in the definition of $F(\bar{G})$. This implies that

$$
a=\sum \lambda_{i} b_{i}+\gamma d, \quad \alpha \geq \sum \lambda_{i} \beta_{i}+\gamma \varepsilon, \quad \lambda_{i} \geq 0
$$

where $b_{i} x \leq \beta_{i}$ denotes an inequality in (5.1), other than $a x \leq \alpha$, but not (5.1g), and $d x=\varepsilon$ denotes the equation derived from (5.1g).

For each inequality $b_{i} x \leq \beta_{i}$, there is a vector $x_{j} \in S$ such that $b_{i} x_{j}<\beta_{i}$ and $b_{i} x_{j}^{\prime}=$ $\beta_{i}$. Hence $b_{i w_{j}}>0, j=2,3,4$; then $b_{i w_{1}}=0$. This implies $\gamma=1$ and some $\lambda_{i}<0$, a contradiction.

So if $a x \leq \alpha$ is of type (5.1b) or (5.1d) and another inequality $b x \leq \beta$ defines the same face of $F\left(\bar{G}_{k}\right)$, then $b=\lambda a+\gamma d$, where $d x=\varepsilon$ denotes ( 5.1 g ) as equation and $\lambda \geq$ 0 . The constraint $b x \leq \beta$ cannot be in (5.1), because of the structure of the inequalities in this system.

Lemma 5.13. If $k \neq l$, inequalities (5.3) define facets of $P(G)$.
Proof. Suppose that $k=1, l=2$. We show that there exists a vector $\bar{x}$ in $P(G)$ that satisfies this inequality as equation, and all the others as strict inequality.

For the inequality

$$
\sum_{i \in V_{1}} a_{i j}^{1} x(j)+x\left(w_{2}\right)+x\left(w_{3}\right)+x\left(w_{4}\right) \leq \alpha_{i}^{1}, \quad i \in I_{2}^{1},
$$
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let $S=\left\{x_{1}, \ldots, x_{l}\right\}$ be the set of extreme points of $F\left(\bar{G}_{1}\right)$ that satisfy it as equation. For

$$
\sum_{j \in V_{2}} a_{i j}^{2} x(j)+x\left(w_{1}\right) \leq \alpha_{i}^{2}, \quad i \in I_{4}^{2},
$$

let $T=\left\{y_{1}, \ldots, y_{m}\right\}$ be the set of extreme points of $F\left(\bar{G}_{2}\right)$ that satisfy it as equation.
First, for each vector $x_{i}$, we can find a vector $y_{j_{i}}$ such that both together give a vector in $F(\bar{G}), 0 \leq i \leq l$. Next, for each vector $y_{j}$, we can find a vector $x_{i_{j}}$ such that together they give a vector in $F(\bar{G}), 0 \leq j \leq m$.

Let $\left\{z_{1}, \ldots, z_{r}\right\}$ be the set of vectors thus obtained $(r=l+m)$. Let $z_{k}^{\prime}$ be the vector obtained by dropping the components $z_{k}\left(w_{j}\right), 1 \leq j \leq 4$.

Then

$$
\bar{x}=\frac{1}{r}\left(z_{1}^{\prime}+\cdots+z_{r}^{\prime}\right)
$$

is the required vector.
This theorem gives a way to describe facets of $P(G)$ by composition of facets for the pieces. For instance, consider the graphs in Figs. 4(a) and 4(b), with all the edges labeled negative. The inequalities

$$
\sum x(i) \leq 9 \quad \text { and } \quad \sum x(i) \leq 7
$$

define facets for the first and second graph respectively; see [6]. Theorem 5.16 shows that

$$
\sum x(i) \leq 12
$$

defines a facet for the graph in Fig. 4(c).
The techniques of this section also apply to Case 4 of $\S 2$. The only missing piece in this case is a characterization of the extreme rays of the set $Y$, defined in Theorem 5.9.
6. Acyclic induced subgraphs. In this section, our aim is to show how the same ideas apply to the acyclic induced subgraph polytope. Similar compositions for the polytope of acyclic spanning subgraphs have been studied in [5].

Let $D=(V, A)$ be a directed graph; the induced subgraph $(W, A(W))$ is called acyclic if it does not have a directed cycle. The acyclic induced subgraph (AIS) polytope is

$$
P^{\prime}(D)=\operatorname{conv}\left\{x^{W} \in \Re^{V} \mid(W, A(W)) \text { is acyclic }\right\},
$$

and the maximum AIS problem is

$$
\max c x, \quad x \in P^{\prime}(D)
$$

If $G=(V, E)$ is an undirected graph, the maximum stable set problem in $G$ can be reduced to a maximum AIS problem in a directed graph $D=(V, A)$, where each edge $e \in E$ is replaced by the arcs $(i, j)$ and $(j, i)$. This shows that the maximum AIS problem is NP-hard for planar digraphs.

The analogue of Theorem 2.1 is the following result.
Theorem 6.1. Let $D=(V, A)$ be a directed graph such that there exist two node sets $V_{1}$ and $V_{2}$ with the following properties:
(i) $V=V_{1} \cup V_{2}$,
(ii) $W=V_{1} \cap V_{2} \neq \varnothing$,
(iii) For $\{i, j\} \subseteq W$, the $\operatorname{arc}(i, j) \in A$ and $(j, i) \in A$,
(iv) The induced subgraph $(V \backslash W, A(V \backslash W)$ ) is disconnected.

If $D_{1}=\left(V_{1}, A\left(V_{1}\right)\right)$ and $D_{2}=\left(V_{2}, A\left(V_{2}\right)\right)$, then a system of inequalities that defines $P^{\prime}(D)$ is obtained by the juxtaposition of such systems defining $P^{\prime}\left(D_{1}\right)$ and $P^{\prime}\left(D_{2}\right)$.

Now let us study digraphs with a two-vertex cutset.
Let $D_{1}=\left(V_{1}, A_{1}\right)$ and $D_{2}=\left(V_{2}, A_{2}\right)$ be two digraphs such that $V_{1} \cap V_{2}=\{u, v\}$ and let $D=(V, A)$ be the union of $D_{1}$ and $D_{2}$, i.e., $V=V_{1} \cup V_{2}, A=A_{1} \cup A_{2}$. There are three cases.

Case 1. The arcs $(u, v)$ and $(v, u)$ belong to $A$.
Case 2. The arc $(u, v) \in A$.
Case 3. There is no arc between $u$ and $v$.
Case 1 is covered by Theorem 6.1. In Case 2, we define $\bar{D}_{i}=\left(\bar{V}_{i}, \bar{A}_{i}\right), i=1,2$ as follows:

$$
\begin{gathered}
\bar{V}_{i}=V_{i} \cup\left\{w_{1}, w_{2}\right\}, \\
\bar{A}_{i}=A_{i} \cup\left\{\left(w_{1}, u\right),\left(v, w_{1}\right),\left(u, w_{2}\right),\left(w_{2}, u\right),\left(v, w_{2}\right),\left(w_{2}, v\right)\right\} .
\end{gathered}
$$

In Case 3, we define

$$
\begin{gathered}
\bar{V}_{i}=V_{i} \cup\left\{w_{1}, w_{2}, w_{3}\right\}, \\
\bar{A}_{i}=A_{i} \cup\left\{\left(v, w_{1}\right),\left(w_{1}, u\right),\left(u, w_{2}\right),\left(w_{2}, v\right),\left(u, w_{3}\right),\left(w_{3}, u\right),\left(w_{3}, v\right),\left(v, w_{3}\right)\right\} .
\end{gathered}
$$

For Case 2, the inequality

$$
x\left(w_{1}\right)+x\left(w_{2}\right)+x(u)+x(v) \leq 2
$$

plays the role of inequality (2.1). For Case 3 , the inequality

$$
x\left(w_{1}\right)+x\left(w_{2}\right)+x\left(w_{3}\right)+x(u)+x(v) \leq 3
$$

plays the role of (2.2).
So they define a facet $F\left(\bar{D}_{i}\right)$ of $P^{\prime}\left(\bar{D}_{i}\right), i=1,2$ and a facet $F(\bar{D})$ of $P^{\prime}(\bar{D})$; again, the polytope $P^{\prime}(D)$ is the projection of $F(\bar{D})$ along the variables $\left\{x\left(w_{i}\right)\right\}$, and the following is the analogue of Theorem 2.2.

THEOREM 6.2. The juxtaposition of a system that defines $F\left(\bar{D}_{1}\right)$ and a system that defines $F\left(\bar{D}_{2}\right)$ gives a system that defines $F(\bar{D})$.

Algorithmic aspects analogous to those of $\S 3$ hold for the AIS problem. For seriesparallel digraphs, we have the following result.

Theorem 6.3. If $D$ is a series-parallel directed graph with $n$ nodes, then a maximum weighted AIS can be found in $O(n \log n)$ time.

THEOREM 6.4. If $D$ is a series-parallel directed graph with n nodes, then $P^{\prime}(D)$ is a projection of a polytope defined by a system with $O(n)$ inequalities and $O(n)$ variables.

As for the BIS polytope, $P^{\prime}(D)$ may have facet-defining inequalities that are not easy to describe even for series-parallel digraphs [6]. The above theorem shows that, if we allow extra variables, then we have a polytope that has a much simpler representation.

The techniques of $\S 5$ can also be adapted to Case 2 of the present section to produce compositions of facets of $P\left(D^{\prime}\right)$.
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#### Abstract

A graph $G$ with a two-node cutset decomposes into two pieces. A technique to describe the stable set polytope for $G$ based on stable set polytopes associated with the pieces is studied. This gives a way to characterize this polytope for classes of graphs that can be recursively decomposed. This also gives a procedure to describe new facets of this polytope. A compact system for the stable set problem in series-parallel graphs is derived. This technique is also applied to characterize facet-defining inequalities for graphs with no $K_{5} \backslash e$ minor. The stable set problem is polynomially solvable for this class of graphs. Compositions of $h$-perfect graphs are also studied.
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1. Introduction. Given a graph $G$, let $P(G)$ be the stable set polytope of $G$. If $G$ has a one- or two-node cutset, then $G$ decomposes into $G_{1}$ and $G_{2}$. We study a technique to derive a system of inequalities that defines $P(G)$ from systems related to $G_{1}$ and $G_{2}$. In a companion paper [2], we studied the same technique for the polytopes of balanced and acyclic subgraphs. We can use this to characterize the stable set polytope for classes of graphs that can be decomposed by two-vertex cuts, provided that the pieces are "easy" to handle. It also gives a procedure for characterizing facets of the stable set polytope by composition of facets for the pieces. We use this method in [3] to characterize the stable set polytope for graphs with no $W_{4}$ minor.

In §2 we study the structure of the facets of $P(G)$ and show some facet-defining inequalities for subdivisions of a wheel. In $\S 3$ we study the composition of polyhedra. In $\S 4$ we study the algorithmic aspects of this kind of composition. In $\S 5$ we study seriesparallel graphs. We derive a compact system for the stable set problem in this class of graphs; i.e., we show that $P(G)$ is a projection of a polyhedron that is defined by a system whose number of variables and number of inequalities is linear in the number of nodes of the graph. In $\S 6$ we study some facets of $P(G)$ for graphs with no $K_{5} \backslash e$ minor. Based on a decomposition theorem of Wagner, we can derive a polynomial algorithm for finding a maximum weighted stable set in this class of graphs. Using composition of facets, we show that, for any positive integer $p$, we can find a graph $G$ with no $K_{5} \backslash e$ minor such that $P(G)$ has a facet-defining inequality with coefficients $1,2, \ldots, p$. In $\S 7$ we study compositions of $h$-perfect graphs.

We finish this introduction with a few definitions. Given a graph $G=(V, E)$, a stable set $S \subseteq V$ is a node set such that there is no edge with both endnodes in $S$. If $S \subseteq$ $V$, let $x^{S} \in \Re^{V}$, where $x^{S}(u)=1$ if $u \in S$, and $x^{S}(u)=0$ if $u \notin S$; $x^{S}$ is called the incidence vector of $S$.

[^45]The stable set polytope $P(G)$ is the convex hull of incidence vectors of all stable sets of $G$, i.e.,

$$
P(G)=\operatorname{conv}\left\{x^{S} \in \Re^{V} \mid S \text { is a stable set of } G\right\} .
$$

The polytope $P(G)$ is full-dimensional. This implies that (up to multiplication by a positive constant) there is a unique nonredundant inequality system $A x \leq b$ such that $P(G)=$ $\{x \mid A x \leq b\}$; moreover, there is a natural bijection among the facets of $P(G)$ and the inequalities of that system.
2. On the facets of $\boldsymbol{P}(\boldsymbol{G})$. The facets of $P(G)$ have been studied in [11], [5], [10], [13]-[15]. In this section, we present some properties of those inequalities that will be used later. We also present some facets for subdivisions of a wheel.

Let $a x \leq \alpha$ be an inequality that defines a facet of $P(G)$. If $a$ contains at least two nonzero components, we say that $a x \leq \alpha$ defines a nontrivial facet. In this section, we study only nontrivial facets, so we have that $a \geq 0$ and $\alpha>0$. We denote by $V_{a}$ the set

$$
V_{a}=\left\{v \mid a_{v}>0\right\} .
$$

The subgraph induced by $V_{a}$ is denoted by $G_{a}$. Let us remark that $G_{a}$ is a two-connected graph.

We now present two lemmas about the structure of $G_{a}$; their proofs appear in [9].
Lemma 2.1. If $G_{a}$ contains a path with vertices $p, u, v, q$, where $u$ and $v$ are of degree 2, then $a_{u}=a_{v}$.

Lemma 2.2. If $G_{a}$ is different from an odd hole (and from $K_{3}$ ), then it does not contain between two given nodes $p$ and $q$ two edge-disjoint paths such that each node of them different from $p, q$ is of degree 2 .

In what follows, we give two procedures of construction of facets of the stable set polytope from known facets. The first procedure consists of subdividing a star.

THEOREM 2.3 (subdivision of a star). Let $G=(V, E)$ be a graph and $a x \leq \alpha$ be a nontrivial facet-defining inequality. Let $v$ be a vertex of $G$ and $N=\left\{v_{0}, \ldots, v_{k-1}\right\}$ be the neighbor set of $v$. Suppose that, for each $i=0, \ldots, k-1$, there exists a stable set $\tilde{S}_{i}$ such that $a x^{\tilde{S}_{i}}=\alpha$ and $\tilde{S}_{i} \cap N=\left\{v_{i}, v_{i+1}, \ldots, v_{i+p-1}\right\}$, where $p \geq 1$ is a fixed integer and the indices are numbered modulo $k$. Suppose also that $p$ and $k$ are relatively prime and $a_{v_{0}}=a_{v_{1}}=\cdots=a_{v_{k-1}}=a_{v} / p$. Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained from $G$ by adding on each edge $v v_{i}$ a new node $v_{i}^{\prime}$ for $i=0, \ldots, k-1$. Set

$$
\begin{gathered}
\bar{a}_{u}=a_{u} \quad \text { for } u \in V \backslash\{v\}, \\
\bar{a}_{v}=a_{v}(k-p) / p, \\
\bar{a}_{v_{i}^{\prime}}=a_{v} / p \quad \text { for } i=0,1, \ldots, k-1, \\
\bar{\alpha}=\alpha+a_{v}(k-p) / p .
\end{gathered}
$$

Then $\bar{a} x \leq \bar{\alpha}$ defines a facet of $P\left(G^{\prime}\right)$.
Proof. First, let us show that $\bar{a} x \leq \bar{\alpha}$ is valid for $P\left(G^{\prime}\right)$. Let $S^{\prime}$ be a maximal stable set of $G^{\prime}$.

Case 1. The node $v$ belongs to $S^{\prime}$.
Then $S=S^{\prime} \backslash\{v\}$ is a stable set in $G$, which implies that $a x^{S} \leq \alpha$ and then $\bar{a} x^{S^{\prime}} \leq \bar{\alpha}$.

Case 2. The node $v$ does not belong to $S^{\prime}$.
Let $T=S^{\prime} \cap N$ and $T^{\prime}=\left\{v_{i}^{\prime} \mid v_{i} \notin T, 0 \leq i \leq k-1\right\}$. Note that $T^{\prime} \subseteq S^{\prime}$. Let $S=\left(S^{\prime} \backslash\left(T \cup T^{\prime}\right)\right) \cup\{v\}$. It is clear that $S$ is a stable set of $G$; then $a x^{S} \leq \alpha$. Since $\left|T \cup T^{\prime}\right|=k$, we have that $\bar{a} x^{S^{\prime}} \leq \bar{\alpha}$.

Now we have to show that $\bar{a} x \leq \bar{\alpha}$ is facet-inducing. Let $n=|V|$ and $m=n+k$. There are $n$ stable sets $S_{1}, \ldots, S_{n}$ of $G$ whose incidence vectors are linearly independent and satisfy $a x=\alpha$. Consider the following sets:

$$
\begin{aligned}
& S_{i}^{\prime}=\left(S_{i} \backslash\{v\}\right) \cup\left\{v_{0}^{\prime}, \ldots, v_{k-1}^{\prime}\right\} \quad \text { if } v \in S_{i}, \\
& S_{i}^{\prime}=S_{i} \cup\{v\} \quad \text { if } v \notin S_{i}, \text { for } i=1, \ldots, n,
\end{aligned}
$$

and

$$
S_{n+j+1}^{\prime}=\tilde{S}_{j} \cup\left\{v_{i}^{\prime} \mid v_{i} \notin \tilde{S}_{j}\right\} \quad \text { for } j=0,1, \ldots, k-1
$$

The incidence vectors of $S_{1}^{\prime}, \ldots, S_{m}^{\prime}$ satisfy $\bar{a} x=\bar{\alpha}$. Let us assume that they also satisfy $b x=\bar{\alpha}$, where $b x \leq \bar{\alpha}$ is a facet-defining inequality of $P\left(G^{\prime}\right)$. We prove that $b=\bar{a}$.

Since the incidence vectors of $\tilde{S}_{0}, \ldots, \tilde{S}_{k-1}$ are linearly independent, we can assume that $S_{1}=\tilde{S}_{0}, \ldots, S_{k}=\tilde{S}_{k-1}$.

Consider the equations $b x^{S_{i}^{\prime}}-b x^{S_{n+i}^{\prime}}=0, i=1, \ldots, k$. This is a system like

$$
[\lambda \gamma]\binom{u}{-C}=0
$$

where $u$ is a row of 1 's, and $C$ is the $k \times k$ cyclic matrix having $(k-p)$ 1's in each row and column. Hence, we have that

$$
b_{v_{i}^{\prime}}=b_{v} /(k-p) \quad \text { for } i=0, \ldots, k-1
$$

There is some number $\delta>0$ such that $\bar{\alpha}-b_{v}=\delta \alpha$.
Consider the equations $b x^{S_{i}^{\prime}}=\bar{\alpha}$ (or $b x^{S_{i}^{\prime}}-b_{v}=\bar{\alpha}-b_{v}$ ), $i=1, \ldots, n$. Since $a$ is the unique solution of $a x^{S_{i}}=\alpha, i=1, \ldots, n$, and $\bar{\alpha}-b_{v}=\delta \alpha$, we have that

$$
b_{u}=\delta a_{u} \quad \text { for } u \in V \backslash\{v\} \quad \text { and } \quad b_{v} p /(k-p)=\delta a_{v} .
$$

Therefore,

$$
b_{v}=\delta a_{v}(k-p) / p=\delta \bar{a}_{v} \quad \text { and } \quad b_{v_{i}^{\prime}}=\delta a_{v} / p=\delta \bar{a}_{v_{i}^{\prime}}, \quad i=0, \ldots, k-1
$$

Since $\bar{\alpha}=\delta \alpha+b_{v}=\delta \alpha+\delta a_{v}(k-p) / p$, we have that $\delta=1$. The proof is complete.
Wolsey [15] gave some methods to construct facets of $P(G)$ from known ones. One of those methods is the following, which consists of replacing one edge by a chordless path of length 3 .

Theorem 2.4 (subdivision of an edge). Given a graph $G=(V, E)$ and $u v \in E$, let $a x \leq \alpha$ be a nontrivial facet-defining inequality of $P(G)$, different from $x(u)+x(v) \leq 1$. Let $G^{\prime}$ be the graph $G$ without the edge $u v$, if $\beta=\max \left\{a x \mid x \in P\left(G^{\prime}\right)\right\}$ has a solution with $x(u)=x(v)=1$, then

$$
a x+\lambda x(s)+\lambda x(t) \leq \beta
$$

defines a facet of $P\left(G^{\prime \prime}\right)$, where $\lambda=\beta-\alpha$, and $G^{\prime \prime}$ has been obtained by adding the nodes $s$ and $t$ to $G^{\prime}$, and the edges $u s$, st, and $t v$.

In the following, we show a converse transformation.
Theorem 2.5. Let $G=(V, E)$ be a graph. Let ax $\leq \alpha$ be a facet-defining inequality of $P(G)$. Suppose that $G$ contains a path $(p u, u v, v q)$ such that $u$ and $v$ are of degree 2. Assume also that $a_{p}=a_{u}=a_{v}=\beta$. Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained from $G$ by
replacing that path by the edge pq. Let

$$
\begin{gathered}
\bar{a}_{u}=a_{u} \quad \text { for } u \in V^{\prime}, \\
\bar{\alpha}=\alpha-\beta
\end{gathered}
$$

then $\bar{a} x \leq \bar{\alpha}$ defines a face of $P\left(G^{\prime}\right)$.
Proof. First, we show that $\bar{a} x \leq \bar{\alpha}$ is valid for $P\left(G^{\prime}\right)$. Let $S^{\prime}$ be a stable set of $G^{\prime}$. If $\{p, q\} \cap S^{\prime} \neq \varnothing$, say $p \in S^{\prime}$, then $S=S^{\prime} \cup\{v\}$ is a stable set in $G$; hence $\bar{a} x^{S^{\prime}} \leq \alpha-$ $\beta=\bar{\alpha}$. If $\{p, q\} \cap S^{\prime}=\varnothing$, then $S=S^{\prime} \cup\{v\}$ is a stable set of $G$ and thus $\bar{a} x^{S^{\prime}} \leq \alpha-$ $\beta=\bar{\alpha}$.

Let $n=|V|$ and $m=n-2$. We must exhibit $m$ stable sets of $G^{\prime}$ whose incidence vectors are linearly independent and satisfy $\bar{a} x=\bar{\alpha}$.

Since $a x \leq \alpha$ defines a facet of $P(G)$, there are $n$ stable sets $S_{1}, \ldots, S_{n}$ of $G$ such that $a x^{S_{i}}=\alpha, 1 \leq i \leq n$, and this set of vectors is linearly independent. Consider the following sets:

1) $S_{i}^{\prime \prime}=S_{i} \backslash\{v\}$ if $\{p, v\} \subseteq S_{i}$,
2) $S_{i}^{\prime}=S_{i} \backslash\{p\}$ if $\{p, q\} \subseteq S_{i}$,
3) $S_{i}^{\prime}=S_{i} \backslash\{u\}$ if $\{q, u\} \subseteq S_{i}$,
4) $S_{i}^{\prime}=S_{i} \backslash\{u\}$ if $u \in S_{i}, q \notin S_{i}$,
5) $S_{i}^{\prime}=S_{i} \backslash\{v\}$ if $v \in S_{i}, p \notin S_{i}$
for $i=1, \ldots, n$.
Note that the sets $S_{i}^{\prime}$ for $i=1, \ldots, n$ are all stable sets of $G^{\prime}$. Let us denote by $M$ (respectively, $M^{\prime}$ ) the matrix whose columns are the incidence vectors of $S_{1}, \ldots, S_{n}$ $\left(S_{1}^{\prime}, \ldots, S_{m}^{\prime}\right)$. The matrices $M$ and $M^{\prime}$ look like

$$
\begin{aligned}
M & =\left(\begin{array}{ccccc}
A_{1} & A_{2} & A_{3} & A_{4} & A_{5} \\
1 \cdots 1 & 1 \cdots 1 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 \\
0 \cdots 0 & 0 \cdots 0 & 1 \cdots 1 & 1 \cdots 1 & 0 \cdots 0 \\
\cdots \cdots 1 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & 1 \cdots 1 \\
0 \cdots 0 & 1 \cdots 1 & 1 \cdots 1 & 0 \cdots 0 & 0 \cdots 0
\end{array}\right), \\
M^{\prime} & =\left(\begin{array}{ccccc}
A_{1} & A_{2} & A_{3} & A_{4} & A_{5} \\
1 \cdots 1 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 \\
0 \cdots 0 & 1 \cdots 1 & 1 \cdots 1 & 0 \cdots 0 & 0 \cdots 0
\end{array}\right) .
\end{aligned}
$$

We must show that the rank of $M^{\prime}$ is $n-2$. Let $\bar{M}$ be the following matrix:

$$
\bar{M}=\left(\begin{array}{cc} 
& 0 \\
& \vdots \\
M & 0 \\
& 1 \\
& 0 \\
& 0 \\
& 0 \\
1 \cdots & 1
\end{array}\right) .
$$

This is nonsingular. In fact, if $\bar{M}$ is singular, then its last row should be linearly dependent of the others. Since $a$ is the only solution of $t M=(\alpha, \ldots, \alpha)$, we should have $\beta / \alpha=1$. However, $\alpha \geq 2 \beta$, a contradiction.

Now let us add the rows corresponding to $u$ and $v$ to the row corresponding to $p$ and subtract from the resulting row the last row of $\bar{M}$. We obtain the following:

$$
\left(\begin{array}{ccccccc}
A_{1} & A_{2} & A_{3} & A_{4} & A_{5} & & 0 \\
1 \cdots 1 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & & \vdots \\
0 \cdots 0 & 0 \cdots 0 & \cdots \cdots 1 & 1 \cdots 1 & 0 \cdots 0 & & 0 \\
1 \cdots 1 & 0 \cdots 0 & 0 \cdots 0 & 0 \cdots 0 & 1 \cdots 1 & & 0 \\
0 \cdots 0 & & 1 \cdots 1 & 1 \cdots 1 & 0 \cdots 0 & 0 \cdots 0 & \\
1111 & \cdots & & & & & 0 \\
0
\end{array}\right)
$$

Since this matrix is nonsingular, we can conclude that $M^{\prime}$ is of rank $n-2$.
We finish this section by showing some facet-defining inequalities of $P(G)$, when $G$ is a subdivision of a wheel.

Let $G$ be the graph of Fig. 1(a); it is well known that the inequality

$$
\sum_{j=1}^{5} x(j)+2 x(6) \leq 2
$$

defines a facet of $P(G)$. By applying Theorem 2.3 to the star of node 6 and then to the star of node 5, we obtain the graph of Fig. 1(b) and a facet-defining inequality; the coefficients different from 1 appear in the figure. The right-hand side is 7. Again, if we apply Theorem 2.3 to the stars of nodes 1, 2, 3, 4, and 5 in Fig. 1(a), we obtain a facetdefining inequality whose right-hand side is 12 and whose coefficients different from 1 appear in Fig. 1(c). Finally, if we apply Theorem 2.3 to the star of 6 in Fig. 1(a) and then Theorem 2.4 to subdivide some edges, we also obtain the graph in Fig. 1(c) but a different inequality whose right-hand side is 10 and whose coefficient different from 1 appears in Fig. 1(d).

(a)

(c)

(b)

(d)

Fig. 1
3. Compositions of graphs. Let $G=(V, E)$ be a graph such that $V=V_{1} \cup V_{2}$, $W=V_{1} \cap V_{2} \neq \varnothing$ and $(W, E(W))$ is a clique and $(V \backslash W, E(V \backslash W))$ is disconnected. Chvátal [5] proved the following.

Theorem 3.1. If $G_{1}=\left(V_{1}, E\left(V_{1}\right)\right), G_{2}=\left(V_{2}, E\left(V_{2}\right)\right)$, then a system that defines $P(G)$ is obtained by taking the union of the systems that define $P\left(G_{1}\right)$ and $P\left(G_{2}\right)$.

This theorem applies to the case where $G$ has a one-node cutset or a two-node cutset $\{u, v\}$ with $u v \in E$; we refer to this as Case 1 .

In the remainder of this section, we assume that
(i) $V=V_{1} \cup V_{2}$,
(ii) $V_{1} \cap V_{2}=\{u, v\}$,
(iii) $G \backslash\{u, v\}$ is disconnected,
(iv) The nodes $u$ and $v$ are not adjacent.

This will be called Case 2 . We add a five-cycle to each piece. We shall see that we can easily derive a description of the polytope for the original graph from the polytopes of the modified pieces. Let $\bar{G}_{k}=\left(\bar{V}_{k}, \bar{E}_{k}\right)$ be defined as follows:
(i) $\bar{V}_{k}=V_{k} \cup\left\{w_{1}, w_{2}, w_{3}\right\}$,
(ii) $\bar{E}_{k}=E\left(V_{k}\right) \cup\left\{u w_{1}, v w_{1}, u w_{2}, w_{2} w_{3}, w_{3} v\right\}$ for $k=1,2$. Let $\bar{G}=(\bar{V}, \bar{E})$ be the union of $\bar{G}_{1}$ and $\bar{G}_{2}$, i.e., $\bar{V}=\bar{V}_{1} \cup \bar{V}_{2}, \bar{E}=\bar{E}_{1} \cup \bar{E}_{2}$.

The inequality

$$
\begin{equation*}
\sum_{i=1}^{3} x\left(w_{i}\right)+x(u)+x(v) \leq 2 \tag{3.1}
\end{equation*}
$$

defines a facet $F\left(\bar{G}_{k}\right)$ of $P\left(\bar{G}_{k}\right), k=1,2$ and a facet $F(\bar{G})$ of $P(\bar{G})$. Furthermore, the polytope $P(G)$ is the projection of $F(\bar{G})$ along the variables $\left\{x\left(w_{i}\right)\right\}$, i.e.,

$$
P(G)=\left\{y \mid\left(y, x\left(w_{1}\right), x\left(w_{2}\right), x\left(w_{3}\right)\right)^{t} \in F(\bar{G})\right\} .
$$

The next lemma gives a system that defines $F(\bar{G})$.
Lemma 3.2. Given two systems of inequalities defining $F\left(\bar{G}_{1}\right)$ and $F\left(\bar{G}_{2}\right)$, the union of these two systems defines $F(\bar{G})$.

Proof. See Theorem 2.4 in [2].
Lemmas 2.1 and 2.2 show that the facet-defining inequalities of $P\left(\bar{G}_{k}\right)$ can be classified as follows, for $k=1,2$ :

$$
\begin{gather*}
\sum_{j \in V_{k}} a_{i j}^{k} x(j) \leq \alpha_{i}^{k}, \quad i \in I_{1}^{k},  \tag{3.2a}\\
\sum_{j \in V_{k}} a_{i j}^{k} x(j)+x\left(w_{1}\right) \leq \alpha_{i}^{k}, \quad i \in I_{2}^{k},  \tag{3.2b}\\
\sum_{j \in V_{k}} a_{i j}^{k} x(j)+x\left(w_{2}\right)+x\left(w_{3}\right) \leq \alpha_{i}^{k}, \quad i \in I_{3}^{k},  \tag{3.2c}\\
x(u)+x\left(w_{1}\right) \leq 1,  \tag{3.2d}\\
x(u)+x\left(w_{2}\right) \leq 1,  \tag{3.2e}\\
x(v)+x\left(w_{1}\right) \leq 1,  \tag{3.2f}\\
x(v)+x\left(w_{3}\right) \leq 1,  \tag{3.2~g}\\
x\left(w_{2}\right)+x\left(w_{3}\right) \leq 1,  \tag{3.2h}\\
x(u)+x(v)+x\left(w_{1}\right)+x\left(w_{2}\right)+x\left(w_{3}\right) \leq 2,  \tag{3.2i}\\
x(j) \geq 0, \quad j \in \bar{V}_{k} . \tag{3.2j}
\end{gather*}
$$

The set $I_{1}^{k}$ consists of the inequalities whose support does not intersect $\left\{w_{1}, w_{2}, w_{3}\right\}$. The set $I_{2}^{k}$ contains the inequalities whose support includes $\left\{u, v, w_{1}\right\}$ and has empty intersection with $\left\{w_{2}, w_{3}\right\}$. The inequalities in $I_{3}^{k}$ have a support that contains $\{u, v$, $\left.w_{2}, w_{3}\right\}$ and does not include $w_{1}$.

Then $F(\bar{G})$ is defined by both systems together with the inequality

$$
\begin{equation*}
-x(u)-x(v)-x\left(w_{1}\right)-x\left(w_{2}\right)-x\left(w_{3}\right) \leq-2 \tag{3.3}
\end{equation*}
$$

Now we project the variables $\left\{x\left(w_{i}\right)\right\}$ using the following result of Balas and Pulleyblank [1].

Theorem 3.3. Let $Z=\{(w, x) \mid A w+B x \leq b, w \geq 0, x \geq 0\}$ the projection of $Z$ along the subspace of the $w$ variables is

$$
X=\{x \mid(v B) x \leq v b, \forall v \in \operatorname{extr} \Psi, x \geq 0\}
$$

where extr $\Psi$ denotes the set of extreme rays of

$$
\Psi=\{y \mid y A \geq 0, y \geq 0\} .
$$

In our case, the rows of $A$ are of the following types:

| 0 | 0 | 0 |
| ---: | ---: | ---: |
| 1 | 0 | 0 |
| 0 | 1 | 1 |
| 1 | 0 | 0 |
| 0 | 1 | 0 |
| 1 | 0 | 0 |
| 0 | 0 | 1 |
| 0 | 1 | 1 |
| 1 | 1 | 1 |
| -1 | -1 | -1 |.

The first nine rows correspond to inequalities (3.1a)-(3.1i), and the last row corresponds to (3.3). The extreme rays of $\Psi$ correspond to the extreme points of

$$
\left\{y \mid y A \geq 0, \sum y_{i}=1, y \geq 0\right\}
$$

so we enumerate the extreme points of

$$
\left\{z \mid B z \geq 0, \sum z_{i}=1, z \geq 0\right\}
$$

where $B$ is the matrix

$$
\left[\begin{array}{lllllll}
0 & 1 & 0 & 0 & 0 & 1 & -1 \\
0 & 0 & 1 & 1 & 0 & 1 & -1 \\
0 & 0 & 1 & 0 & 1 & 1 & -1
\end{array}\right] .
$$

The extreme points are the columns of the matrix below:

$$
\left[\begin{array}{ccccccc}
1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 1 & & \vdots & \frac{1}{3} & \frac{1}{4} & 0 \\
& 0 & \ddots & & \frac{1}{3} & 0 & 0 \\
& & & & 0 & \frac{1}{4} & 0 \\
\vdots & \vdots & & & 0 & \frac{1}{4} & 0 \\
0 & 0 & \cdots & 0 & 0 & \frac{1}{3} & \frac{1}{4}
\end{array} \frac{\frac{1}{2}}{2}\right] .
$$

Therefore the inequalities given by Theorem 3.3 are obtained by performing the following steps:
(i) Keep inequalities (3.2a)-(3.2i) but delete the variables $\left\{x\left(w_{i}\right)\right\}$,
(ii) Add three inequalities, one of type (3.2b), (3.2d), or (3.2f), one of type (3.2c) or (3.2h), and (3.3),
(iii) Add four inequalities, one of type (3.2b), (3.2d), or (3.2f), one of type (3.2e), one of type ( 3.2 g ), and (3.3),
(iv) Add (3.2i) and (3.3) (this gives the redundant inequality $0 \leq 0$ ).

The next lemma shows that some of those inequalities are redundant.
Lemma 3.4. Let ax $\leq \alpha$ be an inequality that defines a nontrivial facet of $P(G)$. If $V_{a} \subseteq V_{k}$, then this inequality also defines a facet of $P\left(\bar{G}_{k}\right), k=1,2$.

Proof. Let $H$ be the graph obtained by replacing the edge $u w_{1}$ in $\bar{G}_{k}$ by the path $u s$, $s t, t w_{1}$, where $s$ and $t$ are new nodes. First, we prove that $a x \leq \alpha$ defines a facet of $P(H)$. It is clear that this inequality is valid for $P(H)$.

By hypothesis, there are $\left|V_{k}\right|$ linearly independent incidence vectors of stable sets of $G_{k}$ that satisfy $a x=\alpha$. Let us form a matrix $M$ with them. Among these vectors, there is one vector $\bar{x}$ such that $\bar{x}(u)=0$ and one vector $\tilde{x}$ such that $\tilde{x}(v)=0$. Consider the matrix

$$
M^{\prime}=\left(\begin{array}{cccccc}
M & \bar{x} & \bar{x} & \tilde{x} & \bar{x} & \tilde{x} \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) .
$$

The last five rows correspond to $s, t, w_{1}, w_{2}$, and $w_{3}$, respectively.
The columns of $M^{\prime}$ are linearly independent incidence vectors of stable sets of $H$ and satisfy $a x=\alpha$. Now, by Theorem 2.5, we can replace the path $u s, s t, t w_{1}$ by the edge $u w_{1}$ and we have that $a x \leq \alpha$ defines a facet of the stable set polytope of $\bar{G}_{k}$.

This lemma states that, if an inequality is essential in the definition of $P(G)$ and its support is included in $V_{k}$, then a multiple of this inequality already appears in (3.2a). So when we apply (i) we should keep only the inequality (3.2a); in (ii) we should keep only those constraints whose support intersects both $V_{1} \backslash\{u, v\}$ and $V_{2} \backslash\{u, v\}$; for the same reasons the inequalities produced in (iii) are redundant. We can state the main result of this paper.

TheOrem 3.5. The polytope $P(G)$ is defined by (3.2a), together with $x(j) \geq 0$, for $j \in V$, and the mixed inequalities

$$
\sum_{j \in V_{k}} a_{i j}^{k} x(j)+\sum_{j \in V_{l}} a_{s j}^{l} x(j)-x(u)-x(v) \leq \alpha_{i}^{k}+\alpha_{s}^{l}-2
$$

$$
\begin{equation*}
\text { for } k=1,2 ; l=1,2 ; k \neq l ; i \in I_{2}^{k}, s \in I_{3}^{l} . \tag{3.4}
\end{equation*}
$$

To prove that this system is minimal, we introduce the following lemma.
Lemma 3.6. Inequalities (3.2b) and (3.2c) define facets of $F\left(\bar{G}_{k}\right)$.
Proof. First, we study inequality (3.2b). Let $a x \leq \alpha$ be one of them and let $S=$ $\left\{x_{1}, \ldots, x_{p}\right\}$ be the set of extreme points of $P\left(\bar{G}_{k}\right)$ that satisfy $a x=\alpha$.

Let $x_{j}$ be a vector in $S$; if $x_{j} \in F\left(\bar{G}_{k}\right)$, we define $x_{j}^{\prime}=x_{j}$; otherwise, we define $x_{j}^{\prime}(i)=$ $x_{j}(i)$ if $i \neq w_{2}, w_{3}$. We set to $1 x_{j}^{\prime}\left(w_{2}\right)$ or $x_{j}^{\prime}\left(w_{3}\right)$ to obtain an extreme point $x_{j}^{\prime} \in F\left(\bar{G}_{k}\right)$. Now let us assume that $a x \leq \alpha$ is inessential in the definition of $F\left(\bar{G}_{k}\right)$. This implies that $a=\sum \lambda_{i} b_{i}+\gamma d, \alpha \geq \sum \lambda_{i} \beta_{i}+\gamma \varepsilon$, with $\lambda_{i} \geq 0$, where $b_{i} x \leq \beta_{i}$ denotes an inequality
of (3.2) different from $a x \leq \alpha$ and from (3.2i); $d x=\varepsilon$ denotes the equation obtained from (3.2i).

For each inequality $b_{i} x \leq \beta_{i}$, there is a vector $x_{j} \in S$ such that $b_{i} x_{j}<\beta_{i}$ and $b_{i} x_{j}^{\prime}=$ $\beta_{i}$. Hence $b_{i w_{j}}>0$ for $j=2$ or 3 ; then $b_{i w_{1}}=0$. This implies $\gamma=1$ and then some $\lambda_{i}<$ 0 , a contradiction.

Now we consider an inequality $a x \leq \alpha$ of the type (3.2c).
Since $\operatorname{dim}\left(F\left(\bar{G}_{k}\right)\right)=\left|\bar{V}_{k}\right|-1$, we must show $\left|\bar{V}_{k}\right|-1$ linearly independent vectors in $F\left(\bar{G}_{k}\right)$ that satisfy $a x=\alpha$. Let $S=\left\{x_{1}, \ldots, x_{p}\right\}$ be the set of extreme points of $P\left(\bar{G}_{k}\right)$ that satisfy $a x=\alpha$. Let $x_{j}$ be a vector in $S$; if $x_{j} \in F\left(\bar{G}_{k}\right)$, we set $x_{j}^{\prime}=x_{j}$; otherwise, we set $x_{j}^{\prime}(i)=x_{j}(i)$, if $i \neq w_{1}, x_{j}^{\prime}\left(w_{1}\right)=1$. Since $S$ contains $\left|\bar{V}_{k}\right|$ linearly independent vectors and we modified only one component of the vectors in $S$, the set $S^{\prime}=\left\{x_{1}^{\prime}, \ldots, x_{p}^{\prime}\right\}$ contains $\left|\bar{V}_{k}\right|-1$ linearly independent vectors in $F\left(\bar{G}_{k}\right)$ that satisfy $a x=\alpha$.

So if $a x \leq \alpha$ is of type (3.2b) or (3.2c) and another inequality $b x \leq \beta$ defines the same face of $F\left(\bar{G}_{k}\right)$, then $b=\lambda a+\gamma d$, where $d x=\varepsilon$ denotes (3.2i) and $\lambda \geq 0$. The constraint $b x \leq \beta$ cannot be in (3.2) because of the structure of the inequalities in this system.

Corollary 3.7. Inequalities (3.4) define facets of $P(G)$.
Proof. Assume that $k=1, l=2$. We show that there exists a vector $\bar{x} \in P(G)$ that satisfies this inequality and all others as strict inequalities.

For the inequality

$$
\sum_{j \in V_{1}} a_{i j}^{1} x(j)+x\left(w_{1}\right) \leq \alpha_{i}^{1}, \quad i \in I_{2}^{1}
$$

let $S=\left\{x_{1}, \ldots, x_{n}\right\}$ be the set of extreme points of $F\left(\bar{G}_{1}\right)$ that satisfy it. For

$$
\sum_{j \in V_{2}} a_{i j}^{2} x(j)+x\left(w_{2}\right)+x\left(w_{3}\right) \leq \alpha_{i}^{2}, \quad i \in I_{3}^{2},
$$

let $T=\left\{y_{1}, \ldots, y_{m}\right\}$ be the set of extreme points of $F\left(\bar{G}_{2}\right)$ that satisfy it. First, for each vector $x_{i}$, we find a vector $y_{j_{i}}$ such that together they give a vector $z_{i} \in F(\bar{G}), i=1, \ldots$, $n$. Similarly, for each vector $y_{i}$, we find a vector $x_{j_{i}}$ that gives a vector $z_{n+i} \in F(\bar{G}), i=1$, $\ldots, m$. Let $\left\{z_{1}, \ldots, z_{r}\right\}$ be the set of vectors thus obtained, $(r=n+m)$. Let $z_{k}^{\prime}$ be the vector obtained by dropping the components $z_{k}\left(w_{j}\right), 1 \leq j \leq 3$ from $z_{k}$; then

$$
\bar{x}=\frac{1}{r}\left(z_{1}^{\prime}+\cdots+z_{r}^{\prime}\right)
$$

is the required vector.
4. Algorithmic aspects. The optimization problem can be also decomposed. The following algorithm appeared in Boulala and Uhry [4] and Sbihi and Uhry [12].

Let $G=(V, E)$ be a graph and $c: V \rightarrow \Re_{+}$a weight function. Let us assume that $G$ is the graph of Theorem 3.1, let $W=\left\{w_{1}, \ldots, w_{l}\right\}$, and let $\beta_{i}$ be the maximum weight of a stable set of $G_{2}$ that contains $w_{i}$ for $1 \leq i \leq l$. Let $\beta_{0}$ be the maximum weight of a stable set of $G_{2}$ that does not contain any node of $W$. Let us redefine the weights in $G_{1}$ as follows:

$$
\begin{gathered}
c^{\prime}(u)=c(u) \quad \text { if } u \notin W, \\
c^{\prime}\left(w_{i}\right)=\max \left\{0, \beta_{i}-\beta_{0}\right\} \quad \text { for } 1 \leq i \leq l .
\end{gathered}
$$

Let $\alpha$ be the maximum weight of a stable set of $G_{1}$; then the maximum weight of a stable set of $G$ is $\alpha+\beta_{0}$.

Now let us study Case 2 of $\S 3$. Let $y_{0}=u, y_{1}=w_{2}, y_{2}=w_{3}, y_{3}=v, y_{4}=w_{1}$. For $0 \leq i \leq 4$, let $\beta_{i}$ be the maximum weight of a stable set of $\bar{G}_{2}$ whose node set contains $y_{i}$ and $y_{i+2}$ (indices taken mod 5); the weights of the nodes $\left\{w_{i}\right\}$ are zero.

Let $\left[\gamma_{0}, \ldots, \gamma_{4}\right]$ be the solution of the system

$$
\left(\gamma_{0}, \ldots, \gamma_{4}\right)\left(\begin{array}{ccccc}
1 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 1
\end{array}\right)=\left(\begin{array}{lllll}
\beta_{0} & \beta_{1} & \beta_{2} & \beta_{3} & \beta_{4}
\end{array}\right)
$$

We have that

$$
\begin{aligned}
& \gamma_{0}=\frac{\beta_{0}-\beta_{1}-\beta_{2}+\beta_{3}+\beta_{4}}{2}, \\
& \gamma_{1}=\frac{\beta_{0}+\beta_{1}-\beta_{2}-\beta_{3}+\beta_{4}}{2}, \\
& \gamma_{2}=\frac{\beta_{0}+\beta_{1}+\beta_{2}-\beta_{3}-\beta_{4}}{2}, \\
& \gamma_{3}=\frac{-\beta_{0}+\beta_{1}+\beta_{2}+\beta_{3}+\beta_{4}}{2}, \\
& \gamma_{4}=\frac{-\beta_{0}-\beta_{1}+\beta_{2}+\beta_{3}+\beta_{4}}{2} .
\end{aligned}
$$

Let $M=\min \left\{\gamma_{i}\right\}$; if the numbers $\left\{\beta_{i}\right\}$ are integers, then $\gamma_{i}-M$ is a nonnegative integer for $0 \leq i \leq 4$. Now we define

$$
\begin{gathered}
c^{\prime}(j)=c(j) \quad \text { if } j \in V_{1} \backslash\{u, v\}, \\
c^{\prime}\left(y_{i}\right)=\gamma_{i}-M \quad \text { for } 0 \leq i \leq 4 .
\end{gathered}
$$

Let $\alpha$ be the maximum weight of a stable set of $\bar{G}_{1}$; then the maximum weight of a stable set of $G$ is $\alpha+2 M$. Let us remark that one of the weights $c^{\prime}\left(y_{k}\right)$ is zero; we can then delete that node from $\bar{G}_{1}$.
5. Application to series-parallel graphs. Boulala and Uhry [4] proved the following. Theorem 5.1. If $G=(V, E)$ is a series-parallel graph, then $P(G)$ is defined by

$$
\begin{gather*}
0 \leq x(u) \quad \text { for all } u \in V \\
x(u)+x(v) \leq 1 \quad \text { for all } u v \in E,  \tag{5.1}\\
\sum_{u \in C} x(u) \leq \frac{|C|-1}{2} \quad \text { for all odd holes } C .
\end{gather*}
$$

They also gave a linear time algorithm to find a maximum weighted stable set in a series-parallel graph. A short proof of Theorem 5.1 appears in [9].

A connected series-parallel graph can be decomposed into paths and triangles using one-node and two-node cutsets. If $G$ consists of a cycle and a path joining two nodes of the cycle, then it is easily seen that $P(G)$ is defined by (5.2). Thus Theorem 5.1 can be derived from Theorems 3.1 and 3.5.

Since a series-parallel graph may have exponentially many odd cycles, the stable set polytope may have exponentially many facets.

Hassin and Tamir [7] proved that, if $G=(V, E)$ is a series-parallel graph, then it contains a two-node cutset such that, when the decomposition of $\S 3$ is carried out, $\left|V_{i}\right| \leq 2 / 3|V|+2$ for $i=1,2$. Hence we can recursively decompose a series-parallel graph until each piece has at most fifteen nodes. By Lemma 3.2, we can describe a polytope $Q$ such that $P(G)$ is a projection of $Q$. If $G$ has $n$ nodes, then the number of inequalities and the number of variables in the system that defines $Q$ is $O(n)$. Such a system is compact.
6. Graphs with no $K_{5} \backslash \boldsymbol{e}$ minor. A graph $G$ is said to contain a graph $H$ as a minor if a graph isomorphic to $H$ can be obtained from $G$ by repeated deletion and contraction of edges of $G$. Let us denote by $\mathscr{C}$ the class of all connected graphs that do not contain $K_{5} \backslash e$ as a minor; this is the graph $K_{5}$ minus one edge. Wagner [16] gave a characterization of the graphs in $\mathscr{C}$.

If $G_{1}$ and $G_{2}$ are node-disjoint graphs with at least two nodes, $v_{1}$ a node of $G_{1}$ and $v_{2}$ a node of $G_{2}$ then the 1 -sum of $G_{1}$ and $G_{2}$ (with respect to $v_{1}$ and $v_{2}$ ) is obtained by identifying the nodes $v_{1}$ and $v_{2}$. If $e_{1}$ is an edge of $G_{1}$ and $e_{2}$ is an edge of $G_{2}$, then the 2-sum of $G_{1}$ and $G_{2}$ (with respect to $e_{1}$ and $e_{2}$ ) is obtained by identifying $e_{1}$ and $e_{2}$ (and, of course, the endnodes of $e_{1}$ and $e_{2}$ ).

Wagner proved that each maximal graph $G$ in $\mathscr{C}$ (i.e., by adding a further edge to $G$, the new graph will contain $K_{5} \backslash e$ as a minor) can be obtained by starting with the graphs of Fig. 2 and taking repeated 1 -sums or 2-sums. Equivalently, if we have a maximal graph $G \in \mathscr{C}$, we can decompose it into the graphs of Fig. 2. If the graph $G \in \mathscr{C}$ is not maximal, then we may use also spanning subgraphs of the graphs in Fig. 2. In this case, the nodes of the two-node cutset may be nonadjacent in $G$.

Let $n$ be the number of nodes of $G \in \mathscr{C}$; a two-vertex cutset can be found in $O(n)$ time. The pieces that we obtain are the graphs of Fig. 2, where some edges are replaced by a five-cycle. The max stable set problem in a graph of this type obtained from a wheel can be solved in linear time, so, using the procedure of $\S 4$, we can find a maximum weighted stable set in $G$ in $O\left(n^{2}\right)$ time.
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The development of a polynomial algorithm for combinatorial optimization problems has often been closely related to the characterization of a system of linear inequalities that defines the corresponding polytope. This is the case for the stable set polytope of series-parallel graphs [4]. The missing piece here is a characterization of the polytope for subdivisions of wheels; in §2 we gave procedures to produce some of these inequalities. In [3] we used a tour de force to characterize the polytope for subdivisions of $K_{4}$. In what follows, we present some examples of facet-defining inequalities of $P(G)$ for $G \in \mathscr{C}$.

The graph of Fig. 3(a) has been obtained by subdividing one edge of the graph in Fig. 1(a). Theorem 2.4 gives us a facet-defining inequality whose right-hand side is 3 and whose coefficient different from 1 is shown in the figure. We can compose this graph with the graph of Fig. 1(b) to obtain the graph in Fig. 3(b). By Corollary 3.7, we can see that there is facet-defining inequality whose right-hand side is 8 and whose coefficients different from 1 appear in the figure. Given any positive integer $p$, we can construct a graph $G \in \mathscr{C}$ and an inequality that defines a facet of $P(G)$ with coefficients $1,2, \ldots$, $p$. For this, it is enough to compose subdivisions of wheels of different sizes.
7. Composition of $\boldsymbol{h}$-perfect graphs. A graph $G$ is said to be $h$-perfect if $P(G)$ is defined by the constraints corresponding to cliques, odd holes, and the nonnegativity constraints.

Let $G$ be the graph of Theorem 3.5; we can derive $h$-perfectness of $G$ as follows:
(a) If $\bar{G}_{1}$ and $\bar{G}_{2}$ are $h$-perfect then $G$ is also $h$-perfect;
(b) If $\bar{G}_{2} \backslash\left\{w_{1}\right\}$ is $h$-perfect, $\bar{G}_{1}$ is $h$-perfect and the set of inequalities (3.2c) for $P\left(\bar{G}_{1}\right)$ is empty then $G$ is $h$-perfect;
(c) If $\bar{G}_{2} \backslash\left\{w_{2}, w_{3}\right\}$ is $h$-perfect, $\bar{G}_{1}$ is $h$-perfect and the set of inequalities (3.2b) for $P\left(\bar{G}_{1}\right)$ is empty then $G$ is $h$-perfect.

Sbihi and Uhry [12] studied graphs $G$, which are the union of a bipartite graph $G_{1}$ and graph $G_{2}$ having exactly two common nodes $u$ and $v$ and no edge in common. They proved that the graph $G$ is $h$-perfect if the graph obtained from $G$ by replacing $G_{1}$ by an $u-v$ chain is $h$-perfect. They also proved that the graph obtained by substituting bipartite graphs for edges of a series parallel graph is $h$-perfect. Their results follow from remarks (a)-(c).

Gerards [6] studied graphs with not odd $K_{4}$. Those graphs can be decomposed by two-node cutsets as shown by Lovász et al. [8]. Gerards used compositions similar to those of Boulala and Uhry [4] and Sbihi and Uhry [12].
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#### Abstract

The authors characterize the stable set polytope for graphs that do not have a 4-wheel as a minor. The authors prove that the nontrivial facets are either "edge" inequalities or can be obtained by composing "odd cycles" and "subdivisions of $K_{4}$." By adding some extra variables, it is shown that the stable set problem for these graphs can be formulated as a linear program of polynomial size.
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1. Introduction. Given a graph $G=(V, E)$, a set $S \subseteq V$ is called a stable set if no two nodes in $S$ are adjacent. Given a stable set $S$, the incidence vector of $S, x^{S} \in \Re^{V}$ is defined by

$$
x^{S}(u)= \begin{cases}1 & \text { if } u \in S \\ 0 & \text { if } u \notin S\end{cases}
$$

The stable set polytope of $G$, denoted by $P(G)$, is the convex hull of incidence vectors of stable sets of $G$. The maximum stable set problem is NP-hard, so it seems difficult to find a complete characterization of $P(G)$ for general graphs. To our knowledge, the only classes of graphs, besides perfect graphs, for which this polytope has been characterized are line graphs [4], series parallel graphs [2], [13], almost bipartite graphs [5], and graphs with no odd $K_{4}$ [7]. The class studied by Gerards and Schrijver [7] contains the classes studied by Boulala, Fonlupt, and Uhry. In this case, the only nontrivial facets correspond to edges and odd holes. All the linear systems mentioned above consist of inequalities with $0-1$ coefficients.

In this paper, we characterize the stable set polytope for graphs that do not have a 4 -wheel as a minor. The inequalities are more difficult to describe than in the preceding cases, and they may have arbitrarily large coefficients.

Graphs in this class can be decomposed by two-vertex cuts [10]. We use this property to prove that the nontrivial facets are either edges or can be obtained by composing odd cycles and subdivisions of $K_{4}$. A list of the facets for subdivisions of $K_{4}$ is also given. We also show that, by adding some extra variables, the stable set problem in graphs with no 4 -wheel minor can be formulated as a linear program of polynomial size. A polynomial combinatorial algorithm for the stable set problem in this class can be easily derived [1].

If $G$ has a one-node or a two-node cutset, then $G$ decomposes into $G_{1}$ and $G_{2}$. In a companion paper [1], we gave a technique to characterize $P(G)$ starting from systems related to $G_{1}$ and $G_{2}$. In this paper, we apply that technique.

[^46]A connected graph $G$ is said to have the graph $H$ as a minor if $H$ can be obtained from $G$ by deleting some edges and by a sequence of elementary contractions in which a pair of adjacent vertices is identified and all other adjacencies between vertices are preserved (multiple edges arising from the identification being replaced by single edges).

We denote a 4 -wheel by $W_{4}$; see Fig. 1.1.
This paper is organized as follows. In $\S 2$ we summarize our composition techniques. In $\S 3$ we describe the decomposition of graphs with no $W_{4}$ minor. In $\S 4$ we state our main result. Sections 5 and 6 are devoted to the study of the subdivisions of $K_{4}$.

We conclude this introduction with a few definitions.
The polytope $P(G)$ is full-dimensional. This implies that (up to multiplication by a positive constant) there is a unique nonredundant inequality system $A x \leq b$ such that $P(G)=\{x: A x \leq b\}$. These inequalities define the facets of $P(G)$. In many cases, we say that the inequality $a x \leq \alpha$ is a facet instead of saying that it defines a facet. If the inequality has at least two nonzero coefficients, we say that it is a nontrivial facet.

If $a x \leq \alpha$ defines a facet of $P(G)$, we denote by $V_{a}$ the set

$$
V_{a}=\left\{v: a_{v}>0\right\} .
$$

The subgraph induced by $V_{a}$ is denoted by $G_{a}$, and it is called the support of the facet.
We denote by $u v$ the edge whose endnodes are $u$ and $v$. If $U \subseteq V$, then $E(U)$ denotes the set of edges with both endnodes in $U$, and $(U, E(U))$ is the subgraph induced by $U$. An odd cycle with no chord is called an odd hole. A maximal complete graph is called a clique.

If $K$ is a clique, then the inequality $\sum_{u \in K} x(u) \leq 1$ defines a facet of $P(G)$ [14]. This is called a clique inequality. If the clique is an edge, it is called an edge inequality.

If $H$ is an odd hole, then the inequality

$$
\sum_{u \in H} x(u) \leq \frac{|H|-1}{2}
$$

is valid for $P(G)$; this is called an odd hole inequality. Under some conditions, these inequalities define facets of $P(G)$ [14].

The trivial facets of $P(G)$ are $x(v) \geq 0$ for $v \in V$.
A graph $G$ is called $t$-perfect if the only nontrivial facets of $P(G)$ are the odd hole and the edge inequalities. Chvátal [3] introduced this class of graphs and conjectured that series-parallel graphs are $t$-perfect.

A graph is called series-parallel if it does not contain $K_{4}$ as a minor. Boulala and Uhry [2] proved that series-parallel graphs are $t$-perfect; i.e., they characterized $P(G)$ for graphs that do not have a 3 -wheel as a minor. A short proof of this appears in [13].


Fig. 1.1
2. Compositions of polyhedra. This section is devoted to survey the composition/ decomposition techniques that we need.

Let $G=(V, E)$ be a graph such that $V=V_{1} \cup V_{2}, W=V_{1} \cap V_{2} \neq \varnothing,(W, E(W))$ is a clique, and ( $V \backslash W, E(V \backslash W)$ ) is disconnected. Chvátal [3] proved the following result.

Theorem 2.1. If $G_{1}=\left(V_{1}, E\left(V_{1}\right)\right)$ and $G_{2}=\left(V_{2}, E\left(V_{2}\right)\right)$, then a system that defines $P(G)$ is obtained by taking the union of the systems that define $P\left(G_{1}\right)$ and $P\left(G_{2}\right)$ and identifying the variables associated with the nodes in $W$.

This theorem applies to the case where $G$ has a one-node or a two-node cutset $\{u, v\}$ with $u v \in E$. This is called Case 1 .

Now we must treat Case 2, i.e., when $G$ has a two-node cutset $\{u, v\}$ and $u v \notin E$.
In the remainder of this section, we assume that
(i) $V=V_{1} \cup V_{2}$,
(ii) $V_{1} \cap V_{2}=\{u, v\}$,
(iii) $u v \notin E$, and
(iv) $G \backslash\{u, v\}$ is disconnected.

We decompose into two pieces and add a 5-cycle to both of them; see Fig. 2.1. For $k=1,2$, we define $\bar{G}_{k}=\left(\bar{V}_{k}, \bar{E}_{k}\right)$ as
(i) $\bar{V}_{k}=V_{k} \cup\left\{w_{1}, w_{2}, w_{3}\right\}$,
(ii) $\bar{E}_{k}=E\left(V_{k}\right) \cup\left\{u w_{1}, v w_{1}, u w_{2}, w_{2} w_{3}, w_{3} v\right\}$.

To study the facets of $P\left(\bar{G}_{k}\right)$, we present two lemmas. Their proofs appear in [13].
Lemma 2.2. Let $a x \leq \alpha$ be a facet of $P(G)$. If $G_{a}$ has a path with vertices $p, u, v, q$, where $u$ and $v$ have degree 2 in $G_{a}$, then $a_{u}=a_{v}$.
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Lemma 2.3. Let $a x \leq \alpha$ be a facet of $P(G)$. If $G_{a}$ is different from an odd hole, then it does not contain between two given nodes $p$ and $q$ two paths such that each node of them, different from $p, q$, has degree 2 in $G_{a}$.

Lemmas 2.2 and 2.3 imply that the facets of $P\left(\bar{G}_{k}\right)$ for $k=1,2$ can be classified in the following ten types:
(a) $\sum_{j \in V_{k}} a_{i j}^{k} x(j) \leq \alpha_{i}^{k}, i \in I_{1}^{k}$,
(b) $\sum_{j \in V_{k}} a_{i j}^{k} x(j)+x\left(w_{1}\right) \leq \alpha_{i}^{k}, i \in I_{2}^{k}$,
(c) $\sum_{j \in V_{k}} a_{i j}^{k} x(j)+x\left(w_{2}\right)+x\left(w_{3}\right) \leq \alpha_{i}^{k}, i \in I_{3}^{k}$,
(d) $x(u)+x\left(w_{1}\right) \leq 1$,
(e) $x(u)+x\left(w_{2}\right) \leq 1$,
(f) $x(v)+x\left(w_{1}\right) \leq 1$,
(g) $x(v)+x\left(w_{3}\right) \leq 1$,
(h) $x\left(w_{2}\right)+x\left(w_{3}\right) \leq 1$,
(i) $x(u)+x(v)+x\left(w_{1}\right)+x\left(w_{2}\right)+x\left(w_{3}\right) \leq 2$,
(j) $x(j) \geq 0, j \in \bar{V}_{k}$,
where $I_{1}^{k}$ is the set of inequalities whose support has empty intersection with $\left\{w_{1}, w_{2}\right.$, $\left.w_{3}\right\}, I_{2}^{k}$ is the set of inequalities whose support contains $w_{1}$ and has empty intersection with $\left\{w_{2}, w_{3}\right\}$, and $I_{3}^{k}$ is the set of inequalities whose support contains $\left\{w_{2}, w_{3}\right\}$ and not $w_{1}$.

Now we can present the necessary polyhedral composition theorems.
Let $\bar{G}=(\bar{V}, \bar{E})$ be the union of $\bar{G}_{1}$ and $\bar{G}_{2}$, i.e.,

$$
\bar{V}=\bar{V}_{1} \cup \bar{V}_{2}, \quad \bar{E}=\bar{E}_{1} \cup \bar{E}_{2} .
$$

The equation

$$
\begin{equation*}
x(u)+x(v)+x\left(w_{1}\right)+x\left(w_{2}\right)+x\left(w_{3}\right)=2 \tag{2.1}
\end{equation*}
$$

defines a facet $F(\bar{G})$ of $P(\bar{G})$; it also defines a facet $F\left(\bar{G}_{k}\right)$ of $P\left(\bar{G}_{k}\right)$ for $k=1,2$. The polytope $P(G)$ is a projection of $F(\bar{G})$ along the variables $\left\{x\left(w_{i}\right)\right\}$.

Now we state two theorems that appear in [1].
Theorem 2.4. The facet $F(\bar{G})$ is defined by the union of the systems that define $F\left(\bar{G}_{1}\right)$ and $F\left(\bar{G}_{2}\right)$.

THEOREM 2.5. The polytope $P(G)$ is defined by (a), together with $x(j) \geq 0$ and the mixed inequalities

$$
\begin{align*}
\sum_{j \in V_{k}} a_{i j}^{k} x(j)+\sum_{j \in V_{l}} a_{s j}^{l} x(j)-x(u)- & x(v) \leq \alpha_{i}^{k}+\alpha_{s}^{l}-2  \tag{2.2}\\
& \text { for } k=1,2 ; l=1,2 ; k \neq l ; i \in I_{2}^{k}, s \in I_{3}^{l} .
\end{align*}
$$

Moreover, all these inequalities define facets of $P(G)$.
3. Graphs with no $W_{4}$ minor. Graphs with no $W_{4}$ minor can be easily decomposed [10]. Gan and Johnson [6] used this property to study the Chinese postman problem in these graphs. More precisely, if $G$ has no $W_{4}$ as a minor and has at least five nodes, then $G$ has a one-node or a two-node cutset where one of the pieces is a path or the Wheatstone bridge; see Fig. 3.1.

Now it is clear how to apply the decomposition techniques of $\S 2$. If the cutset is $\{u, v\}$ and $u v \in E$, then we just separate the two pieces. If $u v \notin E$, then we separate the two pieces and add a 5 -cycle to both of them. In what follows, we formalize this procedure. Let us denote by $n$ the number of nodes of $G$; we prove that the total number of nodes after decomposing is $O(n)$.
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We recursively apply the procedure below.
(a) If $G$ has at most four nodes, stop.
(b) If $G$ has a one-node cutset, we decompose it into the two blocks.
(c) Suppose that $G$ has a two-node cutset $\{u, v\}$, where the second block is a path with two edges or the Wheatstone bridge.
(i) If $u v \notin E$, we decompose $G$ into the two blocks, we add the edge $u v$ to both blocks, and we label these two new edges as "artificial." This corresponds to Case 2 of $\S 2$. Artificial edges represent the 5 -cycles that are added to both pieces.
(ii) If $u v \in E$ (where $u v$ is not artificial), we decompose into the two blocks. This corresponds to Case 1 of $\S 2$.
(iii) If $u v \in E$ and $u v$ is artificial, we decompose into the two blocks, we leave the artificial edge $u v$ only in the first block (if there are parallel artificial edges between $u$ and $v$, we leave them all in the first block), and we add a new artificial edge $u v$ to each block. This corresponds to Case 2 of $\S 2$.

Note that a two vertex cutset could be used several times in this decomposition and that that would create parallel artificial edges. The number of nodes of the larger block decreases each time we decompose, so the number of artificial edges is bounded by $2 n$. The resulting pieces are single edges, sets of parallel edges, triangles, or copies of $K_{4}$. Therefore, after applying this procedure, the total number of edges is $O(n)$. These pieces may have parallel artificial edges.

Figure 3.2 shows an example of this decomposition. Dashed lines represent artificial edges. The set $\{u, v\}$ has been used twice in the decomposition.

Now we must treat the blocks that have parallel artificial edges. Given a block with more than two nodes and parallel artificial edges between $u$ and $v$, we decompose into two blocks. One of them consists of all those parallel edges. We add a new artificial edge to each block. Figure 3.3 shows the result of this for the example in Fig. 3.2.

Now let us assume that we have a block that consists of two nodes and $p$ parallel edges, $p \geq 4$. The following procedure is applied recursively. We separate into two blocks, the first with $\lfloor p / 2\rfloor$ edges and the second with the remainder. We add one artificial edge to each block. We can prove by induction that this procedure creates less than $2 p$ new
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artificial edges. Therefore the total number of edges is $O(n)$. Now the pieces are single edges, triangles, copies of $K_{4}$, and sets of at most three parallel edges. The first three types do not have parallel edges. Finally, Operation $\mathcal{O}$, given below, is applied to every artificial edge.

Operation $\mathcal{O}(u v)$. Remove the edge $u v$. Add the nodes $w_{1}, w_{2}$, and $w_{3}$; add the edges $u w_{1}, v w_{1}, u w_{2}, w_{2} w_{3}$, and $w_{3} v$.

Figure 3.4 shows the result of applying this to the pieces in Fig. 3.3.
Let us remark that the final pieces are series-parallel graphs with at most eleven nodes (like the second block in Fig. 3.4) and graphs obtained by applying $\mathcal{O}$ to $K_{4}$.
4. On the stable set polytope of graphs with no $\boldsymbol{W}_{\mathbf{4}}$ minor. In this section, we state our main result. The facets of $P(G)$ are not described in a simple way as "odd holes" or "cliques." We present a combinatorial procedure that produces all of them. We first present three theorems to derive "facets from facets." To make the notation less cumbersome, we use $a(u)$ instead of $a_{u}$ to denote the coefficients of the inequalities.

Theorem 4.1 (subdivision of an edge [15]). Let $G=(V, E)$ be a graph and let uv be an edge of $G$ and $\bar{G}=G \backslash u v$. Let ax $\leq \alpha$ be a facet-defining inequality of $P(G)$ different from $x(u)+x(v) \leq 1$. If $z=\max \{a x: x \in P(\bar{G})\}$ has a solution with $x(u)=x(v)=1$, then $a x+\beta x(w)+\beta x(y) \leq z$ defines a facet of $P\left(G^{\prime}\right)$, where $G^{\prime}$ is the graph obtained from $G$ by replacing the edge uv by the path $(u, w, y, v)$, and $\beta=z-\alpha$.

THEOREM 4.2 (contraction of an odd path [1]). Let $G=(V, E)$ be a graph and let $a x \leq \alpha$ be a facet-defining inequality of $P(G)$. Suppose that $G$ contains a path ( $p u, u v$, $v q)$ such that $u$ and $v$ are of degree 2. Assume also that $a(p)=a(u)=a(v)=\beta$. Let $G^{\prime}=$ $\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained from $G$ by replacing that path by the edge pq. Let

$$
\begin{gathered}
\bar{a}(u)=a(u) \quad \text { for } u \in V^{\prime}, \\
\bar{\alpha}=\alpha-\beta
\end{gathered}
$$

then $\bar{a} x \leq \bar{\alpha}$ defines a facet of $P\left(G^{\prime}\right)$.

Theorem 4.3 (subdivision of a star [1]). Let $G$ be a graph and let $a x \leq \alpha$ be a nontrivial facet that is not an edge inequality. Let $v$ be a node of $G$ and let $N=\left\{v_{0}, \ldots\right.$, $\left.v_{k-1}\right\}$ be its neighbor set. Suppose that, for each $v_{i}$, there is a stable set $S_{i}$ such that $a x^{S_{i}}=\alpha$ and $S_{i} \cap N=\left\{v_{i}, v_{i+1}, \ldots, v_{i+p-1}\right\}$, where $p \geq 1$ is a fixed integer and the indices are numbers modulo $k$. Suppose also that $p$ and $k$ are relatively prime and $a\left(v_{0}\right)=\cdots=a\left(v_{k}\right)=a(v) / p$. Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ be the graph obtained from $G$ by adding on each edge $v v_{i}$ a new node $v_{i}^{\prime}$ for $0 \leq i \leq k-1$. Set

$$
\begin{gathered}
\bar{a}(u)=a(u) \quad \text { for } u \in V \backslash\{v\}, \\
\bar{a}(v)=a(v)(k-p) / p, \\
\bar{a}\left(v_{i}^{\prime}\right)=a(v) / p \quad \text { for } 0 \leq i \leq k-1, \\
\bar{\alpha}=\alpha+a(v)(k-p) / p
\end{gathered}
$$

Then $\bar{a} x \leq \bar{\alpha}$ defines a facet of $P\left(G^{\prime}\right)$.
It follows from Lemma 2.3 that, if we apply Operation $\mathcal{O}$ of $\S 3$ to $K_{4}$, the only nontrivial facets with support different from odd holes and edges, have as support a subdivision of $K_{4}$. Now we characterize those facets.

Theorem 4.4. If $G$ is a subdivision of $K_{4}$, then the nontrivial facets of $P(G)$ are either odd holes or edges or have been obtained by applying Theorems 4.1 and 4.3, starting from the clique inequality of $K_{4}$.

The proof of this is the subject of the next two sections. We prove that there are 16 cases to study and we give an explicit list of the facets for each case. We call them $K_{4}$ inequalities.

Now let $G$ be a graph with $n$ nodes that has no $W_{4}$ minor. Suppose that it is decomposed, as described in $\S 3$. For each piece, we have an explicit list of the facets; the total number of them is $O(n)$. The facets of $P(G)$ are obtained by composing those inequalities according to Theorem 2.5.

Our main result can be stated as follows.
THEOREM 4.5. If $G$ is a graph with no $W_{4}$ minor, then the nontrivial facets defining inequalities of $P(G)$ are either edge inequalities or can be constructed by composing inequalities from the following two families: (i) odd hole inequalities and (ii) a set of $19 K_{4}$ inequalities.

This last theorem gives a system that may have exponentially many inequalities. Suppose now that we use Theorem 2.4 instead of Theorem 2.5; i.e., we do not project the extra variables associated with the extra nodes. Then we can describe a polytope $Q=\{(x, y): A x+B y \leq b\}$ such that $P(G)=\{x$ : there is a vector $y$, with $(x, y) \in Q\} ;$ i.e., $P(G)$ is a projection of $Q$. The decomposition of $\S 3$ gives a set of pieces that are series-parallel graphs with at most 11 nodes and copies of $K_{4}$ with some edges replaced by a 5-cycle. The total number of nodes is $O(n)$. Thus the number of variables and the number of inequalities in the system that defines $Q$ is $O(n)$. Moreover, the coefficients in those inequalities are integer numbers of absolute value at most 2.

Therefore, for this class of graphs, the stable set problem can be formulated as a linear program of polynomial size.

For a polytope $P$ the so-called separation problem is: Given a vector $\bar{x}$, decide whether $\bar{x} \in P$ and, if not, find a hyperplane that separates $\bar{x}$ from $P$.

Grötschel, Lovász, and Schrijver [8], [9] have shown that, if the optimization problem can be solved in polynomial time, then the separation problem can also be solved in polynomial time by means of the ellipsoid method.

In our case, by the Farkas lemma, if $\bar{x} \notin P(G)$, there is a vector $\pi$ such that

$$
\pi B=0, \quad \pi \geq 0, \quad \text { and } \quad \pi(b-A \bar{x})<0
$$

So $\pi A x \leq \pi b$ is the required inequality. Thus, the separation problem can be solved in polynomial time by means of any polynomial algorithm for linear programming; cf. Khachiyan [12] and Karmarkar [11], for instance.

Solving the stable set problem with a cutting plane approach based on this separation algorithm is equivalent to applying Benders decomposition to the linear program

$$
\operatorname{maximize} w x \text { s.t. } A x+B y \leq b
$$

5. Technical lemmas. In this section, we present a series of lemmas that lead to the characterization of $P(G)$, when $G$ is a subdivision of $K_{4}$. First, note the following remarks.

Remark 5.1. It follows from the results of §2 that it is enough to characterize the polytope for graphs that are obtained by replacing some edges of $K_{4}$ by paths with two or three edges.

Remark 5.2. It is enough to consider the case where the four faces of the graph are odd (a planar graph has an even number of odd faces). If only two of them are odd, then there is a node that covers them; i.e., the removal of this node will leave a bipartite graph. In this case, the graph is $t$-perfect, as shown by Fonlupt and Uhry [5].

Remark 5.3. Suppose that we have a graph that has been obtained from $K_{4}$ by replacing some edges by paths of two edges, with the additional condition that every original node has at least one incident edge that has not been replaced. Since we should have four odd faces, the only graph of this kind to be studied is the graph of Fig. 5.1. This has been shown to be $t$-perfect by Gerards and Schrijver [7].

Remark 5.4. Consider a graph $G=(V, E)$ that is a subdivision of $K_{4}$ and let $a x \leq \alpha$ with $\alpha>0$ be a facet of $P(G)$ whose support is not a clique or an odd hole. Since $G \backslash v$ is a series-parallel graph, we have that $a(v)>0$ for all $v \in V$.

From the first three remarks, it follows that we must study the 16 cases shown in Fig. 5.2. We first state a lemma that will be used in this section.

Lemma 5.5. Let ax $\leq \alpha$ be a facet of $P(G)$. Let $u$ be a node of degree 2 in $G_{a}$ and let $v, w$ be the neighbors of $u$ in $G_{a}$. Then $a(v) \geq a(u) \leq a(w)$.

Proof. The equation

$$
\begin{equation*}
a x=\alpha \tag{5.1}
\end{equation*}
$$

defines a hyperplane different from those of $x(v)+x(w)=2$ and $x(v)-x(w)=0$. So there is a stable set $S$ such that $a x^{S}=\alpha$ and $|S \cap\{v, w\}|=1$. Assume that $v \in S$. Since $(S \backslash\{v\}) \cup\{u\}$ is a stable set, we can conclude that $a(u) \leq a(v)$.

Since (5.1) also defines a hyperplane different from that of $x(u)+x(v)=1$, there is a stable set $T$ such that $a x^{T}=\alpha$, and $T \cap\{u, v, w\}=\{w\}$. This implies that $a(u) \leq$ $a(w)$.
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The following lemma will be used to solve nine cases.
Lemma 5.6. Let $G=(V, E)$ be a graph and let $(u, w, y, v)$ be a path in $G$, where the nodes $w$ and $y$ have degree 2 . Let $G^{\prime}$ be the graph obtained from $G$ by replacing this path by one edge; see Fig. 5.3. Let $N(u)$ and $N(v)$ be the neighbor sets of $u$ and $v$ in $G$, respectively. Suppose that $a x \leq \alpha$ is the only facet-defining inequality of $P\left(G^{\prime}\right)$ whose support is $G^{\prime}$ and let $b x \leq \beta$ be the facet of $P(G)$ obtained from $a x \leq \alpha$ by the procedure described in Theorem 4.1. Suppose that, for every facet $\bar{a} x \leq \bar{\alpha}$ of $P(G)$ whose support is $G$, there exists a stable set $S$ of $G$ such that $\bar{a} x^{S}=\bar{\alpha}$ and either $S \cap(N(u) \backslash\{w\})=\varnothing$ or $S \cap(N(v) \backslash\{y\})=\varnothing$. Then $b x \leq \beta$ is the only facet of $P(G)$ whose support is $G$.

Proof. Let $\bar{a} x \leq \alpha$ be a facet of $P(G)$, whose support is $G$. Lemma 5.5 implies that $\bar{a}(w)=\bar{a}(y) \leq \min \{\bar{a}(u), \bar{a}(v)\}$. If there exists a stable set $S$ of $G$ such that $\bar{a} x^{S}=\bar{\alpha}$ and $S \cap(N(u) \backslash\{w\})=\varnothing$, say, then $w \in S$ and $S^{\prime}=(S \backslash\{w\}) \cup\{u\}$ is also a stable set in $G$. Hence $\bar{a}(u) \leq \bar{a}(w)=\bar{a}(y) \leq \bar{a}(u)$. From Theorem 4.2, we have that the inequality

$$
\begin{equation*}
a^{\prime} x \leq \alpha^{\prime} \tag{5.2}
\end{equation*}
$$
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defines a facet of $P\left(G^{\prime}\right)$, where

$$
a^{\prime}(i)=\bar{a}(i) \quad \text { for } i \in \bigvee\{w, y\}
$$

and

$$
\alpha^{\prime}=\bar{\alpha}-\bar{a}(u)
$$

Since the support of (5.2) is $G^{\prime}$, we have that $a^{\prime}=a$ and $\alpha^{\prime}=\alpha$. Thus $\bar{a}=b$ and $\bar{\alpha}=\beta$. The proof is complete.

The next lemma will allow us to solve two cases.
Lemma 5.7. Let $G$ be a graph obtained from $K_{4}$ in such a way that at least two edges have not been subdivided. Let $G^{\prime}$ be the graph obtained from $G$ by replacing one of those two edges by a path of three edges; see Fig. 5.4. If ax $\leq \alpha$ is the only facet of $P(G)$ having $G$ as support, then the only facet of $P\left(G^{\prime}\right)$ having $G^{\prime}$ as support is the inequality $a^{\prime} x \leq \alpha^{\prime}$ obtained by applying the procedure of Theorem 4.1 to ax $\leq \alpha$.

Proof. Let $b x \leq \beta$ be a facet of $P\left(G^{\prime}\right)$ whose support is $G^{\prime}$. Let $C$ be the odd hole of $G^{\prime}$ defined by the edge $\{1,3\}$ and the paths 1-2 and 2-3. Since $b x \leq \beta$ is different from the facet associated with $C$, there is a stable set $S$ such that $b x^{S}=\beta$ and $|C \cap S|<$ $(|C|-1) / 2$.

If $|C|=3$, then $S \cap C=\varnothing$. If $|C|=5$ or $|C|=7$, then $S$ can be chosen so that $S \cap C=Z$, where $Z$ is the set of nodes of $C$ adjacent to the node 2 and different from nodes 1 and 3. In these three cases, we have that $S \cap(N(1) \backslash\{w\})=\varnothing$. From the previous lemma we have that $b=\rho a^{\prime}$ and $\beta=\rho \alpha^{\prime}$, for some $\rho>0$.

The next three lemmas will enable us to solve four cases.
Lemma 5.8. Let $v$ be a node of $G$. Let $N(v)$ be the neighbor set of $v$. Let $a x \leq \alpha$ be a facet-defining inequality of $P(G)$ whose support is not an edge; then

$$
a(v) \leq a(N(v) \backslash\{u\})
$$

for all $u \in N(v)$.
Proof. Let $u \in N(v)$. Since $a x \leq \alpha$ is a facet not associated with an edge, then there is a stable set $S$ such that

$$
a x^{S}=\alpha
$$

and $\{u, v\} \cap S=\varnothing$.
Then $(S \backslash(N(v) \backslash\{u\})) \cup\{v\}$ is a stable set in $G$. This implies that

$$
a(v) \leq a(N(v) \backslash\{u\})
$$

Lemma 5.9. Let $G$ be a graph as in Fig. 5.5, where the dashed lines represent paths with one or more edges, and $v$ (respectively, $w$ ) is a node adjacent to $v_{3}$ (respectively, $v_{1}$ ) in the path that replaces the edge $v_{3} v_{4}$ (respectively, $v_{1} v_{4}$ ) of $K_{4}$. If ax $\leq \alpha$ defines a facet
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of $P(G)$ whose support is $G$, then we have the following:
(a) Either (i) $a\left(v_{1}\right)=a\left(v_{5}\right)+a\left(v_{7}\right)$ and $a\left(v_{3}\right)=a\left(v_{6}\right)+a\left(v_{8}\right)$, or (ii) $a\left(v_{2}\right)=$ $a\left(v_{7}\right)+a\left(v_{8}\right), a\left(v_{1}\right)=a(w)$, and $a\left(v_{3}\right)=a(v)$;
(b) If the edge $v_{2} v_{4}$ is subdivided and $u$ is the node adjacent to $v_{2}$ in this path, then
(b1) Either (i) and $a\left(v_{2}\right)=a(u)$ hold, or (ii) holds,
(b2) If the path between $u$ and $v_{4}$ is $\left(u y, y v_{4}\right)$ and $a\left(v_{2}\right)=a(u)$, then $a x \leq \alpha$ is obtained from a facet of $P\left(G^{\prime}\right)$ using the procedure of Theorem 4.1 , where $G^{\prime}$ is the graph obtained from $G$ by contracting the edges $u y$ and $y v_{4}$.

Proof. (a) Let $C$ denote the cycle ( $v_{1}, v_{5}, v_{6}, v_{3}, v_{8}, v_{2}, v_{7}, v_{1}$ ). Since $a x \leq \alpha$ has as support the graph $G$ and $C$ is an odd hole, there is a stable set $S$ in $G$ such that $|S \cap C|<3$ and $a x^{S}=\alpha$.

Case 1. $\left\{v_{1}, v_{3}\right\} \subseteq S$.
Thus $S \cap C=\left\{v_{1}, v_{3}\right\}$. Since $\left(S \backslash\left\{v_{1}\right\}\right) \cup\left\{v_{5}, v_{7}\right\}$ is a stable set, it follows that $a\left(v_{1}\right) \geq a\left(v_{5}\right)+a\left(v_{7}\right)$. From Lemma 5.8, we have that $a\left(v_{1}\right)=a\left(v_{5}\right)+a\left(v_{7}\right)$.

Since $\left(S \backslash\left\{v_{3}\right\}\right) \cup\left\{v_{6}, v_{8}\right\}$ is also a stable set in $G$, we obtain $a\left(v_{6}\right)+a\left(v_{8}\right)=a\left(v_{3}\right)$ in a similar way.

Case 2. $\left\{v_{1}, v_{3}\right\} \nsubseteq S$.
We should have that $\left\{v_{1}, v_{3}\right\} \cap S=\varnothing$. If, for instance, $v_{1} \in S$ and $v_{3} \notin S$, then $\left\{v_{2}, v_{6}\right\} \subseteq S$ or $\left\{v_{8}, v_{6}\right\} \subseteq S$, and $|S \cap C|=3$, which is a contradiction.

Therefore $S$ must contain $v_{2}$ and a node from $\left\{v_{5}, v_{6}\right\}$, say $v_{6}$. Then $\left(S \backslash\left\{v_{2}\right\}\right) \cup$ $\left\{v_{7}, v_{8}\right\}$ is a stable set, which implies that $a\left(v_{2}\right) \geq a\left(v_{7}\right)+a\left(v_{8}\right)$, and, from Lemma 5.8, we have that $a\left(v_{2}\right)=a\left(v_{7}\right)+a\left(v_{8}\right)$.

Furthermore, $w \in S$; otherwise, $v_{1} \in S$, which is a contradiction. So $(S \backslash\{w\}) \cup\left\{v_{1}\right\}$ is a stable set. Then $a\left(v_{1}\right) \leq a(w)$, and, from Lemma 5.5, we have that $a\left(v_{1}\right)=a(w)$. Also, we have $v \in S$. If not, $\left(S \backslash\left\{v_{6}\right\}\right) \cup\left\{v_{3}, v_{5}\right\}$ is a stable set. Since $a\left(v_{5}\right)=a\left(v_{6}\right)$ and $a\left(v_{3}\right)>0$, we have a contradiction.

Since $\left(S \backslash\left\{v, v_{6}\right\}\right) \cup\left\{v_{5}, v_{3}\right\}$ is a stable set, we have that $a\left(v_{3}\right) \leq a(v)$, and hence $a\left(v_{3}\right)=a(v)$.

We now prove (b).
(b1) If $\left\{v_{1}, v_{3}\right\} \subseteq S$, then (i) holds. Since $S \cap C=\left\{v_{1}, v_{3}\right\}$, we should have that $u \in S$; otherwise, $v_{2} \in S$, which is a contradiction. Since $(S \backslash\{u\}) \cup\left\{v_{2}\right\}$ is a stable set, we have that $a\left(v_{2}\right) \leq a(u)$ and, from Lemma 5.5, we can deduce that $a\left(v_{2}\right)=a(u)$.
(b2) Since $a\left(v_{2}\right)=a(u)=a(y)$, the statement follows from Theorem 4.2.
LEMMA 5.10. Let $G$ be a graph as in Fig. 5.6, where the dashed lines represent paths with one or two edges and $u$ (respectively, $v, w$ ) is a node adjacent to $v_{1}$ (respectively, $v_{2}$, $v_{3}$ ) in the path that replaces the edge $v_{1} v_{4}$ (respectively, $v_{2} v_{4}, v_{3} v_{4}$ ) of $K_{4}$. If ax $\leq \alpha$ defines a facet of $P(G)$ whose support is $G$, then either
(i) $a\left(v_{1}\right)=a\left(v_{7}\right)+a\left(v_{8}\right), a\left(v_{2}\right)=a\left(v_{5}\right)+a\left(v_{6}\right)$, and $a\left(v_{3}\right)=a\left(v_{10}\right)+a\left(v_{9}\right)$, or
(ii) $a\left(v_{1}\right)=a(u), a\left(v_{2}\right)=a(v)$, and $a\left(v_{3}\right)=a(w)$.
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Proof. Let $C$ denote the cycle ( $v_{1}, v_{8}, v_{9}, v_{3}, v_{10}, v_{5}, v_{2}, v_{6}, v_{7}, v_{1}$ ). Since $a x \leq \alpha$ has as support the graph $G$ and since $C$ is an odd hole, there is a stable set $S$ in $G$ such that $|S \cap C|<4$ and $a x^{S}=\alpha$.

Case 1. $S \cap C=\left\{v_{1}, v_{2}, v_{3}\right\}$.
Let

$$
\begin{aligned}
& S_{1}=\left(S \backslash\left\{v_{1}\right\}\right) \cup\left\{v_{7}, v_{8}\right\}, \\
& S_{2}=\left(S \backslash\left\{v_{2}\right\}\right) \cup\left\{v_{5}, v_{6}\right\}, \\
& S_{3}=\left(S \backslash\left\{v_{3}\right\}\right) \cup\left\{v_{10}, v_{9}\right\} .
\end{aligned}
$$

Clearly, $S_{1}, S_{2}$, and $S_{3}$ are stable sets in $G$. Thus we should have

$$
\begin{aligned}
& a\left(v_{1}\right) \geq a\left(v_{7}\right)+a\left(v_{8}\right), \\
& a\left(v_{2}\right) \geq a\left(v_{5}\right)+a\left(v_{6}\right), \\
& a\left(v_{3}\right) \geq a\left(v_{10}\right)+a\left(v_{9}\right) .
\end{aligned}
$$

From Lemma 5.8, it follows that these inequalities should be equations.
Case 2. $\left\{v_{1}, v_{2}, v_{3}\right\} \nsubseteq S$.
Claim 1. We have that $\left\{v_{1}, v_{2}, v_{3}\right\} \cap S=\varnothing$.
Let us assume, for instance, that $v_{1} \in S$. If $\left\{v_{2}, v_{3}\right\} \cap S=\varnothing$, then $\left\{v_{6}, v_{9}\right\} \subseteq C$ and $\left|\left\{v_{10}, v_{5}\right\} \cap S\right|=1$; hence $|S \cap C|=4$, a contradiction.

Suppose that $\left\{v_{2}, v_{3}\right\} \cap S \neq \varnothing$ and let us assume, for instance, that $\left\{v_{2}, v_{3}\right\} \cap$ $S=\left\{v_{2}\right\}$; then we should have that $\left\{v_{10}, v_{9}\right\} \subseteq S$ and $|S \cap C|=4$, a contradiction, which proves Claim 1.

Claim 2. We have that $\{u, v, w\} \subseteq S$.
Assume, for instance, that $u \notin S$. Since we can assume that $S \cap C=\left\{v_{6}, v_{9}, v_{5}\right\}$, we would have that $v_{1} \in S$, which is a contradiction. This proves Claim 2.

Let

$$
\begin{aligned}
& S_{1}=\left(S \backslash\left\{u, v_{7}, v_{8}\right\}\right) \cup\left\{v_{1}, v_{6}, v_{9}\right\}, \\
& S_{2}=\left(S \backslash\left\{v, v_{10}, v_{9}\right\}\right) \cup\left\{v_{3}, v_{5}, v_{8}\right\}, \\
& S_{3}=\left(S \backslash\left\{w, v_{5}, v_{6}\right\}\right) \cup\left\{v_{2}, v_{10}, v_{7}\right\} .
\end{aligned}
$$

These node sets define stable sets of $G$. Since $a\left(v_{7}\right)+a\left(v_{8}\right)=a\left(v_{6}\right)+a\left(v_{9}\right)$, we have that $a\left(v_{1}\right) \leq a(u)$. It follows from Lemma 5.5 that $a\left(v_{1}\right)=a(u)$.

In a similar way, we can prove that $a\left(v_{2}\right)=a(w)$ and $a\left(v_{3}\right)=a(v)$.
6. The stable set polytope of a subdivision of $\boldsymbol{K}_{4}$. The purpose of this section is to prove Theorem 4.4.

First, we can apply Lemma 5.6 to prove our claim for the graphs of Cases $1-9$ in Fig. 5.2. In each case, there is a unique facet whose support is the whole graph, obtained by applying Theorem 4.1 starting from the clique inequality of $K_{4}$. Now consider the graph of Case 10. It has seven nodes and seven maximal stable sets. Then there is a unique facet that may have this graph as support; this is the facet obtained by applying Theorem 4.3 to the clique inequality of $K_{4}$. Starting from this graph, we can apply Lemma 5.7 to prove our claim for the graphs in Cases 11 and 12. Now we must study the graphs of Cases 13-16. In all these cases, we denote by $a x \leq \alpha$ a facet whose support is the whole graph. We begin with the graph of Case 13; see Fig. 6.1.

Lemma 5.9 implies that either (i) $a\left(v_{2}\right)=a\left(v_{5}\right)+a\left(v_{6}\right)$ and $a\left(v_{3}\right)=a\left(v_{8}\right)+a\left(v_{9}\right)$, or (ii) $a\left(v_{1}\right)=a\left(v_{5}\right)+a\left(v_{9}\right)$ and $a\left(v_{2}\right)=a\left(v_{7}\right)$. It also implies that either (iii) $a\left(v_{2}\right)=a\left(v_{6}\right)$ $+a\left(v_{7}\right)$ and $a\left(v_{3}\right)=a\left(v_{8}\right)+a\left(v_{10}\right)$, or (iv) $a\left(v_{4}\right)=a\left(v_{7}\right)+a\left(v_{10}\right), a\left(v_{2}\right)=a\left(v_{5}\right)$, and $a\left(v_{3}\right)$ $=a\left(v_{9}\right)$. Thus we have that either (i) and (iii) hold or (ii) and (iv) hold.

Consider the cycle $C=\left(v_{1}, v_{4}, v_{7}, v_{2}, v_{5}, v_{1}\right)$. Since $a x \leq \alpha$ has as support the graph $G$ and $C$ is an odd hole, there is a stable set $S$ in $G$ such that $|S \cap C|<2$ and $a x^{S}=\alpha$. Then $S \cap C=\left\{v_{2}\right\}$; therefore $S=\left\{v_{2}, v_{8}, v_{9}, v_{10}\right\}$. Since $\left(S \backslash\left\{v_{9}\right\}\right) \cup\left\{v_{1}\right\}$ and $\left(S \backslash\left\{v_{10}\right\}\right) \cup\left\{v_{4}\right\}$ are stable sets, we have that $a\left(v_{1}\right) \leq a\left(v_{9}\right)$ and $a\left(v_{4}\right) \leq a\left(v_{10}\right)$. Lemma 5.5 implies that (v) $a\left(v_{1}\right)=a\left(v_{9}\right)$ and (vi) $a\left(v_{4}\right)=a\left(v_{10}\right)$.

In the same way, by considering the cycle $C=\left(v_{3}, v_{9}, v_{1}, v_{4}, v_{10}, v_{3}\right)$, we can prove that (vii) $a\left(v_{1}\right)=a\left(v_{5}\right)$ and (viii) $a\left(v_{4}\right)=a\left(v_{7}\right)$.

Consider (i), (iii), and (v)-(viii). This implies that

$$
a\left(v_{1}\right)=a\left(v_{4}\right)=a\left(v_{5}\right)=a\left(v_{7}\right)=a\left(v_{9}\right)=a\left(v_{10}\right)
$$

and

$$
a\left(v_{2}\right)=a\left(v_{3}\right)=a\left(v_{6}\right)+a\left(v_{7}\right) .
$$

Since the inequality $x\left(v_{2}\right)+x\left(v_{6}\right)+x\left(v_{8}\right)+x\left(v_{3}\right) \leq 2$ is valid for $P(G)$, there is a stable set $T$ such that $a x^{T}=\alpha$ and $x^{T}$ satisfies $x\left(v_{2}\right)+x\left(v_{6}\right)+x\left(v_{8}\right)+x\left(v_{3}\right)<2$. We can choose $T=\left\{v_{5}, v_{7}, v_{8}, v_{9}, v_{10}\right\}$.

Consider the set $S$ defined above. Since $a x^{S}=a x^{T}$, we have that $a\left(v_{5}\right)=a\left(v_{8}\right)=$ $a\left(v_{6}\right)$. Therefore $a x \leq \alpha$ represents the inequality

$$
2 x\left(v_{2}\right)+2 x\left(v_{3}\right)+x\left(v_{1}\right)+\sum_{j=4}^{10} x\left(v_{j}\right) \leq 5 .
$$

Condition (v) implies that (ii) and (iv) cannot hold.
Now we study the graph of Case 14; see Fig. 6.2.
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Lemma 5.9 implies that either (i) $a\left(v_{1}\right)=a\left(v_{5}\right)+a\left(v_{7}\right), a\left(v_{3}\right)=a\left(v_{6}\right)+a\left(v_{8}\right)$, and $a\left(v_{2}\right)=a\left(v_{9}\right)$, or (ii) $a\left(v_{2}\right)=a\left(v_{7}\right)+a\left(v_{8}\right), a\left(v_{3}\right)=a\left(v_{10}\right)$, and $a\left(v_{1}\right)=a\left(v_{13}\right)$. It also implies that either (iii) $a\left(v_{4}\right)=a\left(v_{11}\right)+a\left(v_{9}\right), a\left(v_{3}\right)=a\left(v_{8}\right)+a\left(v_{10}\right)$, and $a\left(v_{2}\right)=$ $a\left(v_{7}\right)$, or (iv) $a\left(v_{2}\right)=a\left(v_{8}\right)+a\left(v_{9}\right), a\left(v_{3}\right)=a\left(v_{6}\right)$, and $a\left(v_{4}\right)=a\left(v_{12}\right)$, and that either (v) $a\left(v_{4}\right)=a\left(v_{12}\right)+a\left(v_{9}\right), a\left(v_{1}\right)=a\left(v_{7}\right)+a\left(v_{13}\right)$, and $a\left(v_{2}\right)=a\left(v_{8}\right)$, or (vi) $a\left(v_{2}\right)=$ $a\left(v_{7}\right)+a\left(v_{9}\right), a\left(v_{1}\right)=a\left(v_{5}\right)$, and $a\left(v_{4}\right)=a\left(v_{11}\right)$.

We have that either (i), (iii), and (v) hold or (ii), (iv), and (vi) hold. Consider (i), (iii), and (v). This implies that

$$
\begin{gathered}
\beta=a\left(v_{10}\right)=a\left(v_{6}\right)=a\left(v_{11}\right)=a\left(v_{5}\right)=a\left(v_{12}\right)=a\left(v_{13}\right), \\
\gamma=a\left(v_{2}\right)=a\left(v_{7}\right)=a\left(v_{8}\right)=a\left(v_{9}\right), \\
\beta+\gamma=a\left(v_{1}\right)=a\left(v_{4}\right)=a\left(v_{3}\right) .
\end{gathered}
$$

Lemma 5.8 implies that $\beta \geq \gamma$. Consider the cycle $C=\left(v_{1}, v_{5}, v_{6}, v_{3}, v_{10}, v_{11}, v_{4}\right.$, $v_{12}, v_{13}, v_{1}$ ). Since $a x \leq \alpha$ has as support the graph $G$ and $C$ is an odd hole, there is a stable set $S$ in $G$ such that $|S \cap C|<4$ and $a x^{S}=\alpha$. Then $S=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$. Since $\left(S \backslash\left\{v_{4}\right\}\right) \cup\left\{v_{11}, v_{12}\right\}$ is a stable set, it follows that $\beta \leq \gamma$. Therefore we have the inequality

$$
2 x\left(v_{1}\right)+2 x\left(v_{3}\right)+2 x\left(v_{4}\right)+x\left(v_{2}\right)+\sum_{j=5}^{13} x\left(v_{j}\right) \leq 7
$$

Now consider (ii), (iv), and (vi). This implies that

$$
\begin{gathered}
\beta=a\left(v_{1}\right)=a\left(v_{5}\right)=a\left(v_{6}\right)=a\left(v_{3}\right)=a\left(v_{10}\right)=a\left(v_{11}\right)=a\left(v_{4}\right)=a\left(v_{12}\right)=a\left(v_{13}\right), \\
\gamma=a\left(v_{7}\right)=a\left(v_{8}\right)=a\left(v_{9}\right), \\
2 \gamma=a\left(v_{2}\right) .
\end{gathered}
$$

Lemma 5.5 implies that $\beta \geq \gamma$. Consider the cycle $C=\left(v_{1}, v_{5}, v_{6}, v_{3}, v_{10}, v_{11}, v_{4}\right.$, $v_{12}, v_{13}, v_{1}$ ). Since $a x \leq \alpha$ has as support the graph $G$ and $C$ is an odd hole, there is a stable set $S$ in $G$ such that $|S \cap C|<4$ and $a x^{S}=\alpha$. Then $S=\left\{v_{5}, v_{7}, v_{8}, v_{9}, v_{10}, v_{13}\right\}$. Since $\left(S \backslash\left\{v_{9}\right\}\right) \cup\left\{v_{4}\right\}$ is a stable set, it follows that $\beta \leq \gamma$. Therefore we have the inequality

$$
2 x\left(v_{2}\right)+\sum_{j \neq 2} x\left(v_{j}\right) \leq 6
$$

Now we study Case 15; see Fig. 6.3.
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Lemma 5.10 implies that either (i) $\beta=a\left(v_{j}\right)$ for $5 \leq j \leq 16$ and $2 \beta=a\left(v_{j}\right)$ for $1 \leq$ $j \leq 4$ or (ii) $\beta=a\left(v_{j}\right)$, for $1 \leq j \leq 16$. In the first case, we have the inequality

$$
2 \sum_{j=1}^{4} x\left(v_{j}\right)+\sum_{j=5}^{16} x\left(v_{j}\right) \leq 9 .
$$

In the second case, we have the inequality

$$
\sum x\left(v_{j}\right) \leq 7
$$

Now we study Case 16; see Fig. 6.4.
Part (b1) of Lemma 5.9 implies that either (i) $a\left(v_{2}\right)=a\left(v_{7}\right)+a\left(v_{8}\right), a\left(v_{3}\right)=a\left(v_{6}\right)$ $+a\left(v_{11}\right)$, and $a\left(v_{1}\right)=a\left(v_{5}\right)$ or (ii) $a\left(v_{1}\right)=a\left(v_{6}\right)+a\left(v_{7}\right), a\left(v_{3}\right)=a\left(v_{10}\right)$, and $a\left(v_{2}\right)=a\left(v_{9}\right)$. It also implies that either (iii) $a\left(v_{1}\right)=a\left(v_{5}\right)+a\left(v_{7}\right), a\left(v_{4}\right)=a\left(v_{9}\right)+a\left(v_{12}\right)$, and $a\left(v_{2}\right)=$ $a\left(v_{8}\right)$ or (iv) $a\left(v_{2}\right)=a\left(v_{7}\right)+a\left(v_{9}\right), a\left(v_{1}\right)=a\left(v_{6}\right)$, and $a\left(v_{4}\right)=a\left(v_{10}\right)$. We have that either (i) and (iv) hold or (ii) and (vii) hold.

Consider (i) and (iv). This implies that $a\left(v_{1}\right)=a\left(v_{5}\right)$. It follows from Lemma 5.11 (b2) that the inequality $a x \leq \alpha$ is obtained from a facet of $P\left(G^{\prime}\right)$, using the procedure of Theorem 4.1, where $G^{\prime}$ is obtained from $G$ by contracting the edges $v_{5} v_{12}$ and $v_{12} v_{4}$. The graph $G^{\prime}$ is that of Case 13, which has already been studied. For this, $P\left(G^{\prime}\right)$ has only one facet whose support is $G^{\prime}$, which is the inequality

$$
2 x\left(v_{2}\right)+2 x\left(v_{3}\right)+x\left(v_{1}\right)+\sum_{j=4}^{10} x\left(v_{j}\right) \leq 5 .
$$

Then $a x \leq \alpha$ should be

$$
x\left(v_{1}\right)+2 x\left(v_{2}\right)+2 x\left(v_{3}\right)+\sum_{j=4}^{12} x\left(v_{j}\right) \leq 6 .
$$
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If (ii) and (iii) hold, then $a\left(v_{2}\right)=a\left(v_{8}\right)$. In a similar way, we can prove that $a x \leq \alpha$ is

$$
2 x\left(v_{1}\right)+x\left(v_{2}\right)+x\left(v_{3}\right)+2 x\left(v_{4}\right)+\sum_{j=5}^{12} x\left(v_{j}\right) \leq 6
$$

It is easy to see that all the inequalities derived in this section can be obtained by applying Theorems 4.1 and 4.3 , starting from the clique inequality of $K_{4}$. This completes the proof of Theorem 4.4.

The 18 inequalities derived in this section, together with the clique inequality of $K_{4}$, form a family of $19 K_{4}$ inequalities, referred to in Theorem 4.5.
7. Some examples. In this section, we apply the combinatorial procedure that describes the facets of $P(G)$ for graphs with no $W_{4}$ minor. Consider the graphs of Figs. 7.1 (a) and 7.1(b).

The constraint

$$
2 x\left(u_{1}\right)+x\left(u_{2}\right)+2 x\left(u_{3}\right)+2 x\left(u_{4}\right)+\sum_{j \geq 5} x\left(u_{j}\right) \leq 7
$$

defines a facet for the polytope of the first graph, and the constraint

$$
x\left(v_{1}\right)+2 x\left(v_{2}\right)+2 x\left(v_{3}\right)+\sum_{j \geq 4} x\left(v_{j}\right) \leq 5
$$

defines a facet for the second one.
By identifying the nodes $\left\{u_{1}, v_{1}\right\}$ and $\left\{u_{4}, v_{2}\right\}$ and deleting a 5-cycle, we obtain the graph of Fig. 7.2.

(a)

(b)

Fig. 7.1


Fig. 7.2


Fig. 7.3

Theorem 2.5 gives a facet-defining inequality, whose support is the whole graph, and its coefficients different from 1 appear in the figure. The value of the right-hand side is 10 . Here $v_{5}$ plays the role of $w_{1}$, and $u_{12}$ and $u_{13}$ play the roles of $w_{2}$ and $w_{3}$, respectively.

Now consider the graph of Fig. 7.3. It has been obtained by composing the graph of Fig. 7.2 with itself. Again, Theorem 2.5 shows that there is a facet-defining inequality whose support is the whole graph and whose coefficients different from 1 are in the figure. We can state the following.

Remark 7.1. Given any integer $p>0$, there exists a graph $G$ with no $W_{4}$ minor, such that $P(G)$ has a facet with coefficients $1,2, \ldots, p$.
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# COMPOSITIONS OF GRAPHS AND POLYHEDRA IV: ACYCLIC SPANNING SUBGRAPHS* 

FRANCISCO BARAHONA ${ }^{\dagger}$, JEAN FONLUPT ${ }^{\ddagger}$, AND ALI RIDHA MAHJOUB ${ }^{\S}$


#### Abstract

Given a directed graph $D$ that has a two-vertex cut, this paper describes a technique to derive a linear system that defines the acyclic subgraph polytope of $D$ from systems related to the pieces. It also gives a technique to describe facets of this polytope by composition of facets for the pieces. The authors prove that, if the systems for the pieces are totally dual integral (TDI), then the system for $D$ is also. The authors prove that the "cycle inequalities" form a TDI system for any orientation of $K_{5}$. These results are combined with LucchesiYounger theorem and a theorem of Wagner to prove that, for graphs with no $K_{3,3}$ minor, the cycle inequalities characterize the acyclic subgraph polytope and form a TDI system. This shows that, for this class of graphs, the cardinality of a minimum feedback set is equal to the maximum number of arc disjoint cycles. For planar graphs, this is a consequence of the Lucchesi-Younger theorem.
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1. Introduction. Given a directed graph $D=(V, A)$, we say that $D^{\prime}=\left(V, A^{\prime}\right)$ is a subgraph of $D$ if $A^{\prime} \subseteq A$. Given $S \subseteq A$, the incidence vector of $S, x^{S} \in \Re^{A}$ is defined by

$$
x^{S}(i, j)= \begin{cases}1 & \text { if }(i, j) \in S, \\ 0 & \text { if }(i, j) \in A \backslash S .\end{cases}
$$

The acyclic subgraph polytope of $D$, denoted by $P(D)$, is the convex hull of incidence vectors of arc sets $S$ such that $D_{S}=(V, S)$ has no directed cycle. Given a weight function $w: A \rightarrow \Re$, the problem of finding a maximum weighted cyclic subgraph can be formulated as the linear program

$$
\text { maximize } w x \quad \text { s.t. } x \in P(D)
$$

The polytope $P(D)$ is full-dimensional. This implies that (up to multiplication by a positive constant) there is a unique nonredundant inequality system $A x \leq b$ such that $P(D)=\{x: A x \leq b\}$. These inequalities define the facets of $P(D)$. The acyclic subgraph problem is NP-hard, so finding a complete characterization of $P(D)$ seems to be very difficult. On the other hand, Lucchesi and Younger [9] characterized $P(D)$ for planar graphs. Grötschel, Jünger, and Reinelt [6], [7] characterized several facet-defining inequalities of $P(D)$ and used them to design a cutting plane algorithm.

In this paper, we study directed graphs that have a two-vertex cutset. We show how to derive a system that defines $P(D)$ from systems associated with the pieces. This also gives a technique to derive new facets defining inequalities by composition of known

[^47]facets. We also prove that, if the two systems are totally dual integral (TDI), then the new system is, also.

The most natural system of inequalities that we can think of is

$$
\begin{gather*}
\sum_{(i, j) \in C} x(i, j) \leq|C|-1 \quad \text { for every directed cycle } C,  \tag{1.1}\\
0 \leq x(i, j) \leq 1 \quad \text { for every } \operatorname{arc}(i, j) \tag{1.2}
\end{gather*}
$$

Inequalities (1.1) will be called cycle inequalities. Lucchesi and Younger [9] proved that, for planar graphs, (1.1), (1.2) is a TDI system and defines $P(D)$.

Wagner [10] proved that graphs with no $K_{3,3}$ minor can be decomposed into planar graphs and copies of $K_{5}$. We prove that, for any orientation of $K_{5}$, the system (1.1), (1.2) is TDI. We combine Wagner's theorem with the theorem of Lucchesi and Younger and our composition techniques to prove that, for graphs with no $K_{3,3}$ minor, the system (1.1), (1.2) is TDI and defines $P(D)$. This implies that, for this class of graphs, the cardinality of a minimum feedback set is equal to the maximum number of arc disjoint cycles.

The present paper should be considered as a revision of [3]; this type of composition was studied there, but the results on dual integrality are new.

If $G=(V, E)$ is an undirected graph, we say that $G$ contains $H$ as a minor if $H$ can be obtained from $G$ by a sequence of deletions and contractions of edges. An orientation of $G$ is a directed graph that contains exactly one of the arcs $(i, j)$ or $(j, i)$ whenever $i j \in E$. The symmetric digraph $D(G)=(V, A)$ associated with $G$ has the $\operatorname{arcs}(i, j)$ and $(j, i)$ whenever $i j \in E$. Given a directed graph $D=(V, A)$ and $S \subseteq V$, we denote by $\delta^{+}(S)$ (respectively, $\delta^{-}(S)$ ) the set of arcs that enters (respectively, leaves) $S$. We write cycle instead of directed cycle.

This paper is organized as follows. Section 2 is devoted to the composition of polyhedra; $\S 3$ deals with the composition of facets; in $\S 4$ we study the algorithmic aspects of this composition; in $\S 5$ we study compositions of TDI systems; $\S 6$ is dedicated to the study of the orientations of $K_{5}$; in $\S 7$ we study graphs with no $K_{3,3}$ minor.
2. Compositions of polyhedra. In this section, we assume that $D=(V, A)$ is a connected digraph having a two-node cutset $\{u, v\}$, i.e.,
(i) $V=V_{1} \cup V_{2}$,
(ii) $V_{1} \cap V_{2}=\{u, v\}$,
(iii) $D \backslash\{u, v\}$ is disconnected.

For $k=1,2$, we define $\bar{D}_{k}=\left(V_{k}, \bar{A}_{k}\right)$, where

$$
\bar{A}_{k}=A\left(V_{k}\right) \cup\{(u, v),(v, u)\},
$$

and $\bar{D}=(V, \bar{A})$ with $\bar{A}=A \cup\{(u, v),(v, u)\}$. Note that we could create parallel arcs in this way; this is not a problem in any of the treatments that follow.

We explain how to describe $P(D)$ from systems defining $P\left(\bar{D}_{1}\right)$ and $P\left(\bar{D}_{2}\right)$.
The inequality

$$
x(u, v)+x(v, u) \leq 1
$$

defines a facet of $P(\bar{D})$; it is easy to see that this is the only facet-defining inequality that has nonzero coefficients for both $x(u, v)$ and $x(v, u)$. Therefore the facets of $P\left(\bar{D}_{k}\right)$, for
$k=1,2$, can be classified into the five types below:

$$
\begin{equation*}
\sum_{(i, j) \in A_{k}} a_{l}^{k}(i, j) x(i, j) \leq \alpha_{l}^{k}, \quad l \in I_{1}^{k} \tag{2.1a}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{(i, j) \in A_{k}} a_{l}^{k}(i, j) x(i, j)+x(u, v) \leq \alpha_{l}^{k}, \quad l \in I_{2}^{k} \tag{2.1b}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{(i, j) \in A_{k}} a_{l}^{k}(i, j) x(i, j)+x(v, u) \leq \alpha_{l}^{k}, \quad l \in I_{3}^{k}, \tag{2.1c}
\end{equation*}
$$

$$
\begin{equation*}
x(u, v)+x(v, u) \leq 1, \tag{2.1d}
\end{equation*}
$$

$$
\begin{equation*}
x(i, j) \geq 0 \quad \text { for }(i, j) \in \bar{A}_{k}, \tag{2.1e}
\end{equation*}
$$

where $I_{1}^{k}$ is the set of inequalities with zero coefficients for $x(u, v)$ and $x(v, u) ; I_{2}^{k}$ is the set of inequalities with a nonzero coefficient for $x(u, v)$ and a zero coefficient for $x(v, u)$; $I_{3}^{k}$ is the set of inequalities having a zero coefficient for $x(u, v)$ and a nonzero coefficient for $x(v, u)$.

The equation

$$
x(u, v)+x(v, u)=1
$$

defines a facet $F\left(\bar{D}_{k}\right)$ of $P\left(\bar{D}_{k}\right)$ and a facet $F(\bar{D})$ of $P(\bar{D})$. The polytope $P(D)$ is a projection of $F(\bar{D})$ along the variables $x(u, v)$ and $x(v, u)$. The following theorem lets us find a system that describes $F(\bar{D})$.

Theorem 2.1. The polytope $F(\bar{D})$ is defined by the union of the systems that define $F\left(\bar{D}_{1}\right)$ and $F\left(\bar{D}_{2}\right)$.

Proof. Let $Q$ denote the polytope defined by the union of these two systems. Let $x$ be a vector in $Q$. Let $x_{1}$ (respectively, $x_{2}$ ) be the restriction of $x$ to $\bar{A}_{1}$ (respectively, $\bar{A}_{2}$ ); we have that

$$
\begin{array}{ll}
x_{1}=\sum \alpha_{i} y_{i}, & \alpha_{i} \geq 0, \quad \sum \alpha_{i}=1, \quad \text { and } \\
x_{2}=\sum \beta_{i} z_{i}, & \beta_{i} \geq 0, \quad \sum \beta_{i}=1,
\end{array}
$$

where $\left\{y_{i}\right\}$ and $\left\{z_{i}\right\}$ are integer vectors in $F\left(\bar{D}_{1}\right)$ and $F\left(\bar{D}_{2}\right)$, respectively.
Since

$$
\begin{aligned}
& \sum\left\{\alpha_{i} \mid y_{i}(u, v)=1\right\}=x(u, v)=\sum\left\{\beta_{i} \mid z_{i}(u, v)=1\right\}, \\
& \sum\left\{\alpha_{i} \mid y_{i}(v, u)=1\right\}=x(v, u)=\sum\left\{\beta_{i} \mid z_{i}(v, u)=1\right\},
\end{aligned}
$$

we can match vectors in $\left\{y_{i}\right\}$ with vectors in $\left\{z_{i}\right\}$ to write $x$ as a convex combination of integer vectors in $F(\bar{D})$.

We now need a way to project $x(u, v)$ and $x(v, u)$; this is given by the following result of Balas and Pulleyblank [2].

Theorem 2.2. Let $Z=\{(w, x) \mid A w+B x \leq b, w \geq 0, x \geq 0\}$; the projection of $Z$ along the subspace of the $w$ variables is

$$
X=\{x \mid(v B) x \leq v b, \forall v \in \operatorname{extr} Y, x \geq 0\}
$$

where extr $Y$ denotes the set of extreme rays of

$$
Y=\{y \mid y A \geq 0\} .
$$

In our case, the rows of the matrix $A$ are of the types below:

| 0 | 0 |
| ---: | ---: |
| 1 | 0 |
| 0 | 1 |
| -1 | -1 |.

By observing the extreme rays of the set $Y$, we can deduce the next theorem.
Theorem 2.3. The polytope $P(D)$ is defined by the inequalities (2.1a), together with $x(i, j) \geq 0$ and the mixed inequalities

$$
\begin{equation*}
\sum_{(i, j) \in A_{1}} a_{1}^{1}(i, j) x(i, j)+\sum_{(i, j) \in A_{2}} a_{p}^{2}(i, j) x(i, j) \leq \alpha_{l}^{1}+\alpha_{p}^{2}-1 \tag{2.2}
\end{equation*}
$$

for $(l, p) \in\left(I_{2}^{1} \times I_{3}^{2}\right) \cup\left(I_{3}^{1} \times I_{2}^{2}\right)$.
COROLLARY 2.4. If $P\left(\bar{D}_{1}\right)$ and $P\left(\bar{D}_{2}\right)$ are defined by (1.1), (1.2), then $P(D)$ is, also.
A constraint with coefficients 0 or 1 is called a rank inequality. It also follows from Theorem 2.3 that, if $P\left(\bar{D}_{1}\right)$ and $P\left(\bar{D}_{2}\right)$ are defined by rank inequalities, then $P(D)$ is, also.

When we add the $\operatorname{arcs}(u, v)$ and $(v, u)$, we could create parallel arcs in $\bar{D}_{1}$ and $\bar{D}_{2}$. If this is the case, for every inequality of type (2.1b) or (2.1c), we would have a similar inequality in (2.1a). This observation and Theorem 2.3 imply the next corollary.

Corollary 2.5. The polytope $P(\bar{D})$ is defined by (2.1) and (2.2).
3. Compositions of facets. The purpose of this section is to prove that Theorem 2.3 gives a minimal description of $P(D)$.

Lemma 3.1. Inequalities (2.1b) and (2.1c) define facets of $F\left(\bar{D}_{k}\right)$.
Proof. Consider (2.1b). Let $a x \leq \alpha$ be one of them and let $S=\left\{x_{1}, \ldots, x_{p}\right\}$ be the set of extreme points of $P\left(\bar{D}_{k}\right)$ that satisfy $a x=\alpha$. There are $\left|\bar{A}_{k}\right|$ linearly independent vectors in $S$.

Since $\operatorname{dim}\left(F\left(\bar{D}_{k}\right)\right)=\left|\bar{A}_{k}\right|-1$, we need the same number of linearly independent vectors that satisfy $a x=\alpha$. Let $x_{r}$ be a vector in $S$; if $x_{r} \in F\left(\bar{D}_{k}\right)$, we set $x_{r}^{\prime}=x_{r}$; otherwise, we set $x_{r}^{\prime}(i, j)=x(i, j)$ for $(i, j) \neq(v, u)$, and $x_{r}^{\prime}(v, u)=1$. Since we have modified only one component of the vectors in $S$, the set $S^{\prime}=\left\{x_{1}^{\prime}, \ldots, x_{p}^{\prime}\right\}$ contains $\left|\bar{A}_{k}\right|-1$ linearly independent vectors in $F\left(\bar{D}_{k}\right)$ that satisfy $a x=\alpha$.

Because of the structure of system (2.1) and the lemma above, we can see that, for any inequality (2.1b) or (2.1c), there is no other constraint in (2.1) that defines the same face of $F\left(\bar{D}_{k}\right)$.

Theorem 3.2. Inequalities (2.2) define facets of $P(D)$.
Proof. Assume ( $l, p) \in I_{2}^{1} \times I_{3}^{2}$. We show that there exists a vector $\bar{x} \in P(D)$ that satisfies this inequality as equation and all others as strict inequality.

For the inequality

$$
\sum_{(i, j) \in \bar{A}_{1}} a_{l}^{1}(i, j) x(i, j)+x(u, v) \leq \alpha_{l}^{1}, \quad l \in I_{2}^{1}
$$

let $S=\left\{x_{1}, \ldots, x_{r}\right\}$ be the set of extreme points of $F\left(\bar{D}_{1}\right)$ that satisfy it as equation.
For

$$
\sum_{(i, j) \in \bar{A}_{2}} a_{p}^{2}(i, j) x(i, j)+x(v, u) \leq \alpha_{p}^{2}, \quad p \in I_{3}^{2},
$$

let $T=\left\{y_{1}, \ldots, y_{s}\right\}$ be the extreme points of $F\left(\bar{D}_{2}\right)$ that satisfy it as equation.
Each vector $x_{t}$ can be matched with a vector $y_{t^{\prime}}$ to give a vector in $F(\bar{D})$. Let $\left\{z_{1}, \ldots, z_{d}\right\}$ be the set thus obtained. Let $z_{t}^{\prime}$ be the vector obtained by deleting the


Fig. 3.1
components $z_{t}^{\prime}(u, v)$ and $z_{t}^{\prime}(v, u)$ from $z_{t}$. Then

$$
\bar{x}=\frac{1}{d}\left(z_{1}^{\prime}+\cdots+z_{d}^{\prime}\right)
$$

is the required vector.
We conclude this section with one example of this composition of facets. Denote by $D_{1}=\left(V_{1}, A_{1}\right)$ and $D_{2}=\left(V_{2}, A_{2}\right)$ the graphs in Fig. 3.1(a) and 3.1(b), respectively. Let $D=(V, A)$ be the graph in Fig. 3.1(c). Let $\bar{D}_{1}$ and $\bar{D}_{2}$ be defined as in $\S 2$. Grötschel, Jünger, and Reinelt [7] proved that

$$
\begin{equation*}
\sum_{(i, j) \in A_{1}} x(i, j) \leq 7 \tag{3.1}
\end{equation*}
$$

and

$$
\sum_{(i, j) \in A_{2}} x(i, j) \leq 11
$$

define facets of $P\left(D_{1}\right)$ and $P\left(D_{2}\right)$, respectively; these inequalities also define facets of $P\left(\bar{D}_{1}\right)$ and $P\left(\bar{D}_{2}\right)$, respectively. Theorem 3.2 implies that

$$
\sum_{(i, j) \in A} x(i, j) \leq 17
$$

defines a facet of $P(D)$.
4. Algorithmic aspects. The problem of optimizing a linear function over $P(D)$ can be decomposed in a similar way as shown in this section.

Let $w: \bar{A} \rightarrow \Re_{+}$be a weight function. To simplify the notation, we denote by $a_{1}$ (respectively, $a_{2}$ ) the $\operatorname{arc}(u, v)$ (respectively, $(v, u)$ ). Let $\omega_{i}^{j}$ be the maximum weight of an acyclic subgraph of $\bar{D}_{i}$ that contains $a_{j}$.

Define

$$
\alpha=\omega_{1}^{1}-\omega_{1}^{2}, \quad \chi=\max \{0, \alpha\}, \quad \kappa=\chi-\alpha .
$$

Let $\sigma \in \Re$ such that

$$
\begin{equation*}
\chi=\omega_{1}^{1}-\sigma, \quad \kappa=\omega_{1}^{2}-\sigma . \tag{4.1}
\end{equation*}
$$

Define $w^{\prime}: \bar{A}_{2} \rightarrow \Re_{+}$as

$$
\begin{gathered}
w^{\prime}(i, j)=w(i, j) \quad \text { for }(i, j) \in A_{2}, \\
w^{\prime}\left(a_{1}\right)=\chi, \\
w^{\prime}\left(a_{2}\right)=\kappa .
\end{gathered}
$$

THEOREM 4.1. The maximum weight of an acyclic subgraph of $\bar{D}$ with respect to $w$ is $\lambda+\sigma$, where $\lambda$ is the maximum weight of an acyclic subgraph of $\bar{D}_{2}$ with respect to $w^{\prime}$.

Proof. The maximum weight of an acyclic subgraph of $D$ is

$$
\max \left\{\omega_{1}^{1}+\omega_{2}^{1}-w\left(a_{1}\right), \omega_{1}^{2}+\omega_{2}^{2}-w\left(a_{2}\right)\right\} ;
$$

it follows from (4.1) that this is equal to

$$
\sigma+\max \left\{\chi+\omega_{2}^{1}-w\left(a_{1}\right), \kappa+\omega_{2}^{2}-w\left(a_{2}\right)\right\}=\sigma+\lambda .
$$

5. Total dual integrality. A system $A x \leq b$ is called total dual integral (TDI) if the dual problem of

$$
\max w x \quad \text { s.t. } A x \leq b
$$

has an integer optimal solution for every integer vector $w$ such that the maximum exists. If the system is TDI and $b$ is an integer vector, then $\{x \mid A x \leq b\}$ has integer extreme points. In this section, we prove that, if systems (2.1) are TDI, then the system given by Corollary 2.5 is also TDI. For $k=1,2$, we denote by $\mathscr{P}_{k}$ the linear program

$$
\max w x \quad \text { s.t. (2.1). }
$$

The dual problem of $\mathscr{P}_{k}$ is $\mathscr{D}_{k}$,

$$
\operatorname{minimize} \sum_{p=1,2,3} \sum_{l \in I_{p}^{k}} y_{l}^{k} \alpha_{l}^{k}+y_{0}^{k}
$$

$$
\begin{gathered}
\text { s.t. } \sum_{p=1,2,3} \sum_{l \in I_{p}^{k}} a_{l}^{k}(i, j) y_{l}^{k} \geq w(i, j) \quad \text { for }(i, j) \in A_{k}, \\
\sum_{l \in I_{2}^{k}} y_{l}^{k}+y_{0}^{k} \geq w(u, v), \\
\sum_{l \in I_{3}^{k}} y_{l}^{k}+y_{0}^{k} \geq w(v, u), \\
y_{l}^{k} \geq 0, \quad y_{0}^{k} \geq 0 .
\end{gathered}
$$

We denote by $\mathscr{P}_{3}$ the linear program

$$
\max w x \quad \text { s.t. (2.1) and (2.2). }
$$

Below is the dual $\mathscr{D}_{3}$.

$$
\begin{gathered}
\operatorname{minimize} \sum_{q=1,2} \sum_{p=1,2,3} \sum_{l \in I_{p}^{q}} y_{l}^{q} \alpha_{l}^{q}+\sum_{(k, l) \in\left(I_{2}^{1} \times I_{3}^{2}\right) \cup\left(I_{3}^{1} \times I_{2}^{2}\right)}\left(\alpha_{k}^{1}+\alpha_{l}^{2}-1\right) z_{k, l}+y_{0} \\
\text { s.t. } \sum_{p=1,2,3} \sum_{l \in I_{p}^{1}} a_{l}^{1}(i, j) y_{l}^{1}+\sum_{(k, l) \in\left(I_{2}^{1} \times I_{3}^{2}\right) \cup\left(I_{3}^{1} \times I_{2}^{2}\right)} a_{k}^{1}(i, j) z_{k, l} \geq w(i, j) \\
\sum_{p=1,2,3} \sum_{l \in I_{p}^{2}} a_{l}^{2}(i, j) y_{l}^{2}+\sum_{(k, l) \in\left(I_{2}^{1} \times I_{3}^{2}\right) \cup\left(I_{3}^{1} \times I_{2}^{2}\right)} a_{l}^{2}(i, j) z_{k, l} \geq w(i, j) \\
\text { for }(i, j) \in A_{1}, \\
\sum_{q=1,2} \sum_{l \in I_{2}^{q}} y_{l}^{q}+y_{0} \geq w(u, v), \\
\sum_{q=1,2} \sum_{l \in I_{3}^{q}} y_{l}^{q}+y_{0} \geq w(v, u), \\
y_{l}^{q} \geq 0, \quad y_{0} \geq 0, \quad z_{k, l} \geq 0 .
\end{gathered}
$$

Suppose that systems (2.1) are TDI and that the weights $w$ are integer. To prove that $\mathscr{D}_{3}$ has an integer optimal solution, we must study four cases; we present one of them; the others are similar.

Suppose that we apply the algorithm of $\S 4$. Let $\mathscr{A}_{2}$ be the maximum acyclic arc set in $\overline{D_{2}}$ with respect to $w^{\prime}$. We consider the case where $\alpha \geq 0$ and $(v, u) \notin \mathscr{A}_{2}$. Thus $\chi=\alpha, \kappa=0$. We can assume that $(u, v) \in \mathscr{A}_{2}$. There is an integer optimal solution $\bar{y}^{2}$ of $\mathscr{D}_{2}$. Complementary slackness implies that

$$
\sum_{l \in I_{2}^{2}} \bar{y}_{l}^{2}+\bar{y}_{0}^{2}=\alpha .
$$

Now let us associate the weights $w_{1}$ to the arcs in $\bar{D}_{1}$, where

$$
w_{1}(i, j)= \begin{cases}w(i, j) & \text { if }(i, j) \neq(v, u), \\ w(v, u)+\alpha & \text { if }(i, j)=(v, u)\end{cases}
$$

Since $w_{1}$ is integer, there is an integer vector $\bar{y}^{1}$ that is an optimal solution of $\mathscr{D}_{1}$. Thus we have

$$
\sum_{l \in I_{3}^{1}} \bar{y}_{l}^{1}+\bar{y}_{0}^{1} \geq w(v, u)+\alpha,
$$

which implies that

$$
\sum_{l \in I_{3}^{1}} \bar{y}_{l}^{1}+\bar{y}_{0}^{1} \geq \alpha .
$$

Suppose that $\bar{y}_{0}^{1}<\alpha$ (the case where $\bar{y}_{0}^{1} \geq \alpha$ is similar). There is a set $\mathscr{I} \subseteq I_{3}^{1}$ such that

$$
\sum_{l \in \mathscr{F}} \bar{y}_{l}^{1}+\bar{y}_{0}^{1}<\alpha
$$

and

$$
\sum_{l \in, g} \bar{y}_{l}^{1}+\bar{y}_{s}^{1}+\bar{y}_{0}^{1} \geq \alpha,
$$

where $s \in I_{3}^{1} \backslash \mathscr{I}$. Let $\overline{\mathscr{I}}=\mathscr{I} \cup\{s\}$. Define $t=\alpha-\left(\sum_{l \in \mathscr{I}} \bar{y}_{l}+\bar{y}_{0}^{1}\right)$. Consider now the system of equations

$$
\begin{gathered}
\sum_{k \in \overline{\mathscr{I}}} z_{k, l}+\gamma_{l}=\bar{y}_{l}^{2} \quad \text { for } l \in I_{2}^{2}, \\
\sum_{k \in \overline{\mathscr{I}}} \rho_{k}+\delta=\bar{y}_{0}^{2}, \\
\sum_{l \in I_{2}^{2}} z_{k, l}+\rho_{k}= \begin{cases}\bar{y}_{k}^{1} & \text { for } k \in \mathscr{I}, \\
t & \text { for } k=s,\end{cases} \\
\sum_{l \in I_{2}^{2}} \gamma_{l}+\delta=\bar{y}_{0}^{1} .
\end{gathered}
$$

This matrix is totally unimodular; actually, it is a network flow matrix. Therefore the above system has a nonnegative integer solution.

Now consider the vector defined below:

$$
\begin{gathered}
\tilde{y}_{i}^{1}= \begin{cases}\bar{y}_{i}^{1} & \text { for } i \in I_{1}^{1} \cup I_{2}^{1} \cup\left(I_{3}^{1} \backslash \overline{\mathscr{I}}\right), \\
\rho_{i} & \text { for } i \in \mathscr{I}, \\
\bar{y}_{s}^{1}-t+\rho_{s} & \text { if } i=s ;\end{cases} \\
\tilde{y}_{i}^{2}= \begin{cases}\bar{y}_{i}^{2} & \text { for } i \in I_{1}^{2} \cup I_{3}^{2}, \\
\gamma_{i} & \text { for } i \in I_{2}^{2}\end{cases} \\
\tilde{y}_{k, l}=\delta, \begin{array}{ll}
z_{k, l} & \text { for } k \in \overline{\mathscr{I}}, l \in I_{2}^{2}, \\
0 & \text { otherwise } .
\end{array}
\end{gathered}
$$

The vector $(\tilde{y}, \tilde{z})$ is a feasible solution of $\mathscr{D}_{3}$ and its value is $\lambda+\sigma$ as defined in Theorem 4.1.

The remaining cases can be treated in a similar way, they are
(1) $\alpha \geq 0$ and $a_{2} \in \mathscr{A}_{2}$,
(2) $\alpha<0$ and $a_{2} \notin \mathscr{A}_{2}$,
(3) $\alpha<0$ and $a_{2} \in \mathscr{A}_{2}$.

Therefore the system defined in Corollary 2.5 is TDI.
6. Orientations of $\boldsymbol{K}_{\mathbf{5}}$. In this section, we prove that system (1.1), (1.2) when associated with $D\left(K_{5}\right)$ is TDI. This has been conjectured by Jünger [8].

Define the linear program
maximize $w x$
s.t. $\sum_{(i, j) \in C} x(i, j) \leq|C|-1 \quad$ for every directed cycle $C$,
$0 \leq x(i, j) \leq 1 \quad$ for every $\operatorname{arc}(i, j)$
and its dual

$$
\operatorname{minimize} \sum y_{C}(|C|-1)+\sum \gamma_{(i, j)}
$$

s.t. $\sum_{C \in \mathscr{C}_{(i, j)}} y_{C}+\gamma_{(i, j)} \geq w(i, j)$ for each arc $(i, j)$,

$$
\begin{equation*}
y \geq 0, \gamma \geq 0 . \tag{6.2}
\end{equation*}
$$

Here $\mathscr{C}_{(i, j)}$ denotes the set of cycles that contain $(i, j)$.
Let us denote by $\mathscr{P}$ and $\mathscr{D}$ problems (6.1) and (6.2) when they are associated with $D\left(K_{5}\right)$. We construct $D^{\prime}=\left(V^{\prime}, A^{\prime}\right)$ as follows:
(a) If $w(i, j)>w(j, i) \geq 0$, then $(i, j) \in A^{\prime}$ and $w^{\prime}(i, j)=w(i, j)-w(j, i)$;
(b) If $w(i, j)=w(j, i)>0$, then $(i, j) \in A^{\prime}$ or $(j, i) \in A^{\prime}$ but not both, say $(i, j) \in A^{\prime}$ with $w^{\prime}(i, j)=0$;
(c) If $w(i, j) \geq 0>w(j, i)$, then $(i, j) \in A^{\prime}$ and $w^{\prime}(i, j)=w(i, j)$;
(d) If $w(i, j)<0$ and $w(j, i)<0$, we do not put any arc between $i$ and $j$.

Denote by $\mathscr{P}^{\prime}$ and $\mathscr{D}^{\prime}$ problems (6.1) and (6.2) when they are associated with $D^{\prime}$. Let $\bar{x}$ and $(\bar{y}, \bar{\gamma})$ be optimal solutions of $\mathscr{P}^{\prime}$ and $\mathscr{D}^{\prime}$, respectively; we can construct optimal solutions of $\mathscr{P}$ and $\mathscr{D}$ as shown below.

Set $\overline{\bar{x}}(i, j)=\bar{x}(i, j), \overline{\bar{x}}(j, i)=1-\bar{x}(i, j)$ if (a) or (b) holds; $\overline{\bar{x}}(i, j)=\bar{x}(i, j)$, $\overline{\bar{x}}(j, i)=0$ if (d) holds; $\overline{\bar{x}}(i, j)=\overline{\bar{x}}(j, i)=0$ if (d) holds; $\overline{\bar{y}}_{C}=\bar{y}_{C}$ if $C$ is a cycle of $D^{\prime}$; $\overline{\bar{y}}_{C}=\bar{\gamma}(i, j)+w(j, i)$ if $C=\{(i, j),(j, i)\}$ and (a) or (b) holds; $\overline{\bar{y}}_{C}=\bar{\gamma}(i, j)$ if $C=\{(i, j)$, $(j, i)\}$ and (c) holds; $\overline{\bar{y}}_{C}=0$ otherwise; and $\overline{\bar{\gamma}}_{(i, j)}=0$ for all ( $i, j$ ). Therefore, instead of studying $D\left(K_{5}\right)$, we study the different orientations of $K_{5}$.

In the remainder of this section, $D=(V, A)$ denotes an orientation of $K_{5}$. We first prove that (6.1) defines a polytope with integral extreme points. Let $\bar{x}$ be an extreme point; the following remarks allow us to rule out many cases.

Remark 6.1. If there is an arc $(i, j)$ that does not belong to any cycle, then $\bar{x}$ is integer-valued.

Proof. If ( $i, j$ ) does not belong to any cycle, then the nontrivial inequalities of (6.1) are associated with $D \backslash(i, j)$, and this is a planar graph.

Remark 6.2. If $\bar{x}(i, j)=0$ for an $\operatorname{arc}(i, j)$, then $\bar{x}$ is integer-valued.
Proof. Consider $D^{\prime}=D \backslash(i, j)$ and let $x^{\prime}$ be $\bar{x}$ without the component associated with $(i, j)$. Since $D^{\prime}$ is planar, we have that $x^{\prime} \in P\left(D^{\prime}\right)$ and $x^{\prime}$ is a convex combination of a set of vectors $\left\{x_{j}\right\}$ incidence vectors of acyclic subgraphs of $D^{\prime}$. For each vector $x_{j}$, we can add a zero component and obtain the incidence vector of an acyclic subgraph of $D$. We have then that $\bar{x}$ is a convex combination of them.

Remark 6.3. For any set $S, \varnothing \neq S \subset V$, there is at least one $\operatorname{arc}(i, j) \in \delta^{+}(S) \cup$ $\delta^{-}(S)$ with $\bar{x}(i, j)=1$.

Proof. If $0<\bar{x}(i, j)<1$ for every $\operatorname{arc}(i, j) \in \delta^{+}(S) \cup \delta^{-}(S)$, define $x^{\prime}$ as

$$
x^{\prime}(i, j)= \begin{cases}\bar{x}(i, j)+\varepsilon & \text { if }(i, j) \in \delta^{+}(S) \\ \bar{x}(i, j)-\varepsilon & \text { if }(i, j) \in \delta^{-}(S) \\ \bar{x}(i, j) & \text { otherwise }\end{cases}
$$

For $\varepsilon$ sufficiently small, $x^{\prime}$ satisfies (6.1), and, if some of these inequalities hold as equation for $\bar{x}$, they also do for $x^{\prime}$. This contradicts the assumption that $\bar{x}$ is an extreme point.

Remark 6.4. It follows from Remark 6.1 that we can assume that $D$ is strongly connected.

Remark 6.5. It follows from Remark 6.3 that we can assume that there is a tree $\mathscr{T}$ of $\operatorname{arcs}(i, j)$ with $\bar{x}(i, j)=1$.

Remark 6.6. For every variable $x(i, j)$ with $0<\bar{x}(i, j)<1$, we can assume that it appears in at least two tight cycle constraints.

Proof. If $0<\bar{x}(i, j)<1$ and $x(i, j)$ appears in only one tight constraint, we can set $x(i, j)=0$; this new vector is also an extreme point, and, from Remark 6.2, we can conclude that it is integral. This gives a contradiction.

Remark 6.7. If there is a node $v$ that covers every cycle, then $\bar{x}$ should be integervalued.

Proof. Consider $D^{\prime}=\left(V^{\prime}, A^{\prime}\right)$, where $V^{\prime}=V \backslash\{v\} \cup\{s, t\}$ and $A^{\prime}$ is defined below:

$$
\begin{gathered}
(i, j) \in A, \quad i \neq v, \quad j \neq v \Rightarrow(i, j) \in A^{\prime}, \\
(v, i) \in A \Rightarrow(s, i) \in A^{\prime}, \\
(i, v) \in A \Rightarrow(i, t) \in A^{\prime} .
\end{gathered}
$$

Let $M$ be the incidence matrix of all directed paths from $s$ to $t$ in $D^{\prime}$; it is well known that, for any $w \geq 0$, the problem

$$
\operatorname{minimize} w x \text { s.t. } M x \geq 1, x \geq 0
$$

has an integer-valued optimal solution $\tilde{x}$. Since $M$ is also the incidence matrix of the cycles in $D$, the vector $\hat{x}$ defined by

$$
\hat{x}(i, j)=1-\tilde{x}(i, j) \quad \text { for }(i, j) \in A
$$

is an optimal solution of (6.1).
Now we can prove the following result.
Theorem 6.8. All the extreme points of the polyhedron defined by (6.1) are integral.
Proof. There are three cases to study.
Case 1. The tree $\mathscr{T}$ contains a directed path with two arcs; i.e., suppose that $\bar{x}(1,2)=\bar{x}(2,3)=1$. We have that $(1,3) \in A$. Consider the cycle inequalities that are tight for $\bar{x}$; if there is a cycle that contains $(1,3)$ and goes through 2 , it should be $C=$ $(1,3,4,2,5,1)$. Since

$$
\begin{gathered}
\bar{x}(2,3)+\bar{x}(3,4)+\bar{x}(4,2) \leq 2, \\
\bar{x}(2,5)+\bar{x}(5,1)+\bar{x}(1,2) \leq 2, \\
\bar{x}(1,3) \leq 1,
\end{gathered}
$$

we have that

$$
\bar{x}(1,3)+\bar{x}(3,4)+\bar{x}(4,2)+\bar{x}(2,5)+\bar{x}(5,1) \leq 3
$$

a contradiction.
Therefore we should assume that every cycle containing $(1,3)$ does not go through 2.

Let $C$ be a cycle that contains $(1,3)$; if the constraint associated with $C$ is tight, then $\bar{x}(1,3)=1$; otherwise, the constraint

$$
\sum_{(i, j) \in C^{\prime}} x(i, j) \leq\left|C^{\prime}\right|-1
$$

would be violated, where $C^{\prime}=C \backslash\{(1,3)\} \cup\{(1,2),(2,3)\}$. Then we must only study the case where $\bar{x}(1,3)=1$.

Now consider the graph $D^{\prime}=D \backslash(1,3)$. Let $\bar{x}^{\prime}$ be the restriction of $\bar{x}$ to the arc set of $D^{\prime}$. We have that $\bar{x}^{\prime}=\sum \lambda_{i} y_{i}, \lambda_{i} \geq 0, \sum \lambda_{i}=1$, where the vectors $\left\{y_{i}\right\}$ are incidence vectors of acyclic subgraphs of $D^{\prime}$.

Now define $\bar{y}_{i}$ as follows:

$$
\begin{gathered}
\bar{y}_{i}(k, l)=y_{i}(k, l) \quad \text { if }(k, l) \neq(1,3), \\
\bar{y}_{i}(1,3)=1 \quad \text { for all } i .
\end{gathered}
$$

The vectors $\left\{\bar{y}_{i}\right\}$ are incidence vectors of acyclic subgraphs of $D$, and $\bar{x}=\sum \lambda_{i} \bar{y}_{i}$; then $\bar{x}$ should be an integer vector.

Case 2. The tree $\mathscr{T}$ is $\{(1,2),(3,2),(3,4),(3,5)\}$. We can assume that $(4,5) \in A$. We should assume that $(1,3) \in A$; otherwise, there is no cycle going through 3 . We also assume that $(5,1) \in A$; otherwise, 4 covers every cycle. For the same reasons, we assume that $(4,1) \in A$. Also, we should have that $(5,2)$ and $(2,4)$ are in $A$; otherwise, 1 would cover every cycle. See Fig. 6.1.

We have that

$$
\begin{align*}
\bar{x}(2,4)+\bar{x}(4,1)+\bar{x}(1,3) & \leq 2, \\
\bar{x}(2,4)+\bar{x}(4,1)+\bar{x}(1,3)+\bar{x}(5,2) & \leq 3 . \tag{6.3}
\end{align*}
$$

Thus (6.3) holds as equation only if $\bar{x}(5,2)=1$; then, however, we would be in Case 1. If ( 6.3 ) does not hold, we would have that $(5,2)$ only appears in one tight cycle inequality; then we can apply Remark 6.6.

Case 3. The tree $\mathscr{T}$ is $\{(1,2),(3,2),(3,4),(5,4)\}$. We can assume that $(2,4) \in A$. Therefore $(4,1) \in A$; otherwise, there is no cycle going through 4 . Then every cycle containing $(2,4)$ also contains $(4,1)$. Consider the cycle $C=\{(2,4),(4,1),(1,2)\}$; we have that

$$
\bar{x}(2,4)+\bar{x}(4,1) \leq 1 .
$$

Thus, if there is any other tight cycle inequality containing (2, 4), all its variables different from $\bar{x}(2,4)$ and $\bar{x}(4,1)$ should take the value 1 ; this is Case 1 . This concludes Case 3 and the proof of the theorem.

It remains to prove that (6.1) defines a TDI system. This has been proved by Applegate, Cook, and McCormick [1] using an algorithm that tests whether a system is TDI. We present here a proof that does not involve computer calculations.

Suppose that, for every integer vector $w \leq \mu, w \neq \mu$, problem (6.1) has an integer dual solution and let $z(w)$ be its value. Now we study the weights $w=\mu$; we should


Fig. 6.1
assume that $\mu>0$. If one component of $\mu$ is zero, then the associated arc can be removed yielding to a planar graph. Consider the set of inequalities that are tight for every optimal solution of (6.1).

Case 1. Assume that

$$
\begin{equation*}
x(i, j) \leq 1 \tag{6.4}
\end{equation*}
$$

is tight; then we can define $w^{\prime}$ as

$$
w^{\prime}(k, l)= \begin{cases}w(k, l) & \text { if }(k, l) \neq(i, j), \\ w(i, j)-1 & \text { if }(k, l)=(i, j)\end{cases}
$$

We have that $z\left(w^{\prime}\right)=z(w)-1$, and there is an integer dual solution for the objective function $w^{\prime}$. We increase by 1 the value of the dual variable associated with (6.4) and we have a dual integer solution for the vector $w$.

Case 2. Consider now a cycle $C$ of length $3, C=\{(1,2),(2,3),(3,1)\}$ say. Assume that the constraint associated with $C$ is tight. Define $w^{\prime}$ by subtracting 1 from the costs coefficients of the arcs in $C$.

Lemma 6.9. The value of the new optimum is $z\left(w^{\prime}\right)=z(w)-2$.
Proof. If $z\left(w^{\prime}\right)=z(w)$, there is an optimal solution for the new objective function that does not contain any arc of $C$. However, we can always add one of the arcs of $C$ to that solution without creating a cycle. This gives a solution for the original problem with value $z(w)+1$, which is a contradiction.

If $z\left(w^{\prime}\right)=z(w)-1$, there is an optimal solution for the new problem that contains one of the arcs of $C$. This is also an optimal solution for the objective function $w$, which is impossible because the constraint associated with $C$ is tight for every optimum of the original problem.

Given an integer optimal dual vector for the objective function $w^{\prime}$, we increase by 1 the value of the dual variable associated with $C$ and we obtain a dual optimal solution for $w$.

Case 3. A cycle of length 4 is tight. In this case, it is easy to see that there is always a cycle of length 3 that is tight, and we are in Case 2.

Case 4. A cycle of length 5 is tight. In this case, there is also a cycle of length 3 or 4 that is tight.

We can then state the main result of this section.
Theorem 6.10. For $D\left(K_{5}\right)$, system (6.1) is TDI.
7. Graphs with no $K_{3,3}$ minor. Grötschel, Jünger, and Reinelt [7] proved that, if $D$ is a subdivision of the graph of Fig. 3.1(a), then an inequality analogous to (3.3) defines a facet of $P(D)$. Therefore, if $G$ contains $K_{3,3}$ as a minor, then system (1.1), (1.2) is not sufficient to define $P(D(G))$. Wagner [10] proved that, if an undirected graph $G$ has no $K_{3,3}$ minor, then either it is planar, it is $K_{5}$, or it has a two-vertex cut. We know that, if $G$ is planar or it is $K_{5}$ then $P(D(G))$ is defined by (1.1), (1.2), and this is a TDI system. This and the result of $\S 5$ imply the following result.

THEOREM 7.1. Given a graph $G$, system (1.1), (1.2) defines $P(D(G))$ and is TDI if and only if $G$ does not contain $K_{3,3}$ as a minor.

An immediate consequence is the result below.
COROLLARy 7.2. If $D$ is a directed graph that does not contain a subdivision of $K_{3,3}$ then the cardinality of a minimum feedback set is equal to the maximum number of arcdisjoint cycles.

For planar graphs, this follows from the theorem of Lucchesi and Younger [9].

Let $A$ be a matrix with nonnegative entries. Let $P=\{x \mid A x \geq 1, x \geq 0\}$ and let us assume that this system is not redundant. If $B$ is the matrix whose rows are the extreme points of $P$, then the pair $(A, B)$ is called a blocking pair; see Fulkerson [4]. Actually, extreme points of $Q=\{x \mid B x \geq 1, x \geq 0\}$ are the rows of $A$.

Theorem 7.1 implies the next corollary.
Corollary 7.3. Given an undirected graph $G$, let A be the incidence matrix of the directed cycles of $D(G)$ and let $B$ be the incidence matrix of all minimal feedback sets of $D(G)$. We have that $(A, B)$ is a blocking pair if and only if $G$ has no $K_{3,3}$ minor.
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# THE ALL-PAIRS MIN CUT PROBLEM AND THE MINIMUM CYCLE BASIS PROBLEM ON PLANAR GRAPHS* 
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#### Abstract

The all-pairs min cut (APMC) problem on a nonnegative weighted graph is the problem of finding, for every pair of nodes, the min cut separating the pair. It is shown that on planar graphs, the APMC problem is equivalent to another problem, the minimum cycle basis (MCB) problem, on the dual graph. This is shown by characterizing the structure of MCBs on planar graphs in several ways. This leads to a new algorithm for solving both of these problems on planar graphs. The complexity of this algorithm equals that of the best algorithm for either problem, but is simpler.
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1. Introduction. In this paper we consider two optimization problems on graphs: the all-pairs min cut (APMC) problem and the minimum cycle basis (MCB) problem. Our results are both structural and algorithmic. On the structural side, we show that these problems are "dual equivalent" on planar graphs (hence one problem can be transformed into the other in linear time) and we present several equivalent characterizations of their solutions. On the algorithmic side, we exploit these characterizations to present a new algorithm that solves both problems on planar graphs with nonnegative edge weights. Polynomial-time algorithms already exist for both problems, the fastest of which is for the APMC problem. The time complexity of our algorithm $\left(O\left(n^{2} \log n+m\right)\right.$, where $n$ is the number of nodes and $m$ is the number of edges) is equal to that of the fastest algorithm for the APMC problem, but our algorithm is simpler (it requires no complex data structures), and, in contrast, it explicitly solves the MCB problem.

In this section we present the two optimization problems. We follow this with a brief history of related work and then outline our results.

We consider graphs that are undirected, finite, and may contain loops and multiple edges. Let $G=(V, E)$ be a connected graph with edge weights and let $s, t \in V$. $C \subseteq E$ is called an $s-t$ cut if $G^{\prime}=(V, E \backslash C)$ contains no path from $s$ to $t$ and if $C$ is minimal with respect to this property. The weight of the $s-t$ cut $C$ is the sum of the weights of its edges. The all pairs min cut (APMC) problem on $G$ is the problem of finding a minimum $s-t$ cut for every pair of nodes $s$ and $t$ in $G$. An all-pairs minimum cut collection of $G$, abbreviated $\operatorname{APMC}(G)$, is a minimal collection of cuts that solves the APMC problem on $G$.

Let us consider the second problem. A typical definition of a cycle in a graph is a minimal subgraph such that every node has degree 2. (These cycles are often referred to as "node simple.") However, we use the term "cycle" to refer to the edge sets of such subgraphs.

[^48]To each cycle $C$ in a graph $G=(V, E)$ we associate an incidence vector $x$, indexed on $E$, where $x_{e}=1$ if $e \in C$ and $x_{e}=0$, otherwise. A collection of cycles is called independent if their incidence vectors are independent over $G F(2)$. The vector space over $G F(2)$ generated by these vectors is called the cycle space of $G$. A maximal independent collection of cycles is called a cycle basis.

Consider a graph $G$ with edge weights. The weight of a cycle is the sum of the weights of its edges, and the weight of a collection of cycles is the sum of the weights of its cycles. A minimum cycle basis of $G$, abbreviated $\operatorname{MCB}(G)$, is a cycle basis of minimum weight. The minimum cycle basis (MCB) problem is the problem of finding an $\operatorname{MCB}(G)$.

In this paper, we consider these two problems on planar graphs. We next survey the history of these problems, which is almost entirely algorithmic. Let us begin with the APMC problem.

Gomory and Hu (see [11], [9], and [15]) first considered the APMC problem. (For an application to communication networks, see [16].) They showed that these cuts can be found by solving just $n-1 \mathrm{~min}$ cut (or max flow) problems. Note that the APMC problem is NP-hard if negative weights are allowed, since an APMC of a graph contains a min cut in the graph. However, when edge weights are nonnegative, this method takes polynomial time and is the fastest known method for solving this problem.

Quite a bit of work has been devoted to the related problems on planar graphs of finding max flows (see [12], [13], [17], and [19]), min cuts (see [27] and [10]), and APMCs when the edge weights are all 1 (see [28]). In particular, Reif [27] gave an $O\left(n(\log n)^{2}\right)$ algorithm for finding a single pair min cut in a planar graph, which uses Dijkstra's algorithm [7] as a subroutine. Frederickson [10] showed that the complexity of Reif's algorithm can be improved to $O(n \log n)$ when Frederickson's shortest path algorithm is used as a subroutine. Hence the fastest known algorithm for solving the APMC problem in planar graphs is a combination of the algorithms of Gomory and Hu, Reif, and Frederickson, which runs in $O\left(n^{2} \log n\right)$ time. We observe that the last two algorithms require the use of fairly sophisticated data structures. (An algorithm in [28] for finding APMCs when the weights are all 1 takes $O\left(n^{2}(\log n)^{2}\right)$ time.)

Let us next consider the history of cycle bases and the MCB problem. Perhaps the best-known class of cycle bases comes from the work of Kirchhoff [21] in 1847 on electrical circuit theory. For a graph $G=(V, E)$, let $T=\left(V, E^{\prime}\right)$ be a maximal spanning forest of $G$. Then the unique cycles in $e \cup E^{\prime}$ for each $e \in E \backslash E^{\prime}$ constitute a (strictly fundamental) cycle basis for $G$.

Another well-known class of cycle bases appears in MacLane's (1937) characterization of planar graphs (see [24]). If $G$ is a plane graph, then the cycles corresponding to the (interior) faces are a cycle basis for $G$.

A brief survey of applications of cycle bases appears in [14]. For example, applications occur in the areas of electrical circuit theory [21] and the analysis of algorithms [22] (see also [4], [5], [6], [8], [25], [26], and [29]).

Applications and the history of the MCB problem are also surveyed in [14]. (For an application in electrical circuit theory, see [3].) Another area of application is in structural engineering (see [1] and [20]), where minimum-weight cycle bases are computed to efficiently analyze the flexibility of structures. Important examples arise on both planar and nonplanar graphs.

The MCB problem is NP-hard if negative weights are allowed (an MCB must include the shortest cycle in the graph). However, when the weights are nonnegative, Horton showed in 1987 [14] that the MCB problem can be solved in polynomial time.

The idea of Horton's algorithm is to first produce a polynomial length list of cycles that must contain an MCB and to then find the MCB by applying the greedy algorithm (see, e.g., [23]) to this list. This is the only known polynomial algorithm for the MCB problem, and its time complexity is $O\left(m^{3} n\right)$, or $O\left(n^{4}\right)$ on simple planar graphs. The expensive part of this algorithm is the greedy step that requires repeated applications of Gaussian elimination.

The paper is organized as follows. In $\S 2$ we state and prove the main theorem, which is two equivalent characterizations of MCBs in planar graphs. It follows immediately from this theorem that solving the APMC problem on a planar graph is essentially equivalent to solving the MCB problem on its dual. This theorem also leads to an algorithm for solving the MCB problem in a simple planar graph (hence it solves the APMC problem in the dual). We present this algorithm in §4. Our algorithm is a modification of Horton's algorithm: The idea is to shorten the list of candidate cycles and then extract the MCB from this list without using Gaussian elimination. The complexity of our algorithm is $O\left(n^{2} \log n\right)$, which is the same as the complexity of the fastest planar APMC algorithm described above. However, our algorithm is simplerit does not require Frederickson's shortest path algorithm as a subroutine nor does it use any complex data structures. Our algorithm is faster than the straightforward application of Horton's algorithm, which is $O\left(n^{4}\right)$. In the final section, we show how our algorithm can be modified to work on general planar graphs in $O\left(n^{2} \log n+m\right)$ time.
2. Preliminaries and the main theorem. In this section we state our main theorem, which consists of two equivalent characterizations of MCBs in planar graphs. We precede the statement of the theorem with some important definitions and follow it with a brief discussion of the relationship between the MCB and APMC problems. This allows us to discuss only the MCB problem in the remainder of the paper. Also, after reading the material presented in this section, the reader may skip to the algorithm in $\S 4$ (thus skipping the proof in §3).

Let us refer to a planar graph that has been embedded in the plane as a plane graph. A plane graph $G$ divides the plane into maximal open connected sets of points that we refer to as the regions of $G$. Each cycle $C$ of $G$ divides the plane into two maximal open connected sets of points. Let interior $(C)$ denote the bounded set. If $R_{1}$ and $R_{2}$ are regions of a plane graph $G$, then a cycle $C$ separates $R_{1}$ and $R_{2}$ if $R_{1} \subseteq$ interior $(C)$ or $R_{2} \subseteq$ interior $(C)$, but not both. A cycle $C$ of a plane graph $G$ is called an internal face if $C$ bounds a bounded region of $G$. For simplicity, we refer to "internal faces" as "faces."

A collection of cycles $\mathbf{C}$ in a plane graph is called nested if, for each pair $C, C^{\prime} \in \mathbf{C}$, either

```
interior \((C) \subset\) interior \(\left(C^{\prime}\right)\);
or interior \(\left(C^{\prime}\right) \subset\) interior \((C)\);
or interior \((C) \cap\) interior \(\left(C^{\prime}\right)=\emptyset\).
```

For a graph with arbitrary edge weights, we use the term path to refer to simple paths (no repeated nodes). We use $\subset$ and $\supset$ to denote proper inclusion and proper containment, respectively.

Let $\mathbf{C}$ be a collection of cycles and let $\mathbf{F}_{\mathbf{C}}$ be the set of faces of $G$ not in $\mathbf{C}$. We construct a directed graph $D_{\mathbf{C}}=D\left(\mathbf{C} \cup \mathbf{F}_{\mathbf{C}}, A\right)$ as follows (note that $x y$ denotes an arc directed from node $x$ to node $y$ ): $x y \in \mathbf{A}$ if and only if interior $(x) \supset \operatorname{interior}(y)$
and there exists no $z \in \mathbf{C} \cup \mathbf{F}_{\mathbf{C}}$ such that interior $(x) \supset$ interior $(z) \supset$ interior $(y)$. Observe that $D_{\mathbf{C}}$ is acyclic but may or may not be a forest.

We use the following terminology in reference to $D_{\mathbf{C}}$. If $x y \in A$, then we call $x$ a parent of $y$, and $y$ a child of $x$. If nodes $x$ and $y$ have the same parent, then we call them siblings. A node of in-degree 1 is called a leaf.

The main theorem follows. We emphasize that, in this paper, cycles are "node simple." If we relax this assumption, then we must restrict ourselves to nonnegative weights in the statement of Theorem 2.1.

Theorem 2.1. Let $G$ be a plane graph with edge weights and let $\mathbf{C}$ be a collection of nested cycles in $G$. Then the following are equivalent:
(i) C is an $\operatorname{MCB}(G)$;
(ii) $\mathbf{C}$ is a minimal set with the following property: For every pair of regions, $\mathbf{C}$ contains a minimum-weight cycle that separates the pair;
(iii) $\mathbf{C}$ is a minimum-weight collection of cycles that satisfies the following three conditions:
(a) $D_{\mathbf{C}}$ is a forest;
(b) Every nonleaf in $D_{\mathbf{C}}$ has a unique child in $\mathbf{F}_{\mathbf{C}}$;
(c) $D_{\mathbf{C}}$ has no isolated node in $\mathbf{F}_{\mathbf{C}}$.

Let us now discuss the relationship of the MCB and APMC problems. If $G=$ $(V, E)$ is a plane graph, let $G^{d}=(R, E)$ denote the dual plane graph of $G$, where $R$ is the set of regions of $G$. (That is, $G^{d}$ has a node associated with each region of $G$, and two nodes of $G^{d}$ are connected by an edge if and only if the corresponding regions of $G$ have a common edge in their boundaries.) Since there is a $1-1$ correspondence between the edge sets of $G$ and $G^{d}$, we denote both edge sets by $E$; hence $E^{\prime} \subseteq E$ denotes a set of edges in both $G$ and $G^{d}$. An edge weighting on $G$ induces an edge weighting on $G^{d}$. For $C \subseteq E$, it is well known that
$C$ is a cut in $G$ iff $C$ is a cycle in $G^{d}$.
It is easy to see that if $G$ is a connected plane graph, then there is a natural $1-1$ correspondence between the nodes of $G$ and the regions of $G^{d}$. (In particular, $G=\left(G^{d}\right)^{d}$.) It easily follows from (2.2) that if $G$ is connected, $C$ is an $s-t$ cut in $G$ if and only if $\mathbf{C}$ separates the regions corresponding to $s$ and $t$ in $G^{d}$. The following corollary follows immediately from these observations and the above theorem (i.e., (i) if and only if (ii)).

Corollary 2.2. Let $G$ be a connected plane graph with edge weights and let $\mathbf{C}$ be a collection of nested cycles in $G^{d}$. Then $\mathbf{C}$ is an $\operatorname{APMC}(G)$ if and only if $\mathbf{C}$ is an $\operatorname{MCB}\left(G^{d}\right)$.

In $\S 4$ we easily show that every plane graph has a nested MCB. Thus it follows from the above corollary that we can find an $\operatorname{APMC}(G)$ by finding a nested $\mathrm{MCB}\left(G^{d}\right)$. (Since the dual of a simple plane graph can be found in $O(n)$ time, the complexity of this algorithm for finding an $\operatorname{APMC}(G)$ is the same as the complexity of finding an $\operatorname{MCB}(G)$. See Proposition 4.22 and Observation 4.20.) Section 4 contains an algorithm that finds a nested MCB of a simple planar graph. In the remainder of the paper, we address only the MCB problem.
3. Proof of Theorem 2.1. This section is devoted to proving Theorem 2.1. We do so in parts, introducing useful definitions and propositions as necessary.

Proposition 3.1. Let $\mathbf{C}$ be a collection of independent cycles in a plane graph $G$. Then $\mathbf{C}$ is a cycle basis for $G$ if and only if the number of nonfaces in $\mathbf{C}$ equals the number of faces not in $\mathbf{C}$.

Proof. The faces of a planar graph form a cycle basis, hence (the number of faces not in $\mathbf{C})+($ the number of faces in $\mathbf{C})=\operatorname{dim}(G)$. Equivalently, (the number of faces not in $\mathbf{C})+[|\mathbf{C}|-($ the number of nonfaces in $\mathbf{C})]=\operatorname{dim}(G)$. The result follows.

The following proposition is key to proving Theorem 2.1.
Proposition 3.2. Let $\mathbf{C}$ be a collection of cycles of a plane graph $G$. Then $\mathbf{C}$ is a nested cycle basis for $G$ if and only if $\mathbf{C}$ satisfies items (a)-(c) in Theorem 2.1.

Proof. $(\Rightarrow)$ Since $\mathbf{C}$ is nested, $D_{\mathbf{C}}$ is a forest. Let $x$ be a nonleaf node in $D_{\mathbf{C}}$. If $x$ has no child in $\mathbf{F}_{\mathbf{C}}$, then $x$ equals the sum of its children, contradicting our assumption that $\mathbf{C}$ is a cycle basis. So every nonleaf node has at least one child in $\mathbf{F}_{\mathbf{C}}$. If any nonleaf node has more than one child in $\mathbf{F}_{\mathbf{C}}$ or if $D_{\mathbf{C}}$ has an isolated node in $\mathbf{F}_{\mathbf{C}}$, then we contradict Proposition 3.1. The result follows.
$(\Leftarrow)$ Since $\mathbf{C}$ satisfies (a), it is nested; hence we must show that $\mathbf{C}$ is a basis. Since the number of cycles in $\mathbf{C}$ equals the number of faces of $G, \mathbf{C}$ has the correct cardinality. To show independence, it suffices to show that every face of $G$ (the faces of $G$ are a cycle basis) can be expressed as a sum of cycles in $\mathbf{C}$. Let $C$ be a face of $G$ not in $\mathbf{C}$. Then $C$ is the sum of its parent and siblings in $D_{C}$, all of which are in $\mathbf{C}$.

Proof that (i) if and only if (iii). This proof follows immediately from Proposition 3.2. $\quad$

For the remainder of the proof, we use the following simple propositions. For $G=(V, E)$, if $V^{\prime} \subseteq V$, then the edges of $E$ with exactly one node in $V^{\prime}$ are called the coboundary of $V^{\prime}$.

Proposition 3.3. Let $G=(V, E)$ be a graph with edge weights. Let $E^{\prime} \subseteq E$ be the coboundary of a node set $V^{\prime} \subseteq V$ and let $E_{1}, E_{2}$ be a nontrivial partition of $E^{\prime}$. If there exists a cycle $C$ such that $\left|E_{1} \cap C\right|$ and $\left|E_{2} \cap C\right|$ are odd, then such a minimum-weight cycle is contained in every $\operatorname{MCB}(G)$.

Proof. Let us color, with red, blue, and white, the edges in $E_{1}, E_{2}$, and $E \backslash E^{\prime}$, respectively. Observe that since $E^{\prime}$ is the coboundary of a node set, each cycle intersects $E^{\prime}$ in an even number of edges; hence each cycle has the property that the numbers of red and blue edges in the cycle have the same parity. Let us call a cycle odd or even according to this parity. Observe next that no odd cycle can be expressed as a mod-2 sum of even cycles.
We can obtain an $\operatorname{MCB}(G)$ by applying the greedy algorithm to the cycles in $G$. (For a description of the greedy algorithm, see, e.g., [23].) By assumption, there exists an odd cycle, and by (3.1) we must, at some point of the greedy algorithm, first choose an odd cycle, call it $C$. Again by (3.1), no odd cycle can be expressed as a mod-2 sum of the cycles chosen before $C$. Hence $C$ must be a minimum-weight odd cycle. The result follows.

Let $C_{1}$ and $C_{2}$ be two cycles that bound regions of a plane graph $G$ with edge weights (that is, $C_{1}$ and $C_{2}$ are faces or the cycle bounding the exterior region). A $C_{1}-C_{2}$ path is a path $P$ with one endnode on $G\left(C_{1}\right)$, one endnode on $G\left(C_{2}\right)$, and no other node on $G\left(C_{1}\right)$ or $G\left(C_{2}\right)$. Let $E^{\prime}$ be the coboundary of the node set of such a path. Then there exists a cyclic ordering of the edges in $E^{\prime}$, say, $a, b, x_{1}, \ldots, x_{r}, c, d, x_{r+1}, \ldots, x_{r+t}$, where $a, b \in C_{1}$ and $c, d \in C_{2}$ (see Fig. 3.1). Note that it is possible that $b=c$ or $a=d$, however, $a \neq b$ and $c \neq d$. We call $\left\{b, x_{1}, \ldots\right.$, $\left.x_{r}, c\right\},\left\{d, x_{r+1}, \ldots, x_{r+t}, a\right\}$ the ( $C_{1}, C_{2}$ )-partition of $P$. We immediately have the following proposition.

Proposition 3.4. Let $G$ be a plane graph with edge weights. Let $C_{1}$ and $C_{2}$ be two cycles of $G$ that bound regions $R_{1}$ and $R_{2}$, respectively, and let $P$ be a $C_{1}-C_{2}$
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path. Then a cycle $C$ separates $R_{1}$ and $R_{2}$ if and only if $C$ intersects each set in the ( $C_{1}, C_{2}$ )-partition of $P$ an odd number of times.

Proposition 3.5. Let $G$ be a plane graph with edge weights. If $\mathbf{C}$ is an $\mathrm{MCB}(G)$, then for every pair of regions in $G$ there exists a cycle in $\mathbf{C}$ that separates the two regions and is a minimum weight such cycle in $G$.

Proof. The result follows immediately from Propositions 3.3 and 3.4.
Proposition 3.6. Let $G$ be a plane graph with edge weights. Let $\mathbf{C}$ be an independent collection of cycles of $G$. If $C$ is a cycle that separates two regions that are not separated by any cycle in $\mathbf{C}$, then $\mathbf{C} \cup\{C\}$ is an independent collection of cycles.

Proof. The result follows immediately from (3.1) and Proposition 3.4.
Proposition 3.7. Let $G$ be a plane graph with edge weights. If $\mathbf{C}$ is a nested cycle basis, then for each $C \in \mathbf{C}$ there exists a pair of regions such that $C$ is the only cycle in $\mathbf{C}$ that separates these regions.

Proof. Let $C$ be an arbitrary cycle in $\mathbf{C}$. We produce a pair of regions separated only by $C$.

We have shown in Proposition 3.2 that $D_{\mathbf{C}}$ satisfies (a)-(c) in Theorem 2.1. If $C$ is an isolated node in $D_{\mathbf{C}}$, then $C$ is the only cycle in $\mathbf{C}$ that separates the region interior to it from the unbounded region. If $C$ is a root node of $D_{\mathbf{C}}$ (and not isolated), then it is the only cycle in $\mathbf{C}$ separating its child in $\mathbf{F}_{\mathbf{C}}$ from the unbounded region. Otherwise, let $C^{\prime}$ be the parent of $C$ in $D_{\mathbf{C}}$. If $C$ is a leaf node of $D_{\mathbf{C}}$, then $C$ is the only cycle in $\mathbf{C}$ separating the region interior to it from the child of $C^{\prime}$ in $\mathbf{F}_{\mathbf{C}}$. If $C$ is not a leaf, then $C$ is the only cycle in $\mathbf{C}$ separating the child of $C^{\prime}$ in $\mathbf{F}_{\mathbf{C}}$ from the child of $C$ in $\mathbf{F}_{\mathbf{C}}$.

Proposition 3.8. Let $G$ be a plane graph with edge weights. Let $\mathbf{C}$ be a nested independent collection of cycles of $G$. If $C$ is a cycle such that $\mathbf{C} \cup C$ is independent, then $C$ separates some pair of regions not separated by any cycle in $\mathbf{C}$.

Proof. Consider the tree $D_{C}$ for the given collection C. C need not be a basis; hence a node, say $C^{\prime}$, in $D_{\mathbf{C}}$ may have more than one child in $\mathbf{F}_{\mathbf{C}}$. However, the sum of the children in $\mathbf{F}_{\mathbf{C}}$ of such a cycle $C^{\prime}$ is given by the sum of $C^{\prime}$ and the children of $C^{\prime}$ in $\mathbf{C}$.

Suppose that the cycle $C$ separates no pair of regions that is not already separated by a cycle in $\mathbf{C}$. Then, if it contains a face in $\mathbf{F}_{\mathbf{C}}$, it must contain all siblings of this face in $D_{\mathbf{C}}$. Since $C$ is the sum of the faces it contains, it follows from our remarks above that $C$ can be expressed as a sum of cycles in $\mathbf{C}$. Hence $\mathbf{C} \cup C$ is dependent, and the result follows.

Proof of (i) if and only if (ii). $(\Leftarrow)$ Assume that $\mathbf{C}$ satisfies the conditions of (ii) of the theorem. We show that if we apply the greedy algorithm to the set of all cycles in $G$, then we can produce precisely C. Suppose that by applying the greedy algorithm to the cycles in $G$, we have chosen $\mathbf{C}^{\prime} \subset \mathbf{C}$ and we are considering the cycles from $G$
that we can add in the next iteration of the greedy algorithm. By Proposition 3.8, any candidate cycle must separate two not-yet-separated regions. By Proposition 3.6, any cycle that separates two not-yet-separated regions is independent of $\mathbf{C}^{\prime}$. Hence, the minimum-weight cycles that separate two not-yet-separated regions are precisely the candidate cycles. However, such a candidate must exist in $\mathbf{C}$, by its definition.
$(\Rightarrow)$ Assume that $\mathbf{C}$ is an $\mathrm{MCB}(G)$. By Proposition 3.5, for every pair of regions in $G, \mathbf{C}$ contains a minimum weight cycle that separates the pair. In addition, by Proposition 3.7, every $C \in \mathbf{C}$ separates a pair of regions that is separated by no other cycle in $\mathbf{C}$. Hence $\mathbf{C}$ also satisfies the minimality requirement of part (ii) of the theorem. This completes the proof.
4. An MCB algorithm for simple planar graphs. Our main objective in this section is to present an algorithm that finds an MCB of a simple planar graph with nonnegative weights in $O\left(n^{2} \log n\right)$ time. Before giving the algorithm, we present some useful results on MCBs and four simple algorithms, which serve as subroutines in the main algorithm. One of our first objectives is to prove a slightly different version of Theorem 2.1 (i.e., Theorem 4.7) that will be more useful algorithmically.

Let $G=(V, E)$ be a graph. In the remainder of the paper, we assume that $V=\left\{v_{1}, \ldots, v_{n}\right\}$. If $V^{\prime} \subseteq V$, then $\min \left(V^{\prime}\right)$ is defined to be the minimum subscript of a node in $V^{\prime}$. For any subgraph $G^{\prime}$ of $G$, we let $V\left(G^{\prime}\right)$ denote the node set of $G^{\prime}$. If $w$ is a vector of edge weights for $G$ and $P$ is a path, then we let $w(P)$ denote the sum of the weights of the edges in $P$ and we let len $(P)$ denote the number of edges in $P$. We may refer to a path as a $u-v$ path if it has endnodes $u$ and $v$. We use the term shortest path to refer to a path that has the minimum weight of all paths with the same endnodes.

Proposition 4.1. Let $G=(V, E)$ be a simple graph with edge weight vector $w$. Then, for every pair of nodes, $u, v \in V$, there exists a unique $u-v$ path, call it $P$, that satisfies exactly one of the following three conditions with respect to any other $u-v$ path $P^{\prime}$ :

$$
\begin{gather*}
w(P)<w\left(P^{\prime}\right)  \tag{4.1}\\
w(P)=w\left(P^{\prime}\right) \quad \text { and } \quad \operatorname{len}(P)<\operatorname{len}\left(P^{\prime}\right)
\end{gather*}
$$

$$
\begin{equation*}
w(P)=w\left(P^{\prime}\right), \quad \operatorname{len}(P)=\operatorname{len}\left(P^{\prime}\right), \quad \min \left(V(P) \backslash V\left(P^{\prime}\right)\right)<\min \left(V\left(P^{\prime}\right) \backslash V(P)\right) \tag{4.3}
\end{equation*}
$$

Proof. Consider the set $\mathbf{P}$ of all shortest $u-v$ paths $P^{*}$ for which $\operatorname{len}\left(P^{*}\right)$ is a minimum. It suffices to show that for every $P_{1}, P_{2} \in \mathbf{P}, V\left(P_{1}\right) \neq V\left(P_{2}\right)$. (It follows immediately that $V\left(P_{1}\right) \backslash V\left(P_{2}\right) \neq \emptyset$ and $V\left(P_{2}\right) \backslash V\left(P_{1}\right) \neq \emptyset$, since $P_{1}$ and $P_{2}$ have the same number of nodes.)

Assume that $V\left(P_{1}\right)=V\left(P_{2}\right)$. Let us rename the nodes so that $P_{1}$ contains the nodes $u_{1}, \ldots, u_{k}$, in this order. At some point, $P_{2}$ must differ in this sequence from $P_{1}$. Let $j$ be the smallest subscript such that $u_{j}$ is not the $j$ th node in $P_{2}$. Consider the path that consists of $P_{1}$ from $u_{1}$ to $u_{j}$ plus $P_{2}$ from $u_{j}$ to $u_{k}$. This path consists of a shortest path from $u_{1}$ to $u_{j}$ plus a shortest path from $u_{j}$ to $u_{k}$. Hence it is a shortest path from $u_{1}$ to $u_{k}$. However, it contains fewer edges than $P_{1}$ or $P_{2}$, which contradicts our choice of $\mathbf{P}$.

If $G$ is an edge-weighted graph, then we let $P(u v)$ denote the unique $u-v$ path described in Proposition 4.1. We immediately obtain the following simple proposition.

Proposition 4.2. Let $G=(V, E)$ be a simple edge-weighted graph and let $u, v \in$ $V$. Then

$$
\begin{equation*}
P(u v) \text { is a shortest } u-v \text { path; } \tag{4.4}
\end{equation*}
$$ if an $x-y$ path $P$ is a subpath of $P(u v)$, then $P=P(x y)$.

Suppose that $w$ is a vector of edge weights for a graph $G$. Then a vector of edge weights $w^{\prime}$ is called a perturbation of $w$ if, for any two-edge subsets, say $E_{1}$ and $E_{2}, w\left(E_{1}\right)<w\left(E_{2}\right)$ implies that $w^{\prime}\left(E_{1}\right)<w^{\prime}\left(E_{2}\right)$. Hence, if $\mathbf{C}$ is an $\operatorname{MCB}(G)$ under $w^{\prime}$, then it is an $\operatorname{MCB}(G)$ under $w$.

Proposition 4.3. If $G=(V, E)$ is a simple graph with edge weight vector $w$, then there exists a perturbation $w^{\prime}$ of $w$ such that every path $P(u v)$ under $w$ is the unique shortest $u-v$ path under $w^{\prime}$.

Proof. Let $w(u v)$ denote the original weight of edge $u v$. Let $\varepsilon, \varepsilon_{1}, \ldots, \varepsilon_{n}$ be very small numbers, where $\varepsilon \gg \varepsilon_{1} \gg \varepsilon_{2} \gg \cdots \gg \varepsilon_{n}$. We define $w^{\prime}\left(v_{i} v_{j}\right) \equiv w\left(v_{i} v_{j}\right)+\varepsilon-$ $\varepsilon_{i}-\varepsilon_{j}$. Since the $\varepsilon$ 's are small, any shortest path under $w^{\prime}$ is a shortest path under $w$. Adding $\varepsilon$ to each edge weight insures that condition (4.2) is satisfied, and subtracting the $\varepsilon_{i}$ and $\varepsilon_{j}$ terms insures that condition (4.3) is satisfied.

The key to making the main algorithm more efficient is to considerably limit the set of candidate cycles. Let $C$ be a cycle of a graph $G$ with edge weights and let $G(C)$ be the subgraph of $G$ with edge set $C$ (and no isolated nodes). Then $C$ is called a short cycle if, for every pair of nodes $x, y$ on $G(C)$, a shortest path from $x$ to $y$ in $G$ is contained in $G(C)$.

Proposition 4.4 (see Horton [14]). Let $G$ be a graph with edge weights. If $C$ is contained in some $\operatorname{MCB}(G)$, then $C$ is a short cycle.

If $G$ is a simple edge weighted graph, then we call a cycle $C$ lexicographically short (lex short) if, for every pair of nodes $x, y$ in $C, P(x y)$ is contained in $C$. Hence, by Proposition 4.2, if a cycle is lex short, then it is short.

Proposition 4.5. Let $G$ be a simple graph with edge weights. Then the collection of lex short cycles contains an $\mathrm{MCB}(G)$.

Proof. The proposition follows immediately from the two above propositions.
We next present two useful results concerning the lex short cycles.
Proposition 4.6. Let $G$ be a simple plane graph with edge weights. Then the collection of lex short cycles is nested.

Proof. We observe that, if two cycles $C$ and $C^{\prime}$ are lex short, then $G(C) \cap G\left(C^{\prime}\right)$ is a path or empty (otherwise, we contradict the definition of lex short cycles), which is true if and only if $C$ and $C^{\prime}$ are nested.

In addition, we immediately obtain the following version of Theorem 2.1.
Theorem 4.7. Let $G$ be a simple plane graph with edge weights; let $\mathbf{C}$ be a collection of lex short cycles. Then (i)-(iii) of Theorem 2.1 are equivalent.

Proof. This theorem follows immediately from Propositions 4.5 and 4.6.
In the algorithm for finding an MCB of a plane graph, we generate all the lex short cycles and then extract a subset $\mathbf{C}$ that satisfies (ii) and (iii) of Theorem 2.1. We generate these cycles in a subroutine called Algorithm: Lex Short Cycles. As we next show, this collection of cycles has cardinality $O(n)$ for a simple planar graph, which makes this list of candidates small and gives us our desired complexity. Actually, we show this for any collection of nested cycles.

Proposition 4.8. Let $\mathbf{C}$ be a nested collection of cycles in a simple plane graph $G$ and let $f$ be the number of (internal) faces of $G$. Then $|\mathbf{C}| \leq 2 f-1$.

Proof. Assume, without loss of generality, that $\mathbf{C}$ contains all the (internal) faces of $G$. It follows that $D_{\mathbf{C}}$ is a forest with $f=\mid\{$ leaves and isolated nodes $\} \mid$ and that every node, which is neither a leaf nor isolated, has at least two children. By a straightforward induction on $f$, we can show that the number of nodes in such a directed graph is less than or equal to $2 f-1$. The result follows.

Corollary 4.9. Let $G$ be a simple plane graph with edge weights. Then
the cardinality of the collection of lex short cycles of $G$ is $O(n)$.
Proof. The proof follows immediately from Propositions 4.6 and 4.8.
The first step in generating the lex short cycles is generating the short paths $P(u v)$, which we do in Algorithm: Lex Short Paths. The following notation is used in this algorithm. $T_{r}$ denotes a partial shortest path tree grown from node $r$, where, if there is a path from $r$ to $u$ in $T_{r}$, then this path is $P(r u)$. For each $u \neq r$ in $T_{r}, \operatorname{sub}_{r}(u) \equiv$ the smallest subscript of a node on the path in $T_{r}$ from $u$ to $r$, excluding $r . \operatorname{sub}_{r}(r) \equiv$ the subscript of $r$. For each $u \neq r$ in $T_{r}$, edge $_{r}(u) \equiv$ the edge incident with $r$ on the path in $T_{r}$ from $u$ to $r$. edge ${ }_{r}(r) \equiv \emptyset . d(u, v) \equiv$ the weight of a shortest path (i.e., the distance) from $u$ to $v . \mathbf{L}$ denotes an ordered list of the node pairs in nondecreasing order of the distances between the pairs (ties are broken arbitrarily).

The idea of the algorithm is that, at iteration $k$, the algorithm processes the $k$ th pair on $\mathbf{L}$, say $(u, v)$, by adding $u$ to $T_{v}$ and adding $v$ to $T_{u}$ so that $P(u v)$ occurs in both trees.

## Algorithm: Lex Short Paths

Input: Simple graph $G=(V, E)$ with nonnegative edge weights $w$.
Output: Shortest path trees $T_{r}$ for each node $r$, where each shortest path from $r$ to $u$ in $T_{r}$ is $P(r u)$.

Step 0: Add $\varepsilon>0$ to the weight of every edge.
Step 1: Using any shortest path algorithm, construct the list $\mathbf{L}$ as described above. Initialize $T_{r}:=r, \operatorname{sub}_{r}(r):=$ the subscript of $r, \operatorname{edge}_{r}(r):=\emptyset$, for each node $r$.

Step 2: For $k=1,2,3, \ldots,|\mathbf{L}|$, do the following:
Let ( $u, v$ ) be the $k$ th pair on $\mathbf{L}$. Let $u_{1}, \ldots, u_{p}$ be the nodes such that (i) $u_{i}$ is incident with $v$ and is contained in $T_{u}$ and (ii) the path $P\left(u_{i} u\right) \cup u_{i} v$ has weight $d(u, v)$. Similarly, let $v_{1}, \ldots, v_{q}$ be those nodes such that (i) $v_{i}$ is incident with $u$ and is contained in $T_{v}$ and (ii) the path $P\left(v_{i} v\right) \cup v_{i} u$ has weight $d(u, v)$.
(a) Identify node pairs $\left\{u_{i}, v_{j}\right\}$ such that $\operatorname{edge}_{u}\left(u_{i}\right)=v_{j} u$ and $\operatorname{edge}_{v}\left(v_{j}\right)=u_{i} v$; or $u_{i} v_{j}=$ the edge $u v$.
(b) Pick that pair $\left\{u^{\prime}, v^{\prime}\right\}$ for which $\min \left(\operatorname{sub}\left(u_{i}\right) \cup \operatorname{sub}\left(v_{j}\right)\right)$ is a minimum.
(c) Add the edges $u^{\prime} v$ and $v^{\prime} u$ to $T_{u}$ and $T_{v}$, respectively.
(d) Update the sub( ) and edge( ) functions.

End.
Proposition 4.10. Algorithm: Lex Short Paths works.
Proof. Note that we need not actually pick a number $\varepsilon$ in Step 0 , but can simply add this symbol, which represents an arbitrarily small positive number, to the weight of each edge. Under this new weighting, each path has a weight with two terms, one of which is its original weight and one of which is an $\varepsilon$ term. Observe that under this new weighting we may assume, as under the original weighting, that additions and comparisons of two numbers can be performed in constant time; thus Step 0 will have
no effect upon our complexity arguments. The effect of adding $\varepsilon>0$ to every edge weight is that if two paths had the same weight but different lengths under the original weights, then the path with fewer edges has less weight under the new weights. Hence $P(u v)$ is the same under both weight vectors. Also, all edge weights become effectively positive, which is important in the remainder of the proof.

The proof proceeds by induction on $k$ in Step 2. Assume inductively that the algorithm has correctly constructed the partial shortest path trees $T_{r}$ for the first $k-1$ entries on the list $\mathbf{L}$. Let us consider the $k$ th node pair ( $u, v$ ) in Step 2. If there is an edge $u v$ and $d(u, v)=$ the weight of $u v$, then the algorithm adds $u v$ to both $T_{u}$ and $T_{v}$. So let us assume this is not the case. Consider the path $P(u v)$. Let $u_{i}$ and $v_{j}$ be the nodes of $P(u v)$ incident with $v$ and $u$, respectively. Then, since all edge weights are positive, $d\left(u_{i}, u\right)<d(u, v)$ and $d\left(v_{j}, v\right)<d(u, v)$. Hence, by inductive hypothesis, $P\left(u_{i} u\right)$ and $P\left(v_{j} v\right)$ must be contained in $T_{u}$ and $T_{v}$, respectively. Since $P\left(u_{i} u\right)$ and $P\left(v_{j} v\right)$ are contained in $P(u v)$, the node pair $\left\{u_{i}, v_{j}\right\}$ is picked in Step 2 (b). Since both $T_{u}$ and $T_{v}$ are trees, it is easy to see that all other node pairs identified in Step 2 correspond to $u-v$ paths that are internally node disjoint from $P(u v)$ and each other. Hence Step 2 picks the pair $\left\{u_{i}, v_{j}\right\}$.

Proposition 4.11. Algorithm: Lex Short Paths can be implemented in time $O\left(n^{2} \log n\right)$ for simple planar graphs.

Proof. Step 0 can be accomplished in $O(n)$ time (see the discussion in the first paragraph of the proof of Proposition 4.10). Step 1 can be implemented in time $O\left(n^{2} \log n\right)$, since it takes $O\left(n^{2} \log n\right)$ time to compute the $d(u, v)$ s (e.g., using the planar shortest path algorithm in [18]), of which there are $O\left(n^{2}\right)$, and another $O\left(n^{2} \log n\right)$ time to sort them to obtain $\mathbf{L}$.

In Step $2, u_{1}, \ldots, u_{p}$ and $v_{1}, \ldots, v_{q}$ can be found in $O(n)$ time by scanning the neighbors of $u$ and $v$. The node pairs $\left\{u_{i}, v_{j}\right\}$ can be found by examining edge ${ }_{u}\left(u_{i}\right)$, for $i=1, \ldots, p$, checking if each such edge contains a node in $v_{1}, \ldots, v_{q}$, and then repeating the process by examining $\operatorname{edge}_{v}\left(v_{j}\right)$ for $j=1, \ldots, q$. This also requires $O(n)$ time. Hence Step 1 dominates the complexity of this algorithm, and the result follows.

It will be useful to keep track of another piece of information when Algorithm: Lex Short Paths is run. In particular, we want to know, for each pair of nodes $u$ and $v$, which edge is in the "middle" of $P(u v)$. Recall that we denote the number of edges in $P(u v)$ by len $(P(u v))$. First, let halfnode $e_{u}(v) \equiv$ the node $w$ on $P(u v)$ such that $\operatorname{len}(P(u w))=\operatorname{len}(P(w v))$, when $\operatorname{len}(P(u v))$ is even; halfnode ${ }_{u}(v) \equiv$ the node $w$ on $P(u v)$ such that $\operatorname{len}(P(u w))=\operatorname{len}(P(w v))-1$, when len $(P(u v))$ is odd. Suppose that we are in Step 2 of the algorithm and considering a pair of nodes $u$ and $v$. Then it is easy to see that halfnode $u(v)$ and halfnode ${ }_{v}(u)$ can be computed in constant time from halfnode $e_{u}\left(u^{\prime}\right)$ and halfnode $v_{v}\left(v^{\prime}\right)$, where $u^{\prime}$ and $v^{\prime}$ are defined as in Step 2.

Finally, let $u$ and $v$ be two nodes and assume, without loss of generality, that the subscript of $u$ is less than the subscript of $v$. Then halfedge $(u v) \equiv$ the edge between halfnode $u(v)$ and $\operatorname{halfnode}_{v}(u)$, when len $(P(u v))$ is odd; halfedge $(u v) \equiv$ the edge in $P(u v)$ incident with halfnode ${ }_{u}(v)\left(=\operatorname{halfnode}_{v}(u)\right)$ and closest to $u$, when len $(P(u v))$ is even. Again, we can compute, in constant time, halfedge( $u v$ ) for each $u v$ when it is considered in Step 2 of the algorithm.

The first step in the algorithm for generating the lex short cycles is to generate a superset of these cycles described in the following elementary proposition, which follows immediately from a simple proposition of Horton [14]. Let us call a cycle $C$ in a simple edge-weighted graph $G$ a lex edge-short cycle with respect to a node $x$ if, for a node $x$ in $G(C)$, there exists an edge $y z$ in $G(C)$ such that $G(C)=P(x y) \cup$
$P(x z) \cup y z$. Note that, by their definition, $P(x y)$ and $P(x z)$ share only the node $x$. As a shorthand, a lex edge-short cycle $C$ as just described is sometimes referred to as $\{x, y z\}$.

Due to the following proposition, we can use the lex edge-short cycles as a first step in obtaining the lex short cycles. This idea is due to Horton [14].

Proposition 4.12 (see Horton [14]). Let $G$ be a simple graph with edge weights. Then $C$ is a lex short cycle if and only if $C$ is a lex edge-short cycle with respect to every node in $C$.

Proof. This result follows immediately from Theorem 4 in [14].
The following proposition proves useful. We leave its proof to the reader.
Proposition 4.13. Let $G$ be a simple edge-weighted graph. If $C$ is a lex edgeshort cycle with respect to a node $x$, then there exists a unique edge $y z$ in $G(C)$ such that $G(C)=P(x y) \cup P(x z) \cup y z$, where $P(x y), P(x z)$, and $y z$ are edge disjoint.

OBSERVATION 4.14. In a simple planar graph, there are $O\left(n^{2}\right)$ lex edge-short cycles, since there are $O\left(n^{2}\right)$ node-edge pairs.

To extract the lex short cycles from the list of lex edge-short cycles, we use a simple data structure defined in and constructed by the following algorithm. A directed tree rooted at $r$, say $T=(V, A)$, is a directed tree whose arcs are oriented away from the node $r$. As before, if $x y \in A$, we say $y$ is a child of $x$; also, a leaf of $T$ is a node within degree 1. If there exists a directed path from node $a$ to node $b$, then we say $b$ is a descendent of $a$.

## Algorithm: Interval

Input: A tree $T=(V, A)$ with root node $r$.
Output: A closed interval for each node in $V$.
Step 1: Orient the edges of $T$ to obtain a directed tree $D$ rooted at $r$.
Step 2: Perform a depth first search on the nodes of $D$ beginning at $r$. Label the leaves of $D$ in the order they are scanned with $1,2,3, \ldots$.

Step 3: For each $v \in V$, set $\operatorname{interval}_{r}(v):=[a, b]$, where $a$ is the smallest label of a leaf that is a descendent of $v$ and $b$ is the largest label of a leaf that is a descendent of $v$.

## End.

We easily obtain the following proposition.
Proposition 4.15. Suppose that Algorithm: Interval is applied to a tree $T=$ $(V, A)$ with root node $r$. Let $x, y \in V$. Then $x$ is on the path of $T$ from $r$ to $y$ if and only if interval $_{r}(y) \subseteq \operatorname{interval}_{r}(x)$.

Hence, if we have the above data structure for a particular tree $T_{r}$, then we can answer, in constant time, the question "Is $y$ a descendent of $x$ in $T_{r}$ ?"

Proposition 4.16. For a tree $T=(V, A)$ with root node $r$, Algorithm: Interval can be implemented in $O(n)$ time.

Proof. Steps 1 and 2 can be performed in $\mathrm{O}(n)$ time. Step 3 can also be performed in $O(n)$ time as follows. For each node $v$ in $T$, we determine $a$ and $b$, where $\operatorname{interval}_{r}(v)=[a, b]$, as follows. When $v$ is first scanned in the depth first search, note this, and let $a$ be the next number attached to a leaf. When $v$ is last scanned, let $b$ be the last number attached to a leaf.

In the algorithm for generating the lex short cycles, we use the following algorithm. It takes as input a lex edge-short cycle and tests an obvious necessary condition for the cycle to be a lex short cycle. When the cycle passes this test, it also returns a "canonical" representation for the candidate cycle.

## Algorithm: Lex Short Cycle Test

Input: A simple graph $G=(V, E)$ with edge weights and a lex edge-short cycle $C=\{v, x y\}$.

Output: Yes, if $C$ is lex edge-short with respect to $z$, where $z$ is the node of $C$ with smallest subscript; otherwise output no. If yes, then also output $\{z, a b\}$, where $\{z, a b\}=C$.

Step 1: Find the node $z$ in $C$ with the smallest subscript.
Step 2: If $z=v$, then output yes and $\{v, x y\}$. If $z \neq v$, then, for each edge $a b$ in $C$, check if $P(z a) \cup P(z b) \cup P(a b)=G(C)$. If yes for some $a b$, then output yes and $\{z, a b\}$. Otherwise, output no.

## End.

The validity of the algorithm follows immediately from the above propositions. The obvious implementation takes linear time, but with a little care we can implement it faster as follows.
 and if $v$ of $G$ is included in the input to Algorithm: Lex Short Cycle Test, then it can be implemented in time $O(\log n)$.

Proof. Let $C=\{v, x y\}$ and $z$ be as in the algorithm. Suppose that $z \neq v$ and, without loss of generality, suppose that $z$ occurs on $P(v x)$. Since $P(z v)$ and $P(z x)$ are subpaths of $P(v x)$ (by Proposition 4.2), we need only check if $a b=x y$ or $a b$ occurs on $P(v y)$. Suppose that $a b=x y$. Then we need only check if $v$ occurs on $P(z y)$. (This can be done in constant time by checking if interval $z_{z}(y) \subseteq \operatorname{interval}_{z}(v)$.) If the answer to this is yes, then (by Proposition 4.2) $C=P(z a) \cup P(z b) \cup a b$.

Suppose that $a b$ occurs on $P(v y)$. We perform a binary search for this edge as follows. Let halfedge $(v y)=a_{1} b_{1}$. Suppose that $a_{1}$ is closer to $y$ than $v$ (we can determine this in constant time by checking, for example, if $a_{1}$ is contained in $P\left(b_{1} y\right)$ ). Finally, we must check (i) if $x$ and $y$ occur on $P\left(z a_{1}\right)$ and if $P(x y)=x y$; and (ii) if $v$ occurs on $P\left(z b_{1}\right)$. If both are true, then $a_{1} b_{1}=a b$, and we are done. If neither is true, then $C$ is not lex short. If (i) is true and (ii) is false, then we can restrict our search for $a b$ to $P\left(a_{1} y\right)$. If (i) is false and (ii) is true, then we can restrict our search for $a b$ to $P\left(b_{1} v\right)$. Each of these checks can be performed in constant time (using the data structure defined in Algorithm: Interval and discussed in Proposition 4.15). We then apply the same procedure to this subpath of $P(v y)$. The total work is bounded by $O(\log n)$.

In the algorithm for generating the lex short cycles when the weights are nonnegative, we first generate the lex edge-short cycles (Horton in [14] generates the same collection but starting from an arbitrary collection of shortest paths). However, there are $O\left(n^{2}\right)$ such cycles; hence it requires $O\left(n^{3}\right)$ time to write their incidence vectors. Since our algorithm for finding the MCB runs in $O\left(n^{2} \log n\right)$ time, we do not write out the entire list (as Horton does). The idea is to find these cycles without explicitly writing them out. This is what we do in Step 3 of the following algorithm. Then, in Steps 4 and 5, we identify and explicitly write out just the lex short cycles.

## Algorithm: Lex Short Cycles

Input: Simple planar graph $G=(V, E)$ with nonnegative edge weights $w$.
Output: The incidence vectors of the collection $\mathbf{L}$ of lex short cycles.
Step 1: Set $\mathbf{L}, \mathbf{L}^{\prime}$, and $\mathbf{L}^{\prime \prime}:=\emptyset$.
Step 2: Apply Algorithm: Lex Short Paths. Let $T_{r}=\left(V, E_{r}\right)$ be the shortest path tree rooted at $r$.

Step 3: Generate the lex edge-short cycles:
For each $r \in V$, do the following:
For every $u v \in E \backslash E_{r}$, let $C(r, u v)$ refer to the unique cycle in $u v \cup$ $E_{r}$; if $C(r, u v)$ contains $r$, then add $(\{r, u v\}, \operatorname{len}(\{r, u v\}))$ to $\mathbf{L}^{\prime}$, where len $(r, u v)$ denotes the number of edges in $\{r, u v\}$.
Step 4: For each $(\{r, u v\}, \operatorname{len}(r, u v))$ in $\mathbf{L}^{\prime}$, apply Algorithm: Lex Short Cycle Test to $\{r, u v\}$. If the output is yes, then replace $(\{r, u v\}, \operatorname{len}(r, u v))$ with $(\{w, x y\}$, $\operatorname{len}(w, x y))$ on $\mathbf{L}^{\prime}$, where $x y$ are ordered so that $x$ has smaller subscript than $y$.

Step 5: Sort the members of $\mathbf{L}^{\prime}$ lexicographically (say, from left to right in ascending order on the subscripts of the three nodes in the node and edge that define it). For every $(\{w, x y\}$, len $(w, x y))$ on $\mathbf{L}^{\prime}$, if it occurs len $(w, x y)$ times in $\mathbf{L}^{\prime}$, then add it (once) to $\mathbf{L}^{\prime \prime}$.

Step 6: Write out in $\mathbf{L}$ the incidence vectors of the cycles on $\mathbf{L}^{\prime \prime}$.
End.
Proposition 4.18. Algorithm: Lex Short Cycles works.
Proof. Clearly, we generate, in Step 3, the lex edge-short cycles. By Proposition 4.12, each short cycle is generated in Step 3 once for each node in the cycle. Also, any cycle that is generated this number of times must be a short cycle. Hence the short cycles are characterized by how often they appear in $\mathbf{L}^{\prime}$. This is what we test for in Step 5, since in Step 4 we find a unique representation for each short cycle in $L^{\prime}$. Hence the algorithm works.

Proposition 4.19. Algorithm: Lex Short Cycles can be implemented in $O\left(n^{2} \log n\right)$ time for simple planar graphs.

Proof. By Proposition 4.11, Step 2 requires $O\left(n^{2} \log n\right)$ time. Let $\operatorname{len}_{r}(v)$ be the number of edges on the path in $T_{r}$ from $r$ to $v$. Then, for every $r, v \in V$, we can also record len ${ }_{r}(v)$ in Step 2. Observe that in Step 3, $C(r, u v)$ contains $r$ if and only if edge $_{r}(u) \neq \operatorname{edge}_{r}(v)$. Hence we can check if $C(r, u v)$ contains $r$ in constant time, and, if the answer is yes, we have len $(r, u v)=\operatorname{len}_{r}(u)+\operatorname{len}_{r}(v)+1$. Since $G$ has $O(n)$ edges, the complexity of Step 3 is $O\left(n^{2}\right)$. The key idea in this step is not explicitly to write out the incidence vectors of the cycles generated, which would require $O\left(n^{3}\right)$ time.

By Proposition 4.17, Step 4 can be implemented in time $O\left(n^{2} \log n\right)$ since $\mathbf{L}^{\prime}$ has length $\mathrm{O}\left(n^{2}\right)$.

Step 5 is dominated by the sorting, which requires $O\left(n^{2} \log n\right)$ time.
By Corollary 4.9, $O(n)$ cycles are added to $\mathbf{L}$ in Step 6, each of which requires $O(n)$ time to write out. Hence Step 5 requires $O\left(n^{2}\right)$ time.

So the overall complexity is dominated by Steps 2,4 , and 5 , which proves the result.

## Algorithm: MCB

Input: A simple planar graph $G$ with nonnegative edge weights.
Output: An $\operatorname{MCB}(G)$.
Step 1: Embed $G$ in the plane and find $\mathbf{F}_{\mathbf{C}}$, the list of its faces.
Step 2: Apply Algorithm: Lex Short Cycles to $G$ to get a list of candidate cycles $\mathbf{L}$ (i.e., $\mathbf{L}$ contains an $\operatorname{MCB}(G)$ ) and sort $\mathbf{L}$ in ascending order by cycle weights.

Step 3: Set $\mathbf{C}:=\emptyset$ and $D_{\mathbf{C}}:=\left(\mathbf{F}_{\mathbf{C}}, A\right)$, where $A:=\emptyset$.
Step 4: If there exist $C_{1}, C_{2} \in \mathbf{F}_{\mathbf{C}}$ with the same parent in $D_{\mathbf{C}}$, then set $R_{1}:=$ $\operatorname{interior}\left(C_{1}\right)$ and $R_{2}:=\operatorname{interior}\left(C_{2}\right)$; otherwise, let $C_{1}$ be an isolated node of $D_{\mathbf{C}}$ in $\mathbf{F}_{\mathbf{C}}$ and set $R_{1}:=\operatorname{interior}\left(C_{1}\right)$ and $R_{2}:=$ exterior region.

Step 5: Find a minimum weight cycle $C \in \mathbf{L}$ that separates $R_{1}$ and $R_{2}$. Set $\mathbf{C}:=\{\mathbf{C} \cup C\}$.

Step 6: If $|C|<$ dimension of $G$, then update $D_{\mathbf{C}}$ with a node for $C$ and go to Step 4. Otherwise, $\mathbf{C}=\operatorname{MCB}(G)$.

End.
Observation 4.20. If we wish to drop the condition that $G$ be simple, then we can apply Algorithm: Reduction to $G$, which appears in the last section. This algorithm outputs a simple planar graph $G^{\prime}$ plus a collection of cycles $\mathbf{C}^{\prime}$ such that the output of Algorithm: MCB applied to $G^{\prime}$ plus the cycles in $\mathbf{C}^{\prime}$ is an $\operatorname{MCB}(G)$. Note that if we are solving the APMC problem on a simple plane graph $G$, then $G^{d}$ may not be simple. However, the number of edges in $G^{d}$ is still $O(n)$; hence first applying Algorithm: Reduction to $G^{d}$ and then applying Algorithm: MCB still requires $O\left(n^{2} \log n\right)$ time.

Proposition 4.21. Algorithm: MCB works.
Proof. This follows immediately from equivalent conditions (ii) and (iii) in Theorem 4.7.

Proposition 4.22. Algorithm: MCB can be implemented in time $O\left(n^{2} \log n\right)$.
Proof. Let us observe that it is sufficient that $\mathbf{F}_{\mathbf{C}}$ consists of pointers to the faces of $G$.

Step 1 takes $O(n)$ time (see, e.g., [2]). Step 2 is dominated by Algorithm: Lex Short Cycles and the sort, each of which takes $O\left(n^{2} \log n\right)$ time.

Step 3 takes $O(n)$ time. Step 4 requires a breadth-first scanning of $D_{C}$. By Proposition 4.8, $D_{\mathbf{C}}$ has $O(n)$ nodes; hence this step requires $O(n)$ time.

Step 5 can be performed in $O(n)$ time as follows. First, at the end of Step 2, it is easy to construct, in $O\left(n^{2}\right)$ time, the incidence matrix of cycles in $\mathbf{L}$ versus interior regions (i.e., $a_{i j}=1$ if and only if cycle $i$ contains region $j$ ). Then, in Step 5, by scanning the two columns of this matrix that correspond to $R_{1}$ and $R_{2}$, the minimum weight separating cycle can be found in $O(n)$ time.

We finally consider the complexity of updating $D_{\mathbf{C}}$ in Step 6 . Let $C$ be a new cycle found in Step 5. From the output of Step 2, we know the regions/faces interior to $C$. These faces each have a corresponding leaf node of $D_{\mathbf{C}}$. Let $V^{\prime}$ be this set of leaves. If $C_{1}$ and $C_{2}$ have the same parent $P$ in $D_{\mathbf{C}}$, then $C$ becomes a child of $P$, and all branches of the tree that descended from $P$ to a node in $V^{\prime}$ now descend from $C$. If $C_{1}$ is isolated, then, again, all maximal branches of $D_{\mathbf{C}}$ that descend to a node in $V^{\prime}$ now descend from $C$. Hence Step 6 can be performed in $O(n)$ time.

So Step 2 dominates the complexity of the algorithm, and the result follows.
5. Extension to general graphs. The following algorithm allows us to reduce the MCB problem on general graphs to the MCB problem on simple graphs. Hence, with this algorithm and Algorithm: MCB, we can solve the MCB problem on general planar graphs in $O\left(n^{2} \log n+m\right)$ time (see Observation 4.20).

## Algorithm: MCB Reduction

Input: A graph $G=(V, E)$ with nonnegative edge weights $w$.
Output: A subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ of $G$ with nonnegative edge weights and a collection of cycles $\mathbf{C}^{\prime}$ such that $G^{\prime}$ is simple and an $\operatorname{MCB}\left(G^{\prime}\right)$ together with $\mathbf{C}^{\prime}$ is an $\operatorname{MCB}(G)$.

Step 1: Let $\mathbf{C}^{\prime}:=\emptyset, G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ where $V^{\prime}:=V$ and $E^{\prime}:=E$.
Step 2: Let $L \subseteq E$ be the loops of $G$. Set $\mathbf{C}^{\prime}:=\mathbf{C}^{\prime} \cup L$. Set $E^{\prime}:=E^{\prime} \backslash L$.
Step 3: For each maximal collection in $G$ of parallel edges $e_{1}, \ldots, e_{p}, p \geq 2$, with the same endnodes, do the following:
(i) Rename the edges so that $w\left(e_{1}\right) \leq w\left(e_{i}\right), i \geq 2$.
(ii) Set $E^{\prime}:=E^{\prime} \backslash\left\{e_{i}: i \geq 2\right\}$.

Step 4: For each pair of nodes $u$ and $v$ of $V$, find $\operatorname{Path}(u, v)$, a shortest $u-v$ path in $G^{\prime}$.

Step 5: For each maximal collection in $G$ of parallel edges $e_{1}, \ldots, e_{p}, p \geq 2$, with the same endnodes, say $u$ and $v$, do the following:

$$
\text { Set } \mathbf{C}^{\prime}:=\mathbf{C}^{\prime} \cup\left\{E(\operatorname{Path}(u, v)) \cup e_{i}\right\}, \text { for each } i \geq 2 .
$$

## End.

Proposition 5.1. Algorithm: Reduction works.
Proof. Let $w^{\prime}$ be obtained from $w$ as follows: For each maximal collection in $G$ of parallel edges $e_{1}, \ldots, e_{p}, p \geq 2$, add $\varepsilon>0$ to $w\left(e_{i}\right), i \geq 2$. Clearly, an $\operatorname{MCB}(G)$ under $w^{\prime}$ is also an $\operatorname{MCB}(G)$ under $w$.

From the definition of cycle basis, it immediately follows that each edge of $G$ is contained in at least one cycle of any MCB. Let $e=u v$ be an arbitrary edge whose weight has been altered in constructing $w^{\prime}$. By our choice of $w^{\prime}, e$ is not a shortest path. Hence, by Proposition 4.4, each cycle in an MCB that contains $e$ must consist of a shortest $u-v$ path in $G^{\prime}$ together with $e$. Suppose that there are two such cycles, say $C_{1}$ and $C_{2}$, through $e$ in some $\operatorname{MCB}(G)$ under $w^{\prime}$. Call it $\mathbf{C}$. Let $C=C_{1}+C_{2}$. By our above observation, $w^{\prime}(C)<w^{\prime}\left(C_{j}\right), j=1,2$. By our definition of $C$, either $C_{1}$ or $C_{2}$ can be replaced by $C$ in $\mathbf{C}$ to yield a new basis, say $\mathbf{C}^{\prime}$, for the cycle space with less weight than $\mathbf{C}$. (If $C$ is not a cycle, then it is the sum of edge disjoint cycles and therefore it can be replaced in $\mathbf{C}^{\prime}$ by one of these cycles to yield a cycle basis of the same weight. For a further discussion of this idea, see [14]. Hence we may assume that $\mathbf{C}^{\prime}$ contains only cycles.) However, this contradicts our choice of $\mathbf{C}$. Hence any $\operatorname{MCB}(G)$ under $w^{\prime}$ must contain exactly one cycle through each edge whose weight we have altered; this cycle must be of the form we identify in Step 5. The result follows.

Proposition 5.2. If $G$ is planar, then Algorithm: Reduction can be implemented in time $O\left(n^{2} \log n+m\right)$.

Proof. Steps 2 and 3 each require $O(m)$ time. Step 4 requires $O\left(n^{2} \log n\right)$ time, using any planar shortest path algorithm (e.g., see [18]). Note that writing out the cycles in Step 5 may take $O(m n)$ time if there are more than $O(n)$ parallel edges and if the shortest paths in these cycles are $\mathrm{O}(n)$ in length. However, there are $O(n)$ shortest paths in $G^{\prime}$ between endnodes of edges, and, for parallel edges, a pointer may be used to the corresponding shortest path, rather than writing the cycle out completely. Hence, the collection $\mathbf{C}^{\prime}$ may be compactly written out in $O(m)$ time. So the complexity of the algorithm is $O\left(n^{2} \log n+m\right)$.
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#### Abstract

For random partitions of $[n]$, let $L_{n}$ and $R_{n}$, respectively, denote the maximum block size and its multiplicity. The average multiplicity is $E\left(R_{n}\right)=H\left(\left\{m_{n}\right\}\right)+o(1)$ as $n \rightarrow \infty$, where $H$ is an explicitly given analytic function and $\left\{m_{n}\right\}$ is the fractional part of a certain implicitly defined root. The cumulative distribution function of $L_{n}$ also depends on $\left\{m_{n}\right\}$. The sequence $\left\langle\left\{m_{n}\right\}\right\rangle_{n=1}^{\infty}$ is dense in $(0,1)$. This establishes both the nonexistence of a limit distribution for $L_{n}$ and the nonexistence of a limiting value for $E\left(R_{n}\right)$.
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1. Introduction. Several authors have studied random set partitions. We do not review this literature but instead refer the reader to the references ([1]-[4], [6], [10]-[12], [15], [16]). Here we study the maximum block size of random set partitions.

To state the results, we need some notation. If $\pi$ is a partition of $[n]$, let $L_{n}(\pi)$ be the cardinality of the largest block of $\pi$. Let $u=u_{n}$ be the positive solution to $z \mathrm{e}^{z}=n$ and let $m_{n}=\mathrm{e} u-\log \sqrt{u}$. Finally, let $\mu_{n}=m_{n}-\log ((\mathrm{e}-1) \sqrt{2 \pi \mathrm{e}})$. The asymptotic distribution of the maximum block size was determined by Sachkov [16].

Theorem 1 (Sachkov). As $n \rightarrow \infty$,

$$
\operatorname{Prob}\left(L_{n} \leq \mu_{n}+x\right)=\exp \left(-\exp \left(-x+\left\{\mu_{n}+x\right\}\right)\right)(1+o(1))
$$

uniformly for $|x| \leq \log (\sqrt{u})$.
Sachkov did not state his theorem correctly. Nevertheless, he did prove Theorem 1.

The condition $|x| \leq \log (\sqrt{u})$ is too stringent for our purposes. We need the following two bounds for the tails of the distribution.

Theorem 2. Let $a$ be a fixed real number and let $x=-a \log \log n$. Then, as $n \rightarrow \infty$,

$$
\operatorname{Prob}\left(L_{n} \leq \mu_{n}+x\right)=\exp \left(-\left(\log ^{a} n\right) \mathrm{e}^{\left\{\mu_{n}+x\right\}+o(1)}\right)(1+o(1)) .
$$

Theorem 3. Let $b>0$ be a fixed positive constant and let $x=b \log n$. Then, as $n \rightarrow \infty$,

$$
\begin{aligned}
& \operatorname{Prob}\left(L_{n} \leq \mu_{n}+x\right) \\
& \quad=\exp \left(-\frac{(\mathrm{e}+b)^{c_{0}+\left\{\mu_{n}+x\right\}}}{\sqrt{2 \pi(b+\mathrm{e})}(b+\mathrm{e}-1)} \frac{(\log n)^{(\mathrm{e}+1 / 2) \log (1+b / \mathrm{e})-b}}{n^{(b+\mathrm{e}) \log (1+b / \mathrm{e})}}\right)(1+o(1)),
\end{aligned}
$$

where $c_{0}=\log ((\mathrm{e}-1) \sqrt{2 \pi \mathrm{e}})$.

[^49]Both these results are needed to determine the average multiplicity of the largest block size.

Let $R_{n}(\pi)$ be the number of blocks of size $L_{n}(\pi)$ that $\pi$ has. Let

$$
H(y)=\frac{1}{\sqrt{2 \pi \mathrm{e}}} \mathrm{e}^{y} \sum_{\xi=-\infty}^{\infty} \mathrm{e}^{-\xi} \exp \left(\frac{-1}{\sqrt{2 \pi \mathrm{e}}(\mathrm{e}-1)} \mathrm{e}^{y-\xi}\right)
$$

Remark. $H$ is analytic on a horizontal strip containing the real axis. It is also clear that $H$ is periodic with period 1 .

The average multiplicity is given by the following theorem.
Theorem 4. $E\left(R_{n}\right)=H\left(\left\{m_{n}\right\}\right)+o(1)$.
Because of Theorems 1 and 4 , we wanted to know more about the sequence of fractional parts. This led to the following result.

Theorem 5. The sequence of fractional parts $\left\langle\left\{m_{n}\right\}\right\rangle_{n=1}^{\infty}$ is dense in $(0,1)$.
Some interesting corollaries are obtained when Theorem 5 is coupled with Theorems 1 and 4.

Corollary 1. For any fixed $x$,

$$
\begin{gathered}
\limsup _{n \rightarrow \infty} \operatorname{Prob}\left(L_{n} \leq \mu_{n}+x\right)=\exp \left(-\mathrm{e}^{-x}\right) \\
\liminf _{n \rightarrow \infty} \operatorname{Prob}\left(L_{n} \leq \mu_{n}+x\right)=\exp \left(-\mathrm{e}^{-x+1}\right)
\end{gathered}
$$

Corollary 2. We have

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} E\left(R_{n}\right)=\max _{0 \leq y \leq 1} H(y)=1.719398 \cdots, \\
& \liminf _{n \rightarrow \infty} E\left(R_{n}\right)=\min _{0 \leq y \leq 1} H(y)=1.717164 \cdots .
\end{aligned}
$$

2. Preliminary estimates. Both Theorems 2 and 3 are proved by coupling the saddle point method with Szegö's approximations for partial sums of the exponential series. This section contains the proof of Theorem 2. First, we use Evgrafov's formulation of the saddle point method to derive a not-yet-explicit asymptotic formula for $\operatorname{Prob}\left(L_{n} \leq \mu_{n}+x\right)$.

Let $\Psi(n, m)$ be the number of partitions of the set $[n]$ with block sizes that are all less than or equal to $m$. By the exponential formula [18],

$$
\begin{equation*}
\sum_{n} \frac{\Psi(n, m)}{n!} z^{n}=\frac{1}{\mathrm{e}} \exp \left(S_{m}(z)\right) \tag{1}
\end{equation*}
$$

where $S_{m}(z)=\sum_{k=0}^{m} z^{k} / k$ !, the $m$ th partial sum of the exponential series. Given a fixed real number $a>0$, let $x=-a \log \log n$, and let

$$
\begin{gathered}
M=\mu_{n}-a \log \log n=\mathrm{e} u-\left(a+\frac{1}{2}\right) \log \log n-c_{0}+o(1), \quad \text { where } \\
c_{0}=\log ((\mathrm{e}-1) \sqrt{2 \pi \mathrm{e}})
\end{gathered}
$$

The case when $a \leq 0$ can be treated in a similar fashion.

By Cauchy's theorem,

$$
\begin{equation*}
\operatorname{Prob}\left(L_{n} \leq \mu_{n}+x\right)=\frac{\Psi(n,\lfloor M\rfloor)}{B(n)}=\frac{n!}{2 \pi \mathrm{ei} B(n)} \oint_{C} \frac{\exp \left(S_{\lfloor M\rfloor}(z)\right)}{z^{n+1}} d z \tag{2}
\end{equation*}
$$

where $\lfloor M\rfloor$ is the greatest integer $\leq M$; i.e., $\lfloor M\rfloor=M-\{M\}, C$ is a contour encircling the origin, and $B(n)$ is the $n$th Bell number.

The integral in (2) can be estimated by the saddle point method. Let

$$
h(n, t)=S_{\lfloor M\rfloor}(t)-n \log t
$$

and define $\rho$ to be the positive solution to

$$
\begin{equation*}
\frac{\partial h(n, t)}{\partial t}=0 \tag{3}
\end{equation*}
$$

By Theorem 4 of $[7, \text { pp. 21, 46 }]^{1}$,

$$
\begin{equation*}
\frac{1}{2 \pi \mathrm{ei}} \oint_{C} \frac{\exp \left(S_{\lfloor M\rfloor}(z)\right)}{z^{n+1}} d z \sim \frac{\exp (h(n, \rho))}{\rho \sqrt{2 \pi \frac{\partial^{2} h(n, \rho)}{\partial t^{2}}}} \quad \text { as } n \rightarrow \infty \tag{4}
\end{equation*}
$$

We omit the technical details (see the Appendix). Using (3), we obtain

$$
\begin{equation*}
h(n, \rho)=\frac{n}{\rho}-1+\frac{\rho^{\lfloor M\rfloor}}{\lfloor M\rfloor!}-n \log \rho . \tag{5}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\frac{\partial^{2} h(n, \rho)}{\partial t^{2}}=\frac{n}{\rho}-\frac{\rho^{\lfloor M\rfloor-1}}{(\lfloor M\rfloor-1)!}+\frac{n}{\rho^{2}} \tag{6}
\end{equation*}
$$

Putting (5) and (6) into (4), we obtain

$$
\begin{equation*}
\frac{n!}{B(n) 2 \pi \mathrm{ei}} \oint_{C} \frac{\exp \left(S_{\lfloor M\rfloor}(z)\right)}{z^{n+1}} d z \sim \frac{n!\exp \left(\frac{n}{\rho}-1+\frac{\rho^{\lfloor M\rfloor}}{\lfloor M\rfloor!}\right)}{\left.B(n) \rho^{n+1} \sqrt{2 \pi\left(\frac{n}{\rho}-\frac{\rho\lfloor M\rfloor-1}{(\lfloor M\rfloor-1)!}+\frac{n}{\rho^{2}}\right.}\right)} \tag{7}
\end{equation*}
$$

It is well known [5] that

$$
\frac{n!}{B(n)} \sim \mathrm{e} \sqrt{2 \pi} \exp \left(-\mathrm{e}^{u}+u \mathrm{e}^{u} \log u+u / 2+\log u\right)
$$

Putting this into the right side of (7), we obtain

$$
\begin{equation*}
\operatorname{Prob}\left(L_{n} \leq M\right) \sim \exp \left(\frac{n}{\rho}-\frac{n}{u}+n \log u-n \log \rho+\frac{\rho^{\lfloor M\rfloor}}{\lfloor M\rfloor!}\right) \cdot \Delta \tag{8}
\end{equation*}
$$

[^50]where $\Delta=\exp \left(u / 2+\log u-\log \rho-\frac{1}{2} \log \left(n / \rho-\rho^{\lfloor M\rfloor-1} /(\lfloor M\rfloor-1)!+n / \rho^{2}\right)\right)$.
3. Szegö's approximations. The right side of (8) contains the quantities $\rho$ and $u$. It is well known [5] that
\[

$$
\begin{equation*}
u=\log n-\log \log n+o(1) . \tag{9}
\end{equation*}
$$

\]

We need similar estimates for $\rho$.
Proposition 1. We have

$$
\rho=u+\frac{\mathrm{elog}^{a+1} n}{n} \exp \left(\left\{\mu_{n}+x\right\}+o(1)\right) .
$$

Proof. First, we prove a weaker result,

$$
\begin{equation*}
\rho-u=O\left(\frac{\log ^{a+1} n}{n}\right) . \tag{10}
\end{equation*}
$$

Let $f(t)=t S_{\lfloor M\rfloor-1}(t)$, where $M=\mu_{n}-a \log \log n$. By the mean value theorem, there is a $\xi \in(u, \rho)$ such that

$$
\begin{equation*}
\rho-u=\frac{f(\rho)-f(u)}{f^{\prime}(\xi)} \tag{11}
\end{equation*}
$$

The tool that enables us to estimate the right side of (11) is the following approximation theorem of Szegö [17].

Theorem 6 (Szegö). As $m \rightarrow \infty$,

$$
S_{m}(m w)=\mathrm{e}^{m w}\left(1-\frac{1}{\sqrt{2 \pi m}}\left(\frac{w}{1-w}\right)\left(w \mathrm{e}^{1-w}\right)^{m}(1+O(1 / m))\right)
$$

uniformly for $|w| \leq \frac{1}{2}$.
Recall that $u \mathrm{e}^{u}=n$. By taking $w=u /(\lfloor M\rfloor-1)$ and $m=\lfloor M\rfloor-1$ in Theorem 6 , we obtain

$$
f(u)=n\left(1-\frac{1}{\sqrt{2 \pi(\lfloor M\rfloor-1)}}\left(\frac{u}{\lfloor M\rfloor-1-u}\right)\right.
$$

$$
\begin{equation*}
\left.\times\left(\frac{u}{\lfloor M\rfloor-1} \mathrm{e}^{1-u /(\lfloor M\rfloor-1)}\right)^{\lfloor M\rfloor-1}(1+O(1 / M))\right) . \tag{12}
\end{equation*}
$$

From the definition of $\rho, f(\rho)=n$. To estimate (11), we still need a lower bound for $f^{\prime}(\xi)$.

Note that

$$
\begin{equation*}
f^{\prime}(t)=S_{\lfloor M\rfloor-1}(t)+x S_{\lfloor M\rfloor-2}(t) \tag{13}
\end{equation*}
$$

For each $m, S_{m}(t)$ is an increasing function of $t$. Hence

$$
\begin{equation*}
f^{\prime}(\xi) \geq S_{\lfloor M\rfloor-1}(u)+u S_{\lfloor M\rfloor-2}(u) \tag{14}
\end{equation*}
$$

$$
=(1+u) S_{\lfloor M\rfloor-1}(u)-u u^{\lfloor M\rfloor} /(\lfloor M\rfloor-1)!.
$$

It is easy to check, using (9) and Stirling's formula, that

$$
\begin{equation*}
u^{\lfloor M\rfloor} /(\lfloor M\rfloor-1)!=O\left(\log ^{1+a} n\right) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\mathrm{e} u}{\lfloor M\rfloor-1}\right)^{\lfloor M\rfloor-1}=\exp \left(\left(\frac{1}{2}+a\right) \log \log _{n}+c_{0}+1+\{M\}+o(1)\right) \tag{16}
\end{equation*}
$$

Now (12) implies that

$$
S_{\lfloor M\rfloor-1}(u)=\frac{n}{u}\left(1-\frac{1}{\sqrt{2 \pi(\lfloor M\rfloor-1)}}\left(\frac{u}{\lfloor M\rfloor-1-u}\right)\right.
$$

$$
\begin{equation*}
\left.\times\left(\frac{u}{\lfloor M\rfloor-1} \mathrm{e}^{1-u /(\lfloor M\rfloor-1)}\right)^{\lfloor M\rfloor-1}(1+O(1 / M))\right) . \tag{17}
\end{equation*}
$$

Then, using (14)-(16) and some elementary calculations, we find that

$$
\begin{equation*}
f^{\prime}(\xi)>c n \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
f(\rho)-f(u)=O\left(\log ^{a+1} n\right) \tag{19}
\end{equation*}
$$

for some $c>0$ and all sufficiently large $n$. Combining (11), (18), and (19), we obtain (10). This rough bound will be needed to prove the more precise estimates that follow. From the equations

$$
n=\rho S_{\lfloor M\rfloor-1}(\rho), \quad n=u \exp u
$$

we obtain

$$
\log \left(\frac{u}{\rho}\right)=-u+\log \left(S_{\lfloor M\rfloor-1}(\rho)\right) .
$$

By Theorem 6, $S_{\lfloor M\rfloor-1}(\rho)=\mathrm{e}^{\rho} \cdot A$, where

$$
\begin{aligned}
& A=1-\frac{1}{\sqrt{2 \pi(\lfloor M\rfloor-1)}}\left(\frac{\rho}{\lfloor M\rfloor-1-\rho}\right) \\
& \quad \times\left(\frac{\rho}{\lfloor M\rfloor-1} \mathrm{e}^{1-\rho /(\lfloor M\rfloor-1)}\right)^{\lfloor M\rfloor-1}(1+O(1 / M)) .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\rho-u=-\log A+\log \left(\frac{u}{\rho}\right) . \tag{20}
\end{equation*}
$$

By (10), however, we have
(21) $\log \left(\frac{u}{\rho}\right)=\log \left(1+\frac{u-\rho}{\rho}\right)=\frac{u-\rho}{\rho}+O\left(\log ^{2 a} n / n^{2}\right)=O\left(\log ^{a} n / n\right)$.

Because $-\log (1-x)=x+O\left(x^{2}\right)$ as $x \rightarrow 0^{+}$, we have

$$
\begin{align*}
-\log A= & \frac{1}{\sqrt{2 \pi(\lfloor M\rfloor-1)}}\left(\frac{\rho}{\lfloor M\rfloor-1-\rho}\right) \\
& \times\left(\frac{\rho}{\lfloor M\rfloor-1} \mathrm{e}^{1-\rho /(\lfloor M\rfloor-1)}\right)^{\lfloor M\rfloor-1}(1+O(1 / M))  \tag{22}\\
= & \frac{\mathrm{e} \log ^{a+1} n}{n} \exp (\{M\}+o(1)) .
\end{align*}
$$

Combining (20), (21) and (22), we obtain

$$
\rho=u+\frac{\mathrm{elog}^{a+1} n}{n} \exp \left(\left\{\mu_{n}+x\right\}+o(1)\right) .
$$

With Proposition 1 at our disposal, it is straightforward to make (8) explicit. First, from (9), (10), and (15) we see that $\Delta=\exp (o(1))$. Furthermore, we have

$$
\frac{n}{\rho}-\frac{n}{u}=\frac{n(u-\rho)}{\rho u}=O\left(\log ^{a-1} n\right) .
$$

Also, $n \log u-n \log \rho=n(u-\rho) / \rho+O\left(\log ^{2 a} n / n\right)$. By Proposition 1, this is

$$
-\mathrm{e} \log ^{a} n \exp (\{M\}+o(1)) .
$$

Finally, Stirling's formula, formula (9), and Proposition 1 imply that

$$
\rho\lfloor M\rfloor /\lfloor M\rfloor=(\mathrm{e}-1)\left(\log ^{a} n\right) \exp (\{M\}+o(1)) .
$$

Putting all these into (8), we obtain
$\operatorname{Prob}\left(L_{n} \leq \mu_{n}-a \log \log n\right)=\exp \left(-\left(\log ^{a} n\right) \mathrm{e}^{\left\{\mu_{n}-a \log \log n\right\}+o(1)}\right)(1+o(1))$.
We omit the proof of Theorem 3 because it is essentially the same as that of Theorem 2. Sachkov's formula can also be proved this way. Our asymptotic estimates are not, however, uniform in $x$.
4. Nonexistence of a limit distribution for maximum block size. We claim that it is impossible to choose constants $\tilde{\mu}_{n}$ and $\tilde{\sigma}_{n}$ so that $\left(L_{n}-\tilde{\mu}_{n}\right) / \tilde{\sigma}_{n}$ has a nondegenerate limit distribution. Suppose that there were constants $\tilde{\mu}_{n}$ and $\tilde{\sigma}_{n}$ and a nondegenerate $F$ such that, at any continuity point $x$,

$$
\begin{equation*}
\operatorname{Prob}\left(\frac{L_{n}-\tilde{\mu}_{n}}{\tilde{\sigma}_{n}} \leq x\right) \rightarrow F(x) \quad \text { as } n \rightarrow \infty . \tag{23}
\end{equation*}
$$

We must show that this leads to a contradiction.
Since $F$ is nondegenerate, we can choose continuity points $\xi_{1}<\xi_{2}$ such that $0<F\left(\xi_{i}\right)<1$. Then by (23)

$$
\begin{equation*}
\operatorname{Prob}\left(L_{n} \leq \mu_{n}+\left(\tilde{\mu}_{n}-\mu_{n}+\xi_{i} \tilde{\sigma}_{n}\right)\right) \rightarrow F\left(\xi_{i}\right) \quad \text { as } n \rightarrow \infty . \tag{24}
\end{equation*}
$$

Comparing (24) and Theorem 1, we see that $\tilde{\mu}_{n}-\mu_{n}+\xi_{i} \tilde{\sigma}_{n}$ is bounded ( $i=1,2$ ). Hence $\left(\tilde{\mu}_{n}-\mu_{n}\right)$ and $\tilde{\sigma}_{n}$ are both bounded. We can therefore use (24) to conclude that

$$
\begin{equation*}
F(x)=\exp \left(-\exp \left(\mu_{n}-\tilde{\mu}_{n}-x \tilde{\sigma}_{n}+\left\{\tilde{\mu}_{n}+x \tilde{\sigma}_{n}\right\}\right)\right)+o(1) \tag{25}
\end{equation*}
$$

Let $g_{n}(x)=\mu_{n}-\tilde{\mu}_{n}-x \tilde{\sigma}_{n}+\left\{\tilde{\mu}_{n}+x \tilde{\sigma}_{n}\right\}$. By (23), $g_{n}(x)$ converges. Hence $\left\{g_{n}(x)\right\}$ must either converge or accumulate at 0 and 1 . To obtain the sought-after contradiction, we prove that, in fact, $\left\{g_{n}(x)\right\}$ is dense in $(0,1)$. Toward this end, let $a_{n}=\tilde{\mu}_{n}+x \tilde{\sigma}_{n}$. Then $g_{n}(x)=\mu_{n}-\left(a_{n}-\left\{a_{n}\right\}\right)=\mu_{n}+k_{n}$ for some $k_{n} \in \mathbf{Z}$. Thus $\left\{g_{n}(x)\right\}=\left\{\mu_{n}\right\}$. It therefore suffices to prove the following result.

Lemma 1. The sequence of fractional parts $\left\langle\left\{\mu_{n}\right\}\right\rangle_{n=1}^{\infty}$ is dense in $(0,1)$.
Proof. Let $0<a<b<1$ be given. We must show that for some $n_{0},\left\{\mu_{n_{0}}\right\} \in(a, b)$. Let $H(t)=\mathrm{e} U(t)-\log \sqrt{U(t)}-\log ((\mathrm{e}-1) \sqrt{2 \pi \mathrm{e}})$, where $U(t)$ is the positive solution to $z \exp z=t$. Both $H(t)$ and $U(t)$ are continuously differentiable, strictly increasing functions of $t$. In fact,

$$
U^{\prime}(t)=1 /\left(\mathrm{e}^{U(t)}+U(t) \mathrm{e}^{U(t)}\right) \quad \text { and } \quad H^{\prime}(t)=\mathrm{e} U^{\prime}(t)-\frac{U^{\prime}(t)}{2 U(t)}
$$

(To see that $H$ is increasing for $t>$ some $t_{0}$, recall that $U \exp U=t$.) Now let $K$ be the inverse of $H ; K(H(t))=t=H(K(t))$. It is not difficult to see that $K$ exists and is differentiable. Furthermore,

$$
K^{\prime}(t)=1 / H^{\prime}(K(t)) \rightarrow \infty \quad \text { as } t \rightarrow \infty
$$

It follows by the mean value theorem that

$$
K(b+l)-K(a+l) \rightarrow \infty \quad \text { as } l \rightarrow \infty
$$

In particular, $K(b+l)-K(a+l)>1$ for $l$ sufficiently large, so there are positive integers $l_{0}$ and $n_{0}$ for which $K\left(a+l_{0}\right)<n_{0}<K\left(b+l_{0}\right)$. Then, however,

$$
H\left(K\left(a+l_{0}\right)\right)<H\left(n_{0}\right)<H\left(K\left(b+l_{0}\right)\right),
$$

i.e., $a+l_{0}<\mu_{n_{0}}<b+l_{0}$. Since $l_{0}$ is an integer, it follows that $\left\{\mu_{n_{0}}\right\} \in(a, b)$. This proves Lemma 1, thereby completing the proof of Theorem 5 as well.
5. Multiplicity of the largest block size. This section is devoted to a proof of the following theorem.

Theorem 7. For any fixed positive integer m,
$\operatorname{Prob}\left(R_{n}=m\right)$
$=\frac{(2 \pi)^{-m / 2}}{m!} \exp \left(m\left(\left\{m_{n}\right\}-\frac{1}{2}\right)\right) \sum_{\xi=-\infty}^{\infty} \exp \left(\frac{-\mathrm{e}}{\sqrt{2 \pi \mathrm{e}}(\mathrm{e}-1)} \mathrm{e}^{\left\{m_{n}\right\}-\xi}-m \xi\right)+o(1)$
as $n \rightarrow \infty$.
Note the presence of the fractional part $\left\{m_{n}\right\}$ in the limit of $\operatorname{Prob}\left(R_{n}=m\right)$. (For results closely related to Theorem 7, see Fristedt [8].)

Let $P(n, l, m)$ be the number of partitions of $[n]$ with exactly $m$ blocks of size $l$ and no blocks larger than $l$. There are $\binom{n}{l m}$ ways to choose the elements of the largest
blocks and $(l m)!/ l^{m} m$ ! ways to partition them into $m$ blocks of size $l$. Hence, for $l>1$,

$$
\begin{equation*}
P(n, l, m)=\binom{n}{l m} \frac{(l m)!}{l!^{m} m!} \Psi(n-l m, l-1), \tag{26}
\end{equation*}
$$

and consequently

$$
\begin{aligned}
\operatorname{Prob}\left(R_{n}=m\right) & =\frac{n!}{B(n)} \sum_{l=2}^{n / m} \frac{\Psi(n-l m, l-1)}{l!^{m} m!(n-l m)!}+\frac{\delta_{m, n}}{B(n)} \\
& =\frac{n!}{\mathrm{e} B(n)} \sum_{l=2}^{n / m} \frac{I_{l}}{l!^{m} m!}+\frac{\delta_{m, n}}{B(n)},
\end{aligned}
$$

where

$$
I_{l}=\frac{1}{2 \pi i} \oint \frac{\exp \left(S_{l-1}(z)\right)}{z^{n-l m+1}} d z
$$

and $\delta_{m, n}=1$ if $m=n$, zero otherwise.
This integral can certainly be estimated by the saddle point method. However, we cannot simply plug these estimates into (27); there appears to be a problem with uniformity. However, this problem can be circumvented via Proposition 2.

Proposition 2. For any $\varepsilon>0$, there is a $W_{\varepsilon}$ such that for all $m \in \mathbf{Z}^{+}$and all $n>n_{\varepsilon, m}$,

$$
\left|\operatorname{Prob}\left(R_{n}=m\right)-\sum_{\left|l-m_{n}\right|<W_{\varepsilon}} \frac{P(n, l, m)}{B(n)}\right|<\varepsilon .
$$

Proof. We have

$$
\begin{aligned}
\left|\operatorname{Prob}\left(R_{n}=m\right)-\sum_{\left|l-m_{n}\right|<W_{\varepsilon}} \frac{P(n, l, m)}{B(n)}\right| & =\sum_{\left|l-m_{n}\right| \geq W_{\varepsilon}} \frac{P(n, l, m)}{B(n)} \\
& \leq \sum_{\left|l-m_{n}\right| \geq W_{\varepsilon}} \operatorname{Prob}\left(L_{n}=l\right) .
\end{aligned}
$$

By Theorem 1, we can choose $W_{\varepsilon}$ sufficiently large so that for all large $n$, $\operatorname{Prob}\left(\left|L_{n}-m_{n}\right| \geq W_{\varepsilon}\right)<\varepsilon$.

By Proposition 2, we need only estimate $I_{l}$ for $l$ in an interval around $m_{n}$ of bounded ( $n$-independent) width. Uniformity is therefore not an issue.

We emphasize that the procedure to estimate $I_{l}$ is very similar to that of Theorem 2.

Let $g(z)=S_{l-1}(z)-(n-l m) \log z$ so that

$$
I_{l}=\frac{1}{2 \pi \mathrm{i}} \oint \exp (g(z)) \frac{d z}{z} .
$$

Let $\alpha=\alpha(n, l, m)$ be the positive solution to

$$
\begin{equation*}
\alpha S_{l-2}(\alpha)=n-l m . \tag{28}
\end{equation*}
$$

Then the saddle point method yields

$$
\begin{equation*}
I_{l}=\frac{\exp \left(S_{l-1}(\alpha)\right)}{\alpha^{n-l m+1} \sqrt{2 \pi g^{\prime \prime}(\alpha)}}(1+o(1)) \tag{29}
\end{equation*}
$$

To simplify the right side of (29), observe that

$$
S_{l-1}(\alpha)=\frac{n-l m}{\alpha}+\frac{\alpha^{l-1}}{(l-1)!}
$$

Similarly,

$$
g^{\prime \prime}(\alpha)=\frac{n-l m}{\alpha}-\frac{\alpha^{l-1}}{(l-2)!}+\frac{n-l m}{\alpha^{2}} .
$$

Putting these back into (29), we obtain

$$
\begin{equation*}
I_{l}=\frac{\exp \left(\frac{n-l m}{\alpha}+\frac{\alpha^{l-1}}{(l-1)!}\right)}{\alpha^{n-l m+1} \sqrt{2 \pi \frac{n-l m}{\alpha}-\frac{\alpha^{l-2}}{(l-2)!}+\frac{n-l m}{\alpha^{2}}}}(1+o(1)) . \tag{30}
\end{equation*}
$$

To make this more explicit, we must estimate $\alpha$.
Lemma 2. Let $\xi=l-\left\lfloor m_{n}\right\rfloor$. Then, for $|\xi| \leq W_{\varepsilon}$,

$$
\alpha=u+\frac{\mathrm{e}^{2}}{\sqrt{2 \pi \mathrm{e}}(\mathrm{e}-1)} \exp \left(\left\{m_{n}\right\}-\xi\right) \frac{u}{n}-\frac{\mathrm{e} m \log n}{n}+o\left(\frac{\log n}{n}\right) .
$$

The proof of Lemma 2 is omitted because it is almost the same as the proof of Proposition 1.

The following estimate is well known [5]:

$$
\begin{equation*}
\frac{n!}{B(n)}=\mathrm{e} \sqrt{2 \pi} \exp \left(-\mathrm{e}^{u_{n}}+u_{n} \mathrm{e}^{u_{n}} \log u_{n}+\frac{1}{2} u_{n}+\log u_{n}\right)(1+o(1)) . \tag{31}
\end{equation*}
$$

Together with Lemma 2, this enables us to simplify each term in the exponent of (30). Thus

$$
\begin{aligned}
\frac{n!}{B(n)} I_{l}=\mathrm{e} \exp ( & \left(\frac{n}{\alpha}-\frac{n}{u}\right)-\frac{l m}{\alpha} \\
& \left.+(n \log u-n \log \alpha)+l m \log \alpha+\frac{\alpha^{l-1}}{(l-1)!}\right)(1+o(1))
\end{aligned}
$$

where

$$
\begin{gathered}
\frac{n}{\alpha}-\frac{n}{u}=o(1), \\
-\frac{l m}{\alpha}=-m \mathrm{e}+o(1), \\
n \log u-n \log \alpha=\frac{-\mathrm{e}^{2}}{\sqrt{2 \pi \mathrm{e}}(\mathrm{e}-1)} \mathrm{e}^{\left\{m_{n}\right\}-\xi}+\mathrm{e} m+o(1),
\end{gathered}
$$

and

$$
\frac{\alpha^{l-1}}{(l-1)!}=\frac{\mathrm{e}^{\left\{m_{n}\right\}-\xi+1}}{\sqrt{2 \pi \mathrm{e}}}+o(1)
$$

Hence

$$
\begin{equation*}
\frac{n!}{B(n)} I_{l}=\mathrm{e} \exp \left(\frac{-\mathrm{e}^{2}}{\sqrt{2 \pi \mathrm{e}}(\mathrm{e}-1)} \mathrm{e}^{\left\{m_{n}\right\}-\xi}+\frac{1}{\sqrt{2 \pi \mathrm{e}}} \mathrm{e}^{\left\{m_{n}\right\}-\xi+1}+\operatorname{lm} \log \alpha+o(1)\right) \tag{32}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
\frac{1}{l!^{m} m!}=\frac{(2 \pi)^{-m / 2}}{m!} \exp \left(-\frac{m}{2}-l m \log u+m\left\{m_{n}\right\}-m \xi+o(1)\right) \tag{33}
\end{equation*}
$$

Putting (32) and (33) into (26), we obtain

$$
\begin{aligned}
& \sum_{\left|l-m_{n}\right|<W_{\varepsilon}} \frac{P(n, l, m)}{B(n)} \\
= & \frac{(2 \pi)^{-m / 2}}{m!} \exp \left(m\left(\left\{m_{n}\right\}-\frac{1}{2}\right)\right) \sum_{|\xi| \leq W_{\varepsilon}} \exp \left(\frac{-\mathrm{e}}{\sqrt{2 \pi \mathrm{e}}(\mathrm{e}-1)} \mathrm{e}^{\left\{m_{n}\right\}-\xi}-m \xi\right)+o(1) .
\end{aligned}
$$

Note that the series

$$
\sum_{\xi=-\infty}^{\infty} \exp \left(\frac{-\mathrm{e}}{\sqrt{2 \pi \mathrm{e}}(\mathrm{e}-1)} \mathrm{e}^{\left\{m_{n}\right\}-\xi}-m \xi\right)
$$

converges. Theorem 7 now follows from Proposition $2 . \quad \square$
It is probably possible to give a different proof of Theorem 7 using the results in [8]. Uniformity would again be the major issue.
6. The average multiplicity. The average multiplicity is

$$
\begin{equation*}
E\left(R_{n}\right)=\sum_{m=1}^{n} m \operatorname{Prob}\left(R_{n}=m\right) \tag{34}
\end{equation*}
$$

We would like to use Theorem 7 to estimate $m \operatorname{Prob}\left(R_{n}=m\right)$ and then sum. This, however, can only be justified if we truncate the sum after a finite ( $n$-independent) number of terms. Therefore, uniformity is a major issue here. Thus, to prove Theorem 4 , we must show that all but a bounded number of terms can be neglected. That is the purpose of Proposition 3.

Proposition 3. Let $\omega(n) \rightarrow \infty$ arbitrarily slowly. Then

$$
\sum_{m \geq \omega(n)} m \operatorname{Prob}\left(R_{n}=m\right)=o(1) .
$$

The proof of this key proposition is surprisingly difficult. We have

$$
\begin{equation*}
\sum_{m \geq \omega(n)} m \operatorname{Prob}\left(R_{n}=m\right)=\sum_{l=1}^{n} \sum_{m \geq \omega(n)}\left(m \operatorname{Prob}\left(R_{n}=m \text { and } L_{n}=l\right)\right) \tag{35}
\end{equation*}
$$



Fig. 1. Seven domains of summation.
The double sum on the right of (35) is broken up into seven domains as shown schematically in Fig. 1. Let $\lg _{k} n$ denote the $k$-times-iterated natural logarithm. Then

$$
\begin{gathered}
D_{1}=\left\{(l, m): \omega(n) \leq m \leq \log ^{5} n \text { and } 1 \leq l \leq \mu_{n}-\lg _{3}^{2} n\right\}, \\
D_{2}=\left\{(l, m): \omega(n) \leq m \leq \log ^{5} n \text { and } n \geq l \geq \mu_{n}+10 \lg _{2} n\right\}, \\
D_{3}=\left\{(l, m): \omega(n) \leq m \leq \log ^{5} n \text { and } \mu_{n}-\lg _{3}^{2} n<l<\mu_{n}+10 \lg _{2} n\right\}, \\
D_{4}=\left\{(l, m): \log ^{5} n \leq m \leq n \text { and } 1 \leq l<\mu_{n}-2 \lg _{2} n \text { and } l m \leq n-n / \lg _{3} n\right\}, \\
D_{5}=\left\{(l, m): \log ^{5} n \leq m \leq n \text { and } n \geq l>\mu_{n}+\log n \text { and } l m \leq n-n / \lg _{3} n\right\}, \\
D_{6}=\left\{(l, m): \log ^{5} n \leq m \leq n \text { and } \mu_{n}-2 \lg _{2} n \leq l \leq \mu_{n}+\log n\right. \\
\text { and } \left.l m \leq n-n / \lg _{3} n\right\}, \\
D_{7}=\left\{(l, m): \log ^{5} n \leq m \leq n \text { and }\left(\frac{n-n / \lg _{3} n}{m}\right) \leq l \leq n\right\} .
\end{gathered}
$$

The proof of Proposition 3 therefore consists of seven lemmas: one for each domain. For $i=1,2, \ldots, 7$, let $S_{i}:=\sum_{(l, m) \in D_{i}}\left(m \operatorname{Prob}\left(R_{n}=m\right.\right.$ and $\left.\left.L_{n}=l\right)\right)$.

Lemma 3. It holds that $S_{1}=o(1)$.
Proof. We have

$$
\begin{aligned}
S_{1} & \leq \sum_{l=1}^{\mu_{n}-\lg _{3}^{2} n} \sum_{m \geq 1}(\log n)^{5} \operatorname{Prob}\left(R_{n}=m \text { and } L_{n}=l\right) \\
& \leq(\log n)^{5} \operatorname{Prob}\left(L_{n} \leq \mu_{n}-\lg _{3}^{2} n\right)
\end{aligned}
$$

Theorem 1 then implies that

$$
\begin{equation*}
S_{1}=o(1) \tag{36}
\end{equation*}
$$

Lemma 4. It holds that $S_{2}=o(1)$.
Proof. Using Theorem 2 with $a=-10$, we have

$$
\begin{equation*}
S_{2} \leq(\log n)^{5} \operatorname{Prob}\left(L_{n} \geq \mu_{n}+10 \lg _{2} n\right)=o(1) \tag{37}
\end{equation*}
$$

Lemma 5. It holds that $S_{3}=o(1)$.
Proof. Our estimates for $S_{3}$ begin with the observation that (see (26))

$$
\begin{align*}
m \operatorname{Prob}\left(R_{n}=m \text { and } L_{n}=l\right)= & m \frac{1}{B(n)}\binom{n}{l m} \frac{(l m)!B(n-l m)}{l!^{m} m!} \\
& \times\left(\frac{\Psi(n-l m, l-1)}{B(n-l m)}\right)  \tag{38}\\
= & \left\{\frac{n!}{B(n)}\right\}\left\{\frac{B(n-l m)}{(n-l m)!}\right\} \\
& \times\left\{\frac{1}{l!^{m}(m-1)!}\right\} \operatorname{Prob}\left(L_{n-l m} \leq l-1\right)
\end{align*}
$$

Then split $S_{3}$ into $S_{3}^{\prime}+S_{3}^{\prime \prime}$, where $S_{3}^{\prime}=\sum_{l=\mu_{n}-\lg _{3}^{2} n}^{\mu_{n}}(*)$; and $S_{3}^{\prime \prime}=\sum_{l=\left\lfloor\mu_{n}\right\rfloor+1}^{\mu_{n}+10 \lg _{2} n}(*)$. Our immediate goal is to obtain upper bounds for each of the four factors in (38). To yield a useful estimate for $S_{3}^{\prime}$, these bounds must be uniform for $\mu_{n}-\lg _{3}^{2} n \leq l \leq \mu_{n}$ and $\omega(n) \leq m \leq \log ^{5} n$. Let $N=N(n, l, m)=n-l m$. Recall the definition of $u_{N}$ in the Introduction. As in $\S 3$, we use the mean value theorem to obtain

$$
u-u_{N}=\frac{l m}{\xi e^{\xi}+e^{\xi}} \quad \text { for some } \xi \in\left[u_{N}, u\right]
$$

Thus

$$
\begin{equation*}
u-u_{N} \leq \frac{l m}{n-l m} \quad \text { and } \quad u-u_{N}=O\left(\frac{\log ^{6} n}{n}\right) \tag{39}
\end{equation*}
$$

uniformly for $l$ and $m$ in the range of summation $S_{3}^{\prime}$. Combining this with Theorem 1 , we can estimate the fourth factor of (38),

$$
\operatorname{Prob}\left(L_{n-l m} \leq l-1\right)=\exp \left(-\exp \left(-l+\mu_{N}+1\right)\right)(1+o(1)) .
$$

Using (39), we obtain

$$
\begin{equation*}
\operatorname{Prob}\left(L_{n-l m} \leq l-1\right)=\exp \left(-\exp \left(-l+\mu_{n}+1\right)\right)(1+o(1)), \tag{40}
\end{equation*}
$$

where the lowercase $o$ constant holds uniformly.
By (31), there is an absolute constant $c>0$ such that

$$
\begin{equation*}
\frac{B(n-l m)}{(n-l m)!} \leq c \exp \left(-u_{N} \mathrm{e}^{u_{N}} \log u_{N}+\mathrm{e}^{u_{N}}-\frac{1}{2} u_{N}-\log u_{N}\right) \tag{41}
\end{equation*}
$$

(for $l$ and $m$ in the range of $S_{3}^{\prime}$ ). For the same reason, we have

$$
\begin{equation*}
\frac{n!}{B(n)} \leq c \exp \left(u \mathrm{e}^{u} \log u-\mathrm{e}^{u}+\frac{1}{2} u+\log u\right) \tag{42}
\end{equation*}
$$

Combining (41), (42), and Stirling's formula, we obtain

$$
\begin{equation*}
m \operatorname{Prob}\left(R_{n}=m \text { and } L_{n}=l\right) \leq \frac{c \exp \left(T_{1}+T_{2}\right)}{(2 \pi)^{m / 2}(m-1)!} \operatorname{Prob}\left(L_{n-l m} \leq l-1\right) \tag{43}
\end{equation*}
$$

where

$$
T_{1}=l m \log u_{N}-l m \log \left(\frac{l}{\mathrm{e}}\right)-\frac{1}{2} m \log l
$$

and

$$
T_{2}=n \log \frac{u}{u_{N}}+n\left(\frac{1}{u_{N}}-\frac{1}{u}\right)+\frac{u-u_{N}}{2}-\frac{l m}{u_{N}}+\log \frac{u}{u_{N}} .
$$

Using (39), we can verify that the second term in the exponent of (43) is negligible, as follows:

$$
\begin{equation*}
T_{2}=o(m) \tag{44}
\end{equation*}
$$

To estimate $T_{1}$, let $x=l-\left\lfloor\mu_{n}\right\rfloor$ and observe that $-\lg _{3}^{2} n \leq x \leq 0$. By (39), we have

$$
\begin{align*}
T_{1} & =\left(l m \log u-l m \log \left(\frac{l}{e}\right)\right)-\frac{1}{2} m \log l+O\left(\frac{\log ^{11} n}{n}\right)  \tag{45}\\
& =l m \log \left(\frac{\mathrm{e} u}{l}\right)-\frac{m}{2}-\frac{m}{2} \log u+o(m)
\end{align*}
$$

However,

$$
\begin{align*}
\operatorname{lm} \log \left(\frac{\mathrm{e} u}{l}\right) & =-l m\left(\log \left(1-\frac{(\log u) / 2+c_{0}-x+\left\{\mu_{n}\right\}}{\mathrm{e} u}\right)\right) \\
& \leq \frac{l m}{\mathrm{e} u}\left(\frac{1}{2} \log u+c_{0}-x+\left\{\mu_{n}\right\}\right)+o(m)  \tag{46}\\
& =\frac{m}{2} \log u+m\left(c_{0}+\left\{\mu_{n}\right\}\right)-m x+o(m)
\end{align*}
$$

Combining (43)-(46), we obtain
$m \operatorname{Prob}\left(R_{n}=m\right.$ and $\left.L_{n}=l\right)$

$$
\leq \frac{c \exp \left(m\left(c_{0}-\frac{1}{2}+\left\{\mu_{n}\right\}\right)-m\left(l-\left\lfloor\mu_{n}\right\rfloor\right)+o(m)\right) \exp \left(-\mathrm{e}^{\mu_{n}-l+1}\right)}{(\sqrt{2 \pi})^{m}(m-1)!}
$$

for all large $n$. Because this bound is uniform (for $l$ and $m$ in the range of $S_{3}^{\prime}$ ), we can simply sum to estimate $S_{3}^{\prime}$. Recall $c_{0}=\log ((\mathrm{e}-1) \sqrt{2 \pi \mathrm{e}})$. Thus

$$
\begin{aligned}
S_{3}^{\prime} & \leq c \sum_{m=\omega(n)}^{\log ^{5} n} \sum_{l=\mu_{n}-\lg _{3}^{2} n}^{\mu_{n}} \frac{\exp \left(m\left(\log (\mathrm{e}-1)+\left\{\mu_{n}\right\}\right)-m\left(l-\left\lfloor\mu_{n}\right\rfloor\right)-\mathrm{e}^{\mu_{n}-l+1}+o(m)\right)}{(m-1)!} \\
& =c \sum_{m=\omega(n)}^{\log ^{5} n}\left(\frac{\exp \left(m\left(\log (\mathrm{e}-1)+\left\{\mu_{n}\right\}+o(1)\right)\right)}{(m-1)!} \cdot \sum_{x=0}^{\lg _{3}^{2} n} \exp \left(m x-\mathrm{e}^{x+1+\left\{\mu_{n}\right\}}\right)\right) .
\end{aligned}
$$

Now let $h(y)=m y-\mathrm{e}^{y+1+\left\{\mu_{n}\right\}}$. Let $x_{0}$ be the point at which $h$ attains its maximum, namely, $x_{0}=\log m-1-\left\{\mu_{n}\right\}$. Then the inner sum above is

$$
\begin{equation*}
\sum_{x=0}^{\lg _{3}^{2} n} \mathrm{e}^{h(x)}=\sum_{x=0}^{x_{0}} \mathrm{e}^{h(x)}+\sum_{x=\left\lfloor x_{0}\right\rfloor+1}^{\lg _{3}^{2} n} \mathrm{e}^{h(x)} . \tag{47}
\end{equation*}
$$

Crude estimates suffice to bound the first sum in (47), as follows:

$$
\sum_{x=0}^{x_{0}} \mathrm{e}^{h(x)} \leq\left(x_{0}+1\right) \mathrm{e}^{h\left(x_{0}\right)} \leq c \log m \exp \left(m \log m-m\left(\left\{\mu_{n}\right\}+2\right)\right) .
$$

For the second sum, we use the fact that $h$ is nonincreasing, shown below:

$$
\begin{align*}
\sum_{x=\left\lfloor x_{0}\right\rfloor+1}^{\lg _{3}^{2} n} \mathrm{e}^{h(x)} & \leq \int_{\left\lfloor x_{0}\right\rfloor}^{\infty} \mathrm{e}^{h(y)} d y<\mathrm{e}^{-m\left(1+\left\{\mu_{n}\right\}\right)} \int_{0}^{\infty} y^{m-1} \mathrm{e}^{-y} d y  \tag{48}\\
& =\Gamma(m) \mathrm{e}^{-m\left(1+\left\{\mu_{n}\right\}\right)} .
\end{align*}
$$

Using (47), (48), and Stirling's formula, we obtain

$$
\sum_{x=0}^{\lg _{3}^{2} n} \exp \left(m x-\mathrm{e}^{x+1+\left\{\mu_{n}\right\}}\right)=O\left(\log m \exp \left(m \log m-m\left(\left\{\mu_{n}\right\}+2\right)\right)\right) .
$$

Hence

$$
S_{3}^{\prime}=O\left(\sum_{m=\omega(n)}^{\log ^{5} n} \log m \exp \left(\left(\log \frac{\mathrm{e}-1}{\mathrm{e}}+o(1)\right) m\right)\right)
$$

which is a tail of a convergent series. Thus $S_{3}^{\prime}=o(1)$.
A similar argument works for $S_{3}^{\prime \prime}$, below:

$$
\begin{aligned}
S_{3}^{\prime \prime} & \leq \sum_{l=\mu_{n}}^{\mu_{n}+10 \lg _{2} n} \sum_{m=\omega(n)}^{\log ^{5} n}\left\{\frac{n!}{B(n)}\right\}\left\{\frac{B(n-l m)}{(n-l m)!}\right\}\left\{\frac{1}{l!^{m}(m-1)!}\right\} \\
& \leq c \sum_{m=\omega(n)}^{\log ^{5} n}\left(\frac{\exp \left(m\left(c_{0}-\frac{1}{2}+\left\{\mu_{n}\right\}+o(1)\right)\right)}{(\sqrt{2 \pi})^{m}(m-1)!} \cdot \sum_{l=\mu_{n}}^{\mu_{n}+10 \lg _{2} n} \exp \left(-m\left(l-\mu_{n}\right)\right)\right) .
\end{aligned}
$$

Note that $\sum_{l=\mu_{n}}^{\mu_{n}+10 \mathrm{lg}_{2} n} \exp \left(-m\left(l-\mu_{n}\right)\right)$ is uniformly bounded for all $m \geq 1$. Thus

$$
S_{3}^{\prime \prime} \leq c \sum_{m=\omega(n)}^{\log ^{5} n} \frac{\exp \left(m\left(c_{0}-\frac{1}{2}+\left\{\mu_{n}\right\}+o(1)\right)\right)}{(\sqrt{2 \pi})^{m}(m-1)!}=o(1) .
$$

This completes the proof of Lemma 5.
Lemma 6. It holds that $S_{4}=o(1)$.
Proof. We have $S_{4} \leq \sum_{l<\mu_{n}-2 \lg _{2} n} \sum_{m \geq 1}(*) \leq n \operatorname{Prob}\left(L_{n} \leq \mu_{n}-2 \lg _{2} n\right)$. Taking $a=2$ in Theorem 2, we see that $S_{4}=o(1)$.

Lemma 7. It holds that $S_{5}=o(1)$.
Proof. Putting $b=1$ in Theorem 3, we obtain

$$
S_{5} \leq n \operatorname{Prob}\left(L_{n}>\mu_{n}+\log n\right)=O\left(\frac{1}{n^{\cdot 15}}\right)=o(1)
$$

Lemma 8. It holds that $S_{6}=o(1)$.
Proof. We have

$$
S_{6} \leq \sum_{(l, m) \in D_{6}}\left\{\frac{n!}{B(n)}\right\}\left\{\frac{B(n-l m)}{(n-l m)!}\right\}\left\{\frac{1}{l!^{m}(m-1)!}\right\}
$$

To estimate this sum, we use (41), (42), and Stirling's formula. Thus

$$
\begin{align*}
\frac{n!}{B(n)} \frac{B(n-l m)}{(n-l m)!} \frac{1}{l!^{m}(m-1)!} \leq K \exp & \left(n \log \frac{u}{u_{N}}+n\left(\frac{1}{u_{N}}-\frac{1}{u}\right)\right.  \tag{49}\\
& +\frac{u-u_{N}}{2}-\frac{l m}{u_{N}}+\log \frac{u}{u_{N}} \\
& \left.+\left(l m \log u_{N}-l m \log (l / \mathrm{e})-(m \log l) / 2\right)\right) \\
& \cdot \frac{1}{(\sqrt{2 \pi})^{m}(m-1)!},
\end{align*}
$$

where $K$ is an absolute constant. To simplify (49), we note that

$$
\begin{equation*}
u-u_{N} \leq \frac{l m}{n-l m} \leq \frac{l m}{n-\left(n-n / \lg _{3} n\right)}=\frac{l m \lg _{3} n}{n} \tag{50}
\end{equation*}
$$

It is not too hard to see that

$$
n \log \frac{u}{u_{N}}+n\left(\frac{1}{u_{N}}-\frac{1}{u}\right)+\frac{u-u_{N}}{2}-\frac{l m}{u_{N}} \log \frac{u}{u_{N}} \leq K m \lg _{3} n,
$$

where $K$ is absolute. Also,

$$
\operatorname{lm} \log u_{N}-l m \log (l / \mathrm{e})-(m \log l) / 2 \leq 2 m \lg _{2} n .
$$

Since summation with respect to $l$ produces at most a factor of $\log n+2 \lg _{2} n$, we have

$$
S_{6} \leq K\left(\log n+2 \lg _{2} n\right) \sum_{m \geq \log ^{5} n} \frac{\exp \left(2 m \lg _{2} n\right)}{(\sqrt{2 \pi})^{m}(m-1)!}
$$

Again, by Stirling's formula, we have

$$
S_{6} \leq K\left(\log n+2 \lg _{2} n\right) \sum_{m \geq \log ^{5} n} \exp \left(-m\left(5 \lg _{2} n-2 \lg _{2} n\right)\right)=o(1)
$$

Lemma 9. It holds that $S_{7}=o(1)$.
Proof. To estimate $S_{7}$ we note that the summation index $l$ may be confined to the interval $\mu_{n}-2 \lg _{2} n \leq l \leq \mu_{n}+\log n$. It therefore suffices to obtain an upper estimate for

$$
\begin{align*}
S_{7}^{\prime} & :=\sum_{\substack{(l, m) \in D_{7} \\
\mu_{n}-2 \lg _{2} n \leq l \leq \mu_{n}+\log n}}\left\{\frac{n!}{B(n)}\right\}\left\{\frac{B(n-\operatorname{lm})}{(n-\operatorname{lm})!}\right\}\left\{\frac{1}{l!^{m}(m-1)!}\right\} \\
\leq & K \frac{n!}{B(n)} \sum_{\substack{(l, m) \in D_{7} \\
\mu_{n}-2 \lg _{2} n \leq l \leq \mu_{n}+\log n}} \frac{B(n-l m)}{(n-l m)!} \\
& \times \exp \left(-m l \log l+m l-\frac{m}{2} \log l-m \log m+m\right) \\
\leq & K \frac{n!}{B(n)} \sum_{\substack{l m>n-n / \lg _{3} n \\
m \geq\left(n-n / \lg _{3} n\right) /\left(\mu_{n}+\log n\right)}}(*) . \tag{51}
\end{align*}
$$

It is straightforward to see that, for $n$ sufficiently large, we have

$$
\begin{equation*}
-m l \log l+m l \leq 2 m l \frac{\lg _{2} n}{\log n} \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
-m \log m+m \leq-n / 10 . \tag{53}
\end{equation*}
$$

Putting (52) and (53) in (51) yields

$$
\begin{aligned}
S_{7}^{\prime} & \leq K \frac{n!}{B(n)} n \sum_{n \geq y>n-n / \lg _{3} n} \frac{B(n-y)}{(n-y)!} \exp \left(-y \log u+2 y \frac{\lg _{2} n}{\log n}-n / 10\right) \\
& =K \frac{n!}{B(n)} n \sum_{0 \leq t<n / \lg _{3} n} \frac{B(t)}{t!} \exp \left(-(t-n) \log u+2(n-t) \frac{\lg _{2} n}{\log n}-n / 10\right) .
\end{aligned}
$$

Upon using (42) and the fact that

$$
\frac{B(t)}{t!} \leq K \exp \left(-t \log u_{t}+\mathrm{e}^{u_{t}}-\frac{1}{2} u_{t}-\log u_{t}\right)
$$

we obtain

$$
S_{7}^{\prime} \leq K n \exp \left(-\frac{n}{u}+\frac{u}{2}+\log u\right) \sum_{0 \leq t<n / \lg _{3} n} \exp \left(t+2 n \frac{\lg _{2} n}{\log n}-n / 10\right)
$$

Because of the term $-n / 10$ in the exponent of the above sum, we clearly have $S_{7}^{\prime}=$ $o(1)$. Combining Lemmas 3-9, we obtain Proposition 3.
7. Conclusions. The asymptotic distribution of the maximum block size depends on the fractional part of an implicitly defined root. This phenomenon is apparently quite common in asymptotic combinatorics and discrete probability theory. Most authors have simply assumed properties of the sequence of fractional parts, without studying them carefully.

Appendix. Let $\phi(t)=1 / t$ and let

$$
r_{\varepsilon}(n)=\sqrt{2(1+\varepsilon) \log ^{+}\left|\frac{\partial^{2} h(n, \rho)}{\partial t^{2}}\right|} /\left|\frac{\partial^{2} h(n, \rho)}{\partial t^{2}}\right|^{1 / 2},
$$

where $\log ^{+}(x):=(\log x+|\log x|) / 2$. To use Evgrafov's theorem, we must verify the following two conditions:
(A)

$$
\frac{\phi(t)}{\phi(\rho)} \rightarrow 1 \quad \text { as } n \rightarrow \infty
$$

uniformly for $|t-\rho|<r_{\varepsilon}(n)$;

$$
\begin{equation*}
\frac{\partial^{2} h(n, t)}{\partial t^{2}} / \frac{\partial^{2} h(n, \rho)}{\partial t^{2}} \rightarrow 1 \quad \text { as } n \rightarrow \infty, \tag{B}
\end{equation*}
$$

uniformly for $|t-\rho|<r_{\varepsilon}(n)$. Using (6), we obtain $r_{\varepsilon}(n)=O\left(\log ^{3 / 2} n / \sqrt{n}\right)$. Then, however, for $|t-\rho|<r_{\varepsilon}(n)$, we have

$$
\frac{\phi(t)}{\phi(\rho)}=\frac{1 / t}{1 / \rho}=\frac{\rho}{\rho+O\left(\log ^{3 / 2} n / \sqrt{n}\right)}=1+o(1)
$$

To verify (B), note that

$$
\frac{\partial^{2} h(n, t)}{\partial t^{2}}=S_{\lfloor M\rfloor-2}(t)+\frac{n}{t^{2}} .
$$

Using Theorem 6 and Proposition 1, we obtain

$$
\begin{aligned}
\frac{\partial^{2} h(n, t)}{\partial t^{2}}= & \mathrm{e}^{t}\left(1-\frac{1}{\sqrt{2 \pi(\lfloor M\rfloor-2)}}\left(\frac{t}{\lfloor M\rfloor-2-t}\right)\right. \\
& \left.\times\left(\frac{t}{\lfloor M\rfloor-2} \mathrm{e}^{1-t /(\lfloor M\rfloor-2)}\right)^{\lfloor M\rfloor-2}(1+O(1 / M))\right) \\
& +\frac{n}{t^{2}}=\mathrm{e}^{t}\left(1+O\left(\log ^{a+1} n / n\right)\right)+n / t^{2}
\end{aligned}
$$

for $|t-\rho|<r_{\varepsilon}(n)$. Hence

$$
\frac{\partial^{2} h(n, t)}{\partial t^{2}} / \frac{\partial^{2} h(n, \rho)}{\partial t^{2}}=\frac{\mathrm{e}^{t}\left(1+O\left(\log ^{a+1} n / n\right)\right)+n / t^{2}}{\mathrm{e}^{\rho}\left(1+O\left(\log ^{a+1} n / n\right)\right)+n / \rho^{2}}=1+o(1)
$$

uniformly for $|t-\rho|<r_{\varepsilon}(n)$.
Acknowledgment. We are grateful to Boris Pittel for calling our attention to Sachkov's paper [16].
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# STEINER DISTANCE-HEREDITARY GRAPHS* 
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#### Abstract

Let $G$ be a connected graph and $S \subseteq V(G)$. Then the Steiner distance of $S$ in $G$, denoted by $d_{G}(S)$, is the smallest number of edges in a connected subgraph of $G$ that contains $S$. A connected graph $G$ is $k$-Steiner distance-hereditary, $k \geq 2$, if, for every $S \subseteq V(G)$ such that $|S|=k$ and every connected induced subgraph $H$ of $G$ containing $S, d_{H}(S)=d_{G}(S)$. It is shown that if $G$ is 2 -Steiner distance-hereditary, then $G$ is $k$-Steiner distance-hereditary for all $k \geq 2$. Furthermore, it is shown that if $G$ is $k$-Steiner distance-hereditary ( $k \geq 3$ ), then $G$ need not be ( $k-1$ )-Steiner distance-hereditary. An efficient algorithm for determining the Steiner distance of a set of $k$ vertices in a $k$-Steiner distance-hereditary graph is discussed, and a characterization of 2-Steiner distance-hereditary graphs that leads to an efficient algorithm for testing whether a graph is 2-Steiner distance-hereditary is given.


Key words. Steiner distance, Steiner distance-hereditary graphs

## AMS subject classification. 05 C 12

For graph theory terminology, we follow [1]. In particular, if $G$ is a graph, then $V(G)$ and $E(G)$ denote the vertex and edge sets of $G$, respectively; we refer to $|V(G)|$ and $|E(G)|$ as the order and size of $G$, respectively. The distance $d_{G}(u, v)$ between two vertices $u, v$ of a connected graph $G$ is the length of a shortest $u-v$ path of $G$. The eccentricity $e(v)$ of a vertex $v$ is $\max \{d(v, u) \mid u \in V(G)\}$. If $G$ is a connected graph and $S \subseteq V(G)$, then the Steiner distance $d_{G}(S)$ is the size of a smallest connected subgraph of $G$ that contains $S$. Such a subgraph is obviously a tree and is called a Steiner tree for $S$. If $T$ is a tree, then a vertex of degree 1 in $T$ is an endvertex, while all other vertices of $T$ are called internal vertices of $T$.

Howorka [6] in 1977 defined a graph $G$ to be distance-hereditary if each connected induced subgraph $F$ of $G$ has the property that $d_{F}(u, v)=d_{G}(u, v)$ for each $u, v \in$ $V(F)$. To state the characterizations of distance-hereditary graphs given by Howorka [6], we need the following terminology. An induced path of $G$ is a path that is an induced subgraph of $G$. Let $u, v \in V(G)$. Then a $u-v$ geodesic is a shortest $u-v$ path. Let $C$ be a cycle of $G$. A path $P$ is an essential part of $C$ if $P$ is a subgraph of $C$ and $\frac{1}{2}|E(C)|<|E(P)|<|E(C)|$. An edge of $G$ that joins two vertices of $C$ that are not adjacent in $C$ is called a diagonal of $C$. We say that two diagonals $e_{1}, e_{2}$ of $C$ are skew diagonals if $C+e_{1}+e_{2}$ is homeomorphic with $K_{4}$.

Theorem A (Howorka). The following are equivalent: (i) $G$ is distance-hereditary; (ii) every induced path of $G$ is a geodesic; (iii) no essential part of a cycle is induced; (iv) each cycle of length at least 5 has at least two diagonals, and each 5-cycle has a pair of skew diagonals; (v) each cycle of $G$ of length at least 5 has a pair of skew diagonals.

The definition of the Steiner distance of a set of vertices, together with the concept of distance-hereditary graphs, suggests a generalization of Steiner distancehereditary graphs. A connected graph is $k$-Steiner distance-hereditary, $k \geq 2$ if, for every connected induced subgraph $H$ of $G$ of order at least $k$ and set $S$ of $k$ ver-
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Fig. 1
tices of $H, d_{H}(S)=d_{G}(S)$. Thus 2-Steiner distance-hereditary graphs are distancehereditary. Figure 1(a) shows a graph $G$ that is not 3-Steiner distance-hereditary, since $d_{F}(\{u, v, w\}) \neq d_{G}(\{u, v, w\})$, where $F$ is the induced subgraph of $G$ shown in Fig. 1(b). However, it is not difficult to show that the graph of Fig. 1(c) is 3-Steiner distance-hereditary.

The problem of determining the Steiner distance of a set of vertices in a graph appears to be difficult. In fact, the following related decision problem $\pi$ is NP-complete (see [4, p. 208]).
$\pi$ : Suppose that $G$ is a weighted graph whose edges have positive integer weights. Let $S \subseteq V(G)$ and suppose that $B$ is a positive integer. Does there exist a subtree $T$ of $G$ that includes $S$ and is such that the sum of the weights of the edges of $T$ is no more than $B$ ?

Furthermore, the problem remains NP-complete even if $G$ is a graph. This suggests solving the problem in certain special cases. If it is known that a graph is $k$-Steiner distance-hereditary, then $d_{G}(S)$ can easily be determined for every set $S$ of $k \geq 2$ vertices of $G$ as follows.

Let the vertices of $G-S$ be denoted by $v_{1}, v_{2}, \ldots, v_{p-k}$. Let $G_{0}=G$. For each $i(1 \leq i \leq p-k)$, if the vertices of $S$ belong to the same component of $G_{i-1}-v_{i}$, then $G_{i}$ is defined to be $G_{i-1}-v_{i}$; otherwise, let $G_{i}$ be $G_{i-1}$. Thus $G_{p-k}$ is a connected induced subgraph of $G$ that contains $S$. Therefore $d_{G_{p-k}}(S)=d_{G}(S)$. However, since the deletion of any vertex of $G_{p-k}$ separates at least two vertices of $S$, no subgraph with fewer vertices than $p\left(G_{p-k}\right)$ contains $S$ and is connected. Thus $G_{p-k}$ is a connected subgraph of smallest order that contains $S$. Hence any spanning tree of $G_{p-k}$ is a Steiner tree for $S$.

Our first result shows that if $G$ is a connected distance-hereditary graph, then $d_{G}(S)$ can be determined by the above procedure for any set $S \subseteq V(G)$ of at least two vertices.

Theorem 1. If $G$ is 2-Steiner distance-hereditary, then $G$ is $k$-Steiner distancehereditary for $k \geq 3$.

Proof. Suppose, to the contrary, that there exists a graph $G$ that is 2-Steiner distance-hereditary, but not $k$-Steiner distance-hereditary for some $k \geq 3$. Let $k$ be as small as possible and let $H$ be a connected induced subgraph of $G$ of smallest order, $n$ say, for which there is a set $S$ of $k$ vertices of $H$ such that $d_{H}(S)>d_{G}(S)$. Let $S=\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$. If $|V(H)|=k$, then there exists exactly one set of $k$ vertices in $H$, namely $V(H)$. However, then every spanning tree of $H$ is a Steiner tree for $V(H)$ in $H$ and has size $k-1$. Since $d_{G}(V(H)) \geq k-1$, it follows that $d_{G}(V(H))=d_{H}(V(H))$ in this case. This contradicts our choice of $H$. Hence $|V(H)| \geq k+1$. If $d_{H}(S) \leq k-2$, let $T$ be a Steiner tree for $S$ in $H$ and let $H^{\prime}=\langle V(T)\rangle_{G}$. Then $d_{H^{\prime}}(S)=d_{H}(S)>d_{G}(S)$ and $\left|V\left(H^{\prime}\right)\right|<|V(H)|$, which contradicts our choice of $H$. Hence $d_{H}(S)=n-1$;
i.e., a Steiner tree for $S$ in $H$ must contain all the vertices of $H$. By our choice of $k, d_{H}\left(S-\left\{x_{i}\right\}\right)=d_{G}\left(S-\left\{x_{i}\right\}\right)$ for all $i(1 \leq i \leq k)$.

We now show that no Steiner tree $T^{\prime}$ for $S$ in $G$ contains any $x_{i}(1 \leq i \leq k)$ as an internal vertex. Suppose that $T^{\prime}$ contains some $x_{i}$ as internal vertex. Let $T_{1}, T_{2}, \ldots, T_{m}$ be the components of $T^{\prime}-x_{i}$. Let $T_{1}^{\prime}$ be the subgraph of $T^{\prime}$ induced by $V\left(T_{1}\right) \cup\left\{x_{i}\right\}$ and let $T_{2}^{\prime}$ be the subgraph of $T^{\prime}$ induced by $\left(\bigcup_{j=2}^{m} V\left(T_{j}\right)\right) \cup\left\{x_{i}\right\}$. Let $S_{1}=S \cap V\left(T_{1}^{\prime}\right)$ and $S_{2}=S \cap V\left(T_{2}^{\prime}\right)$. Since $2 \leq\left|S_{i}\right|<k$ for $i=1,2$, it follows that $d_{H}\left(S_{i}\right)=d_{G}\left(S_{i}\right)$ for $i=1,2$. Furthermore, $\left|E\left(T_{i}^{\prime}\right)\right|=d_{G}\left(S_{i}\right)$ for $i=1,2$; otherwise, we can find a tree with fewer than $q\left(T^{\prime}\right)=d_{G}(S)$ edges that contains $S$. This is not possible. Let $T_{i}$ be a Steiner tree for $S_{i}$ in $H(i=1,2)$. Then $d_{H}(S) \leq d_{H}\left(S_{1}\right)+$ $d_{H}\left(S_{2}\right)=\left|E\left(T_{1}^{\prime}\right)\right|+\left|E\left(T_{2}^{\prime}\right)\right|=d_{G}(S)$. This again produces a contradiction to the choice of $S$. Hence every Steiner tree for $S$ in $G$ has $k$ endvertices that are precisely the vertices of $S$. Thus $d_{G}\left(S-\left\{x_{i}\right\}\right)<d_{G}(S)$ for all $i(1 \leq i \leq k)$.

We prove next that every vertex of $S$ has degree 1 in $H$ and is therefore an endvertex of every Steiner tree for $S$ in $H$.

Let $x_{i} \in S$ and note that every Steiner tree for $S-\left\{x_{i}\right\}$ in $H$ does not contain $x_{i}$; otherwise, $d_{H}(S)=d_{H}\left(S-\left\{x_{i}\right\}\right)=d_{G}\left(S-\left\{x_{i}\right\}\right)<d_{G}(S)$, which contradicts the fact that $d_{H}(S)>d_{G}(S)$. Let $T_{i}$ be a Steiner tree for $S-\left\{x_{i}\right\}$ in $H$. Denote by $P_{i}$ a shortest path in $H$ from $x_{i}$ to $V\left(T_{i}\right)$ and note that every vertex in $H$ occurs in $V\left(T_{i}\right) \cup V\left(P_{i}\right)$ for $1 \leq i \leq k$, since $d_{H}(S)=|V(H)|-1$. So $P_{i}$ contains at least one edge. If $P_{i}$ contains an internal vertex, $w$ say, and $\operatorname{deg}_{H} x_{i} \geq 2$, then $x_{i}$ has a neighbour $y$ in $H$ that is contained in $V\left(T_{i}\right)$ and $y \notin V\left(P_{i}\right)$, which produces a contradiction as $x_{i}, y$ is a path from $x_{i}$ to $V\left(T_{i}\right)$, which is shorter than $P_{i}$. Hence, if $\operatorname{deg}_{H} x_{i} \geq 2$, then $P_{i}$ has length 1. Therefore

$$
\begin{aligned}
d_{H}(S) & =d_{H}\left(S-\left\{x_{i}\right\}\right)+1 \\
& =d_{G}\left(S-\left\{x_{i}\right\}\right)+1 \\
& \leq d_{G}(S)
\end{aligned}
$$

contrary to our assumption. Hence every $x_{i} \in S$ has degree 1 in $H$. Therefore every Steiner tree for $S$ in $H$ has $k$ endvertices.

Next, consider $T$, a Steiner tree for $S$ in $H$. Let $l_{i}$ be the length of a shortest path $Q_{i}($ in $H)$ from $x_{i}$ to a vertex $v_{i}$ of degree at least 3 in $T$ for $i=1,2, \ldots, k$. Let $w_{i, 1}$ be the vertex that precedes $v_{i}$ on $Q_{i}$ and observe that, with the possible exception of $w_{i, 1}$, no internal vertex of $Q_{i}$ has degree exceeding 2 in $H$. We now show that

$$
d_{H}(S)= \begin{cases}d_{H}\left(S-\left\{x_{i}\right\}\right)+l_{i} & \text { if } v_{i} \in V\left(T_{i}\right)  \tag{1}\\ d_{H}\left(S-\left\{x_{i}\right\}\right)+l_{i}+1 & \text { if } v_{i} \notin V\left(T_{i}\right)\end{cases}
$$

where $T_{i}$ is a Steiner tree on $S-\left\{x_{i}\right\}$ and where, in the latter case, $w_{i, 1}$ has degree 2 in $H$.

We show first that $d_{H}\left(S-\left\{x_{i}\right\}\right) \geq d_{H}(S)-\left(l_{i}+1\right)$. If this is not the case, then $d_{H}\left(S-\left\{x_{i}\right\}\right) \leq d_{H}(S)-l_{i}-2$, and neither $v_{i}$ nor any of its neighbours in $T$ belongs to $T_{i}$. Let $w_{i, 2}$ and $w_{i, 3}$ be two vertices distinct from $w_{i, 1}$ that are adjacent with $v_{i}$ in $T$. Then $T-v_{i} w_{i, 2}$ must contain $x_{i}$ and $w_{i, 3}$ in the same component, and thus some vertex $x_{j} \neq x_{i}$ such that the $x_{i}-x_{j}$ path $P^{\prime}$ in $T$ contains $w_{i, 3}$. Then $P^{\prime}$, together with $T_{i}$, produces a connected subgraph of $H$ that contains $S$ but not $w_{i, 2}$. However, then $d_{H}(S)<p(H)-1$, a contradiction. Hence $d_{H}\left(S-\left\{x_{i}\right\}\right) \geq d_{H}(S)-\left(l_{i}+1\right)$.

If $v_{i} \in V\left(T_{i}\right)$, then the length of a shortest path from $x_{i}$ to $T_{i}$ is at most $l_{i}$. On the other hand, we know that it is at least $l_{i}$. Hence it is exactly $l_{i}$. So $d_{H}(S)=$ $d_{H}\left(S-\left\{x_{i}\right\}\right)+l_{i}$ in this case. If $v_{i} \notin V\left(T_{i}\right)$, then some neighbour of $v_{i}$ distinct from
$w_{i, 1}$ must belong to $T_{i}$. Furthermore, $v_{i}$ must be on a shortest path from $x_{i}$ to $T_{i}$. Therefore $w_{i, 1}$ has degree 2 in $H$. Hence $d_{H}(S)=d_{H}\left(S-\left\{x_{i}\right\}\right)+l_{i}+1$ in this case.

Let $T^{\prime}$ be a Steiner tree for $S$ in $G$ and let $H^{\prime}=\left\langle V\left(T^{\prime}\right)\right\rangle_{G}$. Since $T^{\prime}$ has $k$ endvertices, there is some pair $x_{i}, x_{j}$ of vertices of $S$ for which the $x_{i}-x_{j}$ path in $T^{\prime}$ contains exactly one vertex of degree at least 3 in $T^{\prime}$, say $y$. Without loss of generality, we may assume that $x_{i}=x_{1}$ and $x_{j}=x_{2}$. Let $l_{1}^{\prime}=d_{T^{\prime}}\left(x_{1}, y\right)$ and $l_{2}^{\prime}=d_{T^{\prime}}\left(x_{2}, y\right)$. Observe that $d_{G}\left(x_{1}, x_{2}\right) \leq l_{1}^{\prime}+l_{2}^{\prime}$. Observe that $d_{H}\left(x_{1}, x_{2}\right) \geq l_{1}+l_{2}-1$. Hence $d_{G}\left(x_{1}, x_{2}\right) \geq l_{1}+l_{2}-1$. We now consider two cases.

Case 1. Suppose that $d_{H}\left(x_{1}, x_{2}\right)=l_{1}+l_{2}-1$. Then $w_{1,1}$ and $w_{2,1}$ must be adjacent in $H$, and, furthermore, $v_{i}$ must belong to $T_{i}$ for $i=1,2$, by (1). Thus $d_{H}(S)=d_{H}\left(S-\left\{x_{i}\right\}\right)+l_{i}>d_{G}(S) \geq d_{G}\left(S-\left\{x_{i}\right\}\right)+l_{i}^{\prime}$ for $i=1,2$. Therefore $l_{i} \geq l_{i}^{\prime}+1$ for $i=1,2$. Hence

$$
d_{H}\left(x_{1}, x_{2}\right)=l_{1}+l_{2}-1 \geq l_{1}^{\prime}+l_{2}^{\prime}+1>d_{G}\left(x_{1}, x_{2}\right),
$$

a contradiction, since $G$ is 2 -Steiner distance-hereditary and because $H$ is a connected induced subgraph of $G$.

Case 2. Suppose that $d_{H}\left(x_{1}, x_{2}\right) \geq l_{1}+l_{2}$. Suppose first that $d_{H}\left(x_{1}, x_{2}\right) \geq l_{1}+l_{2}+$ 1. Since $d_{H}\left(S-\left\{x_{i}\right\}\right)+l_{i}+1 \geq d_{H}(S)>d_{G}(S) \geq d_{G}\left(S-\left\{x_{i}\right\}\right)+l_{i}^{\prime}$, it follows that $l_{i} \geq l_{i}^{\prime}$ for $i=1,2$. Hence $d_{H}\left(x_{1}, x_{2}\right) \geq l_{1}+l_{2}+1>l_{1}^{\prime}+l_{2}^{\prime} \geq d_{G}\left(x_{1}, x_{2}\right)$. This again contradicts the fact that $G$ is 2 -Steiner distance-hereditary. Suppose thus that $d_{H}\left(x_{1}, x_{2}\right)=l_{1}+l_{2}$. Then $w_{1,1}$ and $w_{2,1}$ are not adjacent in $H$. If $d_{H}\left(S-\left\{x_{i}\right\}\right)+l_{i}=d_{H}(S)$ for $i=1,2$, then, by (1), $v_{i}$ is in the vertex set of $T_{i}$. Suppose that $d_{H}\left(S-\left\{x_{1}\right\}\right)+l_{1}=d_{H}(S)$. Then, as before, $l_{1} \geq l_{1}^{\prime}+1$, and $l_{2} \geq l_{2}^{\prime}$. Hence $d_{H}\left(x_{1}, x_{2}\right)=l_{1}+l_{2}>l_{1}^{\prime}+l_{2}^{\prime} \geq d_{G}\left(x_{1}, x_{2}\right)$. This is not possible, since $G$ is 2 -Steiner distance-hereditary. So we may assume that $d_{H}(S)=d_{H}\left(S-\left\{x_{i}\right\}\right)+l_{i}+1$ for $i=1,2$. Thus, by (1), $v_{i} \notin V\left(T_{i}\right)$ for $i=1,2$. We show next that $w_{1,1}$ and $w_{2,1}$ both have degree 2 in $H$. Suppose that $w_{1,1}$ has degree at least 3 in $H$. Let $w$ be a vertex adjacent with $w_{1,1}$ that does not belong to $Q_{1}$. Then there is a path $P$ in $H$ from $x_{1}$ to $T_{1}$ that passes through $w$ but does not contain $v_{1}$. Thus $T_{1}$, together with $P$, produces a connected subgraph of $H$ that contains all the vertices $S$ but not $v_{1}$. Thus $d_{H}(S)<p(H)-1$, a contradiction. Therefore $w_{1,1}$ and $w_{2,1}$ both have degree 2 in $H$. Thus $v_{1}=v_{2}$. However, then necessarily $v_{1}\left(=v_{2}\right)$ must belong to $T_{1}$, so that $d_{H}(S)=d_{H}\left(S-\left\{x_{1}\right\}\right)+l_{1}$, which we have already shown cannot happen.

Observe that for $k \geq 3$, the $(k+2)$-cycle $C_{k+2}$ is $(k+2)-,(k+1)-$, and $k$-Steiner distance-hereditary, but not $(k-1)$-Steiner distance-hereditary. Thus the converse of Theorem 1 does not hold.

Several characterizations of distance-hereditary graphs that yield polynomial algorithms that test whether a graph is distance hereditary have been established. To state some of these characterizations, we define an isolated vertex to be a vertex having degree 0 , and two vertices $v$ and $v^{\prime}$ are twins if they have the same neighbourhood or the same closed neighbourhood.

The following characterization of distance-hereditary graphs was discovered independently by Bandelt and Mulder [1], D'Atri and Moscarini [3], and Hammer and Maffray [5].

Theorem B. A graph $G$ is distance-hereditary if and only if every induced subgraph of $G$ contains an isolated vertex, an endvertex, or a pair of twins.

The result we establish next is another characterization of 2-Steiner distancehereditary graphs and also suggests an efficient algorithm for determining whether a connected graph is 2-Steiner distance-hereditary. This result is also a direct consequence of a characterization of distance-hereditary graphs obtained independently by

Bandelt and Mulder [1] and D'Atri and Moscarini [3]. We need the following terminology. Suppose that $G$ is a connected graph and that $u \in V(G)$. Let $V_{u, i}=\{x \in$ $\left.V(G) \mid d_{G}(u, x)=i\right\}$ for $0 \leq i \leq e_{G}(u)$, where $e_{G}(u)$ is the eccentricity of $u$ in $G$, and let $N_{i-1}(u, v)=N(v) \cap V_{u, i-1}$ for $1 \leq i \leq e_{G}(u)$.

Theorem 2. A connected graph $G$ contains an induced path that is not a geodesic if and only if there exists a vertex $u$ and an integer $i \geq 2$ such that, for some pair $x, y$ of vertices in $V_{u, i}$,
(1) $x y \in E(G)$ and $N_{i-1}(u, x) \neq N_{i-1}(u, y)$; or
(2) $x y \notin E(G), N_{i-1}(u, v) \neq N_{i-1}(u, y)$, and $x$ and $y$ are both adjacent with some vertex $z$ in $V_{u, i+1}$.

Proof. Suppose that there is some vertex $u$ and an integer $i \geq 2$ such that, for some pair $x, y \in V_{u, i},(1)$ or (2) holds. Suppose first that (1) holds. Since $N_{i-1}(u, x) \neq$ $N_{i-1}(u, y)$, so $N_{i-1}(u, x)-N_{i-1}(u, y) \neq \emptyset$ or $N_{i-1}(u, y)-N_{i-1}(u, x) \neq \emptyset$. Suppose that the former holds. Let $x_{1} \in N_{i-1}(u, x)-N_{i-1}(u, y)$. Let $P_{1}$ be a shortest $u-x$ path that passes through $x_{1}$ and let $P_{2}$ be a shortest $u-y$ path. Let $a$ be the last vertex that $P_{1}$ and $P_{2}$ have in common (possibly $a=u$ ). Then the vertices on the $a-x$ subpath of $P_{1}$, together with $y$, induce an $a-y$ path $P$ that is longer than the $a-y$ subpath of $P_{2}$. Hence $G$ contains an induced path that is not a geodesic.

Suppose now that (2) holds. We may again assume that there exists a vertex $x_{1} \in N_{i-1}(u, x)-N_{i-1}(u, y)$. Clearly, $x_{1} y \notin E(G)$ and $x_{1} z \notin E(G)$. As above, let $P_{1}$ be a shortest $u-x$ path that contains $x_{1}, P_{2}$ a shortest $u-y$ path, and $a$ the last vertex that $P_{1}$ and $P_{2}$ have in common. The vertices on the $a-x$ subpath of $P_{1}$, together with $z$ and $y$, induce a path that has length two bigger than the $a-y$ subpath of $P_{2}$ (which is a geodesic). Hence $G$ contains an induced subpath that is not a geodesic.

Conversely, suppose that $G$ contains an induced path $P$ (say a $u-v$ path) that is not a geodesic. Then $d_{G}(u, v)>1$. Among the induced paths that are not geodesics, let $P$ be as short as possible. We show that $P$ has length at most $d_{G}(u, v)+2$. Suppose that $|E(P)|>d_{G}(u, v)+2$. Let $P: u=u_{1}, u_{2}, \ldots, u_{n}=v$. Then $d_{G}\left(u, u_{n-1}\right) \leq d_{G}(u, v)+1$, and $P^{\prime}: u_{1}, u_{2}, \ldots, u_{n-1}$ is a path of length at least $|E(P)|-1 \geq d_{G}(u, v)+2>$ $d_{G}\left(u, u_{n-1}\right)$. However, then $P^{\prime}$ is an induced path that is not a geodesic but has length less than $P$. This contradicts our choice of $P$. Hence $P$ has length $d_{G}(u, v)+1$ or $d_{G}(u, v)+2$. Note that the $u-u_{n-1}$ subpath of $P$ must be a geodesic; otherwise, we have a contradiction to our choice of $P$.

Thus, if $|E(P)|=d_{G}(u, v)+1$, then $d_{G}\left(u, u_{n-1}\right)=d_{G}(u, v)$. Since the vertex that precedes $u_{n-1}$ on $P$ is not adjacent with $v, N_{i-1}\left(u, u_{n-1}\right) \neq N_{i-1}(u, v)$, where $i=d_{G}(u, v)$. If we let $x=u_{n-1}$ and $y=v$, then it follows that (1) holds.

Suppose now that $|E(P)|=d_{G}(u, v)+2$. Then $d_{G}\left(u, u_{n-1}\right)=d_{G}\left(u, u_{n-1}\right)+1$. Let $x$ be $u_{n-2}$ and let $y=v$. Then $x y \notin E(G)$, and the vertex that precedes $x$ on $P$ is not adjacent with $y$. Thus, if $i=d_{G}(u, v)$, then $N_{i-1}(u, x) \neq N_{i-1}(u, y)$. If we now let $z=u_{n-1}$, then $z \in V_{u, i+1}$, and $z$ is adjacent with both $x$ and $y$. Thus (2) holds.

This result suggests a polynomial algorithm, using a breadth-first search technique that has complexity $O\left(|V(G)|^{4}\right)$ for determining whether a (connected) graph is 2-Steiner distance-hereditary. Spinrad [7] has developed an algorithm based on this characterization, which has complexity $O\left(|V(G)|^{2}\right)$. Once this is done and the graph has been found to be 2-Steiner distance-hereditary, we can efficiently determine, by Theorem 1, the Steiner distance of any set of vertices, which was also shown independently in [3].

In closing, we conjecture that, whenever $G$ is $k$-Steiner distance-hereditary, then $G$ is $(k+1)$-Steiner distance-hereditary for $k \geq 3$.
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# AN UPPER BOUND ON THE DIAMETER OF A GRAPH FROM EIGENVALUES ASSOCIATED WITH ITS LAPLACIAN* 
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#### Abstract

The authors give a new upper bound for the diameter $D(G)$ of a graph $G$ in terms of the eigenvalues of the Laplacian of $G$. The bound is $$
D(G) \leq\left\lfloor\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1}\left(\frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}\right)}\right\rfloor+1
$$ where $0 \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ are the eigenvalues of the Laplacian of $G$ and where $\rfloor$ is the floor function.
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1. Introduction. Suppose that $G$ is a connected graph (undirected or directed). For two vertices $u$ and $v$ in $G$, the distance between $u$ and $v$, denoted by $d(u, v)$, is the length of a shortest path joining $u$ and $v$ in $G$. The diameter of $G$, denoted by $D(G)$, is the maximum distance over all pairs of vertices in $G$. The diameter is one of the graph variants that are not only of theoretical interest but also have many practical applications. In many communication models, diameter plays a key role in performance and cost optimization in network design when the time delay or signal degradation is proportional to the number of links that a message must travel. Numerous applications include circuit design, data representation, and parallel and distributive computing.

Let $A$ denote the adjacency matrix of $G$. That is, $(A)_{i j}=1$ if there is an edge between $i$ and $j$ (or from $i$ to $j$ ), and it is 0 otherwise. Let $d_{i}$ denote the degree of the $i$ th vertex. When all $d_{i}$ 's are equal to $k$, we say that $G$ is $k$-regular. The Laplacian of $G$ is defined to be the matrix $Q=Q(G)$, where $(Q)_{i i}=d_{i}$ and $(Q)_{i j}=-A_{i j}$ if $i \neq j$. When a directed graph has the property that the in-degree is equal to the outdegree at every vertex, we can define the Laplacian analogously. The smallest nonzero eigenvalue, denoted by $\lambda(G)$, of $Q(G)$ can be used to derive various properties of $G$. It was shown in [12], [13] that $\lambda(G)$ provides useful bounds for the expanding properties of $G$. Using the expanding properties, Alon and Milman [1] deduced the following upper bound for the diameter for graphs with maximum degree $k: D(G) \leq 2 \sqrt{2 k / \lambda} \log _{2} n$.

This bound was later improved [3] to $D(G) \leq\lceil\log (n-1) / \log (k / \bar{\lambda})\rceil$, where $\bar{\lambda}$ denotes the second largest eigenvalue (in absolute value) of $A$. In this paper, we show that $D(G) \leq\left\lfloor\cosh ^{-1}(n-1) / \cosh ^{-1}(k / \bar{\lambda})\right\rfloor+1$, which is a special case of the following bound for general graphs:

$$
D(G) \leq\left\lfloor\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1}\left(\frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}\right)}\right\rfloor+1
$$

[^52]where $0 \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ denote the eigenvalues of the Laplacian of $G$.
Some diameter bounds for directed graphs are also derived. Although these bounds are not as good as those for undirected cases, the techniques can be useful for bounding the diameter for Cayley graphs or on the factorization of groups. Namely, for a group $H$ and a set $S$ of generators, it is often desirable to find the least integer $m=D_{S}(H)$ such that every element of $H$ can be written as the product of no more than $m$ elements in $S$ (repetitions are allowed). The upper bounds for diameters can then be applied for bounding $D_{S}(H)$ when the graph is considered to be the Cayley graph on $H$ determined by $S$.
2. Diameter of a graph. Let $G$ be a directed graph and $A$ its adjacency matrix. Since the $i, j$ entry of $A^{k}$ is the number of directed paths from vertex $i$ to vertex $j$ of length $k$, the diameter $D$ is the smallest natural number such that, given any $i$ and $j$, one of the matrices in the set $\left\{A^{m} \mid 0 \leq m \leq D\right\}$ has a nonzero $i, j$ entry. If a new matrix $\bar{A}=A-\Lambda$ is formed from $A$ by subtracting any diagonal matrix $\Lambda$, the powers of $\bar{A}$ still have the same significance as the powers of $A$. To see this, note that $\bar{A}^{m}$ has a nonzero $i, j$ entry only if there is a directed path of length at most $m$ in $G$ from vertex $i$ to vertex $j$; if the distance from vertex $i$ to vertex $j$ in $G$ is $m$, then $\bar{A}^{m}$ has a nonzero $i, j$ entry. Thus, the diameter $D$ is the smallest natural number such that, given any $i \neq j$, one of the matrices in the set $\left\{\bar{A}^{m} \mid 0 \leq m \leq D\right\}$ has a nonzero $i, j$ entry.

We can now introduce polynomials into the definition of diameter. The statement that the $i, j$ entry of at least one of the matrices in the set $\left\{\bar{A}^{m} \mid 0 \leq m \leq D\right\}$ is nonzero is equivalent to the statement that there exists a polynomial $p_{m}$ of degree $m$ less than or equal to $D$ such that the $i, j$ entry of $p_{m}(\bar{A})$ is nonzero. Thus the diameter $D$ is the smallest natural number such that, given any $i \neq j$, there exists a polynomial $p_{m}$ of degree $m \leq D$ such that the $i, j$ entry of $p_{m}(\bar{A})$ is nonzero.

In fact, it can be easily seen that $D$ is equal to the smallest natural number $m$ for which there exists a polynomial $p_{m}$ of degree $m$ such that all off-diagonal entries of $p_{m}(\bar{A})$ are nonzero.
3. A fundamental inequality involving the Laplacian. In this section, it is essential to assume that the in-degree of each vertex of $G$ is equal to its out-degree. We denote by $d_{i}$ this common value for the vertex $i$. The Laplacian of $G$ is defined to be $Q=\operatorname{diag}\left(d_{i}\right)-A$. Note that $Q u_{1}=Q^{*} u_{1}=0$, where $u_{1}=(1 / \sqrt{n})(1,1, \ldots, 1)^{*}$; so $Q J=J Q=0$, where $J=n u_{1} u_{1}^{*}$ is the matrix all of whose entries are 1 . Let $e_{i}$ be the unit vector in the $i$ th direction.

Lemma 3.1. Let $B$ be an $n \times n$ matrix with the properties $B u_{1}=B^{*} u_{1}=0$. Then

$$
\left|B_{r, s}\right| \leq\|B\|\left(1-\frac{1}{n}\right) .
$$

Proof. Define $f_{i}=e_{i}-(1 / \sqrt{n}) u_{1}$. Then $\left(f_{r}, u_{1}\right)=0,\left(u_{1}, B f_{r}\right)=0$, and $\left\|f_{r}\right\|=$ $\sqrt{1-1 / n}$. Thus

$$
\left|B_{r, s}\right|=\left|\left(e_{r}, B e_{s}\right)\right|=\left|\left(f_{r}, B f_{s}\right)\right| \leq\left\|f_{r}\right\|\|B\|\left\|f_{s}\right\|=\|B\|\left(1-\frac{1}{n}\right)
$$

This proves the lemma.
Theorem 3.2. Let $p_{m}(x)$ be a polynomial of degree $m$ with $p_{m}(0)=1$ such that

$$
\left\|p_{m}(Q)-\frac{J}{n}\right\|<\frac{1}{n-1}
$$

Then $D \leq m$.
Proof. Let $B=p_{m}(Q)-J / n$. We have

$$
B u_{1}=p_{m}(Q) u_{1}-\frac{J}{n} u_{1}=p_{m}(0) I u_{1}-u_{1}=0
$$

and similarly $B^{*} u_{1}=0$. Thus Lemma 3.1 applies, and

$$
\begin{aligned}
\left(p_{m}(Q)\right)_{r, s} & \geq\left(\frac{J}{n}\right)_{r, s}-\left|B_{r, s}\right| \\
& \geq \frac{1}{n}-\|B\|\left(1-\frac{1}{n}\right) \\
& >\frac{1}{n}-\frac{1}{n-1}\left(1-\frac{1}{n}\right) \\
& =0
\end{aligned}
$$

Thus, by our earlier remarks on diameter, $D \leq m$. This proves the theorem.
4. The Chebychev polynomials. The Chebychev polynomials of the first kind are given by

$$
\begin{aligned}
& \quad T_{0}(z)=1 \\
& T_{1}(z)=z \\
& T_{n+1}(z)=2 z T_{n}(z)-T_{n-1}(z), \quad n \geq 1
\end{aligned}
$$

They may also be written as

$$
T_{n}(z)=\cosh \left(n \cosh ^{-1}(z)\right)
$$

The Chebychev polynomials have the following interesting optimality property [14]. Let $S_{n}$ be the set of all polynomials, $s_{n}(x)$, of degree $n$ such that $s_{n}(0)=1$. Let $[a, b]$ be an interval on the real line to the right of the origin. Then there exists a unique $t_{n} \in S_{n}$ such that

$$
\max _{x \in[a, b]}\left|t_{n}(x)\right|=\min _{s_{n} \in S_{n}} \max _{x \in[a, b]}\left|s_{n}(x)\right|
$$

and

$$
t_{n}(x)=\frac{T_{n}\left(\frac{a+b-2 x}{b-a}\right)}{T_{n}\left(\frac{a+b}{b-a}\right)}
$$

Furthermore,

$$
\max _{x \in[a, b]}\left|t_{n}(x)\right|=t_{n}(a)=\frac{1}{T_{n}\left(\frac{a+b}{b-a}\right)} .
$$

This result can be extended to a class of closed ellipses in the complex plane not containing the origin with foci lying on the real line or foci that are a complex conjugate pair. In particular, for $\delta>0$ and $\gamma>0$ real, if the ellipse $E$ has center $\delta$, foci $\delta \pm \gamma$, and semi-major axis of length $\alpha$ with $\gamma \leq \alpha<\delta$, then

$$
t_{n}(z)=\frac{T_{n}\left(\frac{\delta-z}{\gamma}\right)}{T_{n}\left(\frac{\delta}{\gamma}\right)}
$$

has the property

$$
\max _{z \in E}\left|t_{n}(z)\right|=\frac{T_{n}\left(\frac{\alpha}{\gamma}\right)}{T_{n}\left(\frac{\delta}{\gamma}\right)} .
$$

Furthermore, if $\gamma \leq \alpha \leq \alpha_{n}^{*}<\delta$, then

$$
\max _{z \in E}\left|t_{n}(z)\right|=\min _{s_{n} \in S_{n}} \max _{z \in E}\left|s_{n}(z)\right|
$$

Here $\alpha_{n}^{*}$ is close to $\delta$ and depends on $n$ in a complicated way. However, $\lim _{n \rightarrow \infty} \alpha_{n}^{*}=\delta$, and thus the Chebychev polynomials are asymptotically optimal [10], [6], [7]. If, on the other hand, the ellipse $E$ has center $\delta$, foci $\delta \pm i \gamma$, and semimajor axis of length $\alpha, \gamma \leq \alpha<\left(\delta^{2}+\gamma^{2}\right)^{1 / 2}$, then

$$
t_{n}(z)=\frac{T_{n}\left(\frac{\delta-z}{i \gamma}\right)}{T_{n}\left(\frac{\delta}{i \gamma}\right)}
$$

has real coefficients and for $n$ even satisfies

$$
\frac{T_{n}\left(\frac{\alpha}{\gamma}\right)}{T_{n}\left[\left(1+\left(\frac{\delta}{\gamma}\right)^{2}\right)^{1 / 2}\right]}=\max _{z \in Z}\left|t_{n}(z)\right|
$$

Again, if $\gamma<\alpha \leq \alpha_{n}^{*}<\left(\delta^{2}+\gamma^{2}\right)^{1 / 2}$, then

$$
\max _{z \in E} t_{n}(z)=\min _{s_{n} \in S_{n}} \max _{z \in E}\left|s_{n}(z)\right|,
$$

where $\alpha_{n}^{*}$ is close to $\left(\delta^{2}+\gamma^{2}\right)^{1 / 2}$ and $\lim _{n \rightarrow \infty} \alpha_{n}^{*}=\left(\delta^{2}+\gamma^{2}\right)^{1 / 2}[6]$, [7]. For $n$ odd and $\gamma \leq \alpha<\left(\delta^{2}+\gamma^{2}\right)^{1 / 2}$, we have

$$
\frac{T_{n}\left(\frac{\alpha}{\gamma}\right)}{\left[T_{n}^{2}\left(\left(1+\left(\frac{\delta}{\gamma}\right)^{2}\right)^{1 / 2}\right)-1\right]^{1 / 2}}=\max _{z \in E}\left|t_{n}(z)\right| \leq \frac{T_{n}\left(\frac{\alpha}{\gamma}\right)}{\left(T_{n}^{2}\left(\frac{\alpha}{\gamma}\right)-1\right)^{1 / 2}} \min _{s_{n} \in S_{n}} \max _{z \in E}\left|s_{n}(z)\right| .
$$

Note that for $\alpha>\gamma$, we have $\lim _{n \rightarrow \infty} T_{n}(\alpha / \gamma) /\left(T_{n}^{2}(\alpha / \gamma)-1\right)^{1 / 2}=1$, and thus the Chebychev polynomials are asymptotically optimal for $n$ odd as well. We only focus on real foci or even $n$.

Using the definition $T_{n}(z)=\cosh \left(n \cosh ^{-1}(z)\right)$ and the formula $\cosh ^{-1}(z)=$ $\ln \left(z+\left(z^{2}-1\right)^{1 / 2}\right)$, we may write

$$
g(z)=z+\sqrt{z^{2}-1}, \quad f(z)=z+\sqrt{z^{2}+1}
$$

then

$$
\frac{T_{n}\left(\frac{\alpha}{\gamma}\right)}{T_{n}\left(\frac{\delta}{\gamma}\right)}=\frac{g\left(\frac{\alpha}{\gamma}\right)^{n}+g\left(\frac{\alpha}{\gamma}\right)^{-n}}{g\left(\frac{\delta}{\gamma}\right)^{n}+g\left(\frac{\delta}{\gamma}\right)^{-n}}
$$

and

$$
\frac{T_{n}\left(\frac{\alpha}{\gamma}\right)}{T_{n}\left(\frac{\left(\delta^{2}+\gamma^{2}\right)^{1 / 2}}{\gamma}\right)}=\frac{g\left(\frac{\alpha}{\gamma}\right)^{n}+g\left(\frac{\alpha}{\gamma}\right)^{-n}}{f\left(\frac{\delta^{2}}{\gamma}\right)^{n}+f\left(\frac{\delta}{\gamma}\right)^{-n}}
$$

Thus, once $\delta, \gamma$, and $\alpha$ are known, these bounds can be readily computed. These ideas have application to iterative methods for the solution of linear systems (see [10], [12]).
5. Bounding the diameter of an undirected graph from Chebychev polynomials. Let $Q$ denote the Laplacian matrix of an undirected graph on $n$ vertices. The following basic facts are summarized in [13].

Facts 5.1. Let $G$ be an undirected graph. Then
(a) $Q(G)$ has only real eigenvalues and a complete set of orthonormal eigenvectors,
(b) $Q(G)$ is positive semidefinite,
(c) its smallest eigenvalue is $\lambda_{1}=0$, and a corresponding eigenvector is $u_{1}=$ $(1 / \sqrt{n})(1,1, \ldots, 1)^{*}$. The multiplicity of 0 as an eigenvalue is equal to the number of components of $G$.

We assume that the eigenvalues of $Q(G)$ are ordered $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ in increasing order and repeated according to their multiplicity. Thus $\lambda_{1}=0$ and $\lambda_{2}>0$ if and only if $G$ is connected. The following facts are known.

Facts 5.2. Let $G$ have $n$ vertices. Then
(a) $\lambda_{2} \leq n /(n-1) \min \{d(v) \mid v \in V(G)\}$,
(b) $\lambda_{n} \leq \max \{d(u)+d(v) \mid u v \in E(G)\}$, and, if $G$ is connected, equality holds if and only if $G$ is bipartite and semiregular.
(c) $\lambda_{n} \leq n$ with equality if and only if the complement of $G$ is not connected.
(d) $\sum_{i=1}^{n} \lambda_{i}=2|E(G)|=\sum_{v \in V} d(v)$,
(e) $\lambda_{n} \geq n /(n-1) \max \{d(v) \mid v \in V(G)\}$.
(f) $\lambda_{n} \geq \max \left\{\sqrt{(d(v)-d(u))^{2}+4} \mid u, v \in V(G), u \neq v\right\}$.

Theorem 5.3. For an undirected graph $G$, we have

$$
D(G) \leq\left\lfloor\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1} \frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}}\right\rfloor+1 .
$$

Proof. Let

$$
m \leq\left\lfloor\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1} \frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}}\right\rfloor+1
$$

Then

$$
m>\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1} \frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}} .
$$

This can be rewritten as

$$
T_{m}\left(\frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}\right)=\cosh \left(m \cosh ^{-1} \frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}\right)>n-1
$$

We know by our discussion in $\S 4$ that if we let

$$
p_{m}(x)=\frac{T_{m}\left(\frac{\lambda_{n}+\lambda_{2}-2 x}{\lambda_{n}-\lambda_{2}}\right)}{T_{m}\left(\frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}\right)},
$$

then $p_{m}(0)=1$, and

$$
\max _{2 \leq i \leq n}\left|p_{m}\left(\lambda_{i}\right)\right|=\frac{1}{T_{m}\left(\frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}\right)}<\frac{1}{n-1} .
$$

Now since $Q$ is symmetric, we can write $Q$ as

$$
Q=\sum_{i=2}^{n} \lambda_{i} u_{i} u_{i}^{*}
$$

where the $u_{i}$ are orthonormal. Note that $u_{1}$ is as defined in $\S 3$ and that $\lambda_{1}=0$. Thus

$$
p_{m}(Q)-\frac{J}{n}=\sum_{i=2}^{n} p_{m}\left(\lambda_{i}\right) u_{i} u_{i}^{*}
$$

and

$$
\left\|p_{m}(Q)-\frac{J}{n}\right\|=\max _{2 \leq i \leq n}\left|p_{m}\left(\lambda_{i}\right)\right|<\frac{1}{n-1} .
$$

Thus, by Theorem 3.2, we have $D \leq m$, which completes the proof.
Remark. Theorem 5.3 would be more asthetically pleasing if it yielded

$$
D(G) \leq\left\lceil\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1}\left(\frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}\right)}\right\rceil .
$$

This inequality fails only if $D(G)=m+1$ with

$$
m=\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1}\left(\frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}\right)}
$$

Does such a graph $G$ exist? We easily see from the proof of Theorems 3.2 and 5.3 that for such a graph $G$, the Laplacian has eigenvector decomposition

$$
Q=\sum_{i} \lambda_{i} u_{i} u_{i}^{*}
$$

where $0=\lambda_{1}<\lambda_{2} \leq \lambda_{3} \cdots<\lambda_{n}$. There is a set of $m+1$ eigenvalues $\left\{\lambda_{k_{i}} \mid i=\right.$ $1, \ldots, m+1\}$ such that $\left|p_{m}\left(\lambda_{k_{i}}\right)\right|=1 /(n-1)$, where $p_{m}(\lambda)$ is the Chebychev polynomial defined in Theorem 5.3. That is,

$$
\lambda_{k_{i}}=\frac{\lambda_{n}+\lambda_{2}}{2}-\frac{\lambda_{n}-\lambda_{2}}{2} \cos \left(\frac{(i-1) \pi}{m}\right) \quad \text { for } i=1, \ldots, m+1 .
$$

Note that $\lambda_{2}=\lambda_{k_{1}}, \lambda_{n}=\lambda_{k_{m+1}}$. There is a unique pair of indices $r \neq s$ such that $\left\langle e_{r}, Q^{j} e_{s}\right\rangle=0$ for $i=0, \ldots, m$. Furthermore,

$$
\begin{aligned}
& e_{r}=\frac{1}{\sqrt{n}} u_{1}+\sum_{i=1}^{m+1} \alpha_{j} u_{k_{i}}, \\
& e_{s}=\frac{1}{\sqrt{n}} u_{1}+\sum_{i=1}^{m+1} \alpha_{i}(-1)^{i} u_{k_{i}},
\end{aligned}
$$

where

$$
\alpha_{i}^{2}=\frac{(-1)^{i-1}}{n} \frac{\prod_{j \neq i} \lambda_{k_{i}}}{\prod_{j \neq i}\left(\lambda_{k_{j}}-\lambda_{k_{i}}\right)} .
$$

Finally, we have, for $j=1, \ldots, m$,

$$
\sum_{i \text { odd }} \alpha_{i}^{2} \lambda_{k_{i}}^{j}=\sum_{i \text { even }} \alpha_{i}^{2} \lambda_{k_{i}}^{j}=\left\langle e_{r}, Q^{j}, e_{r}\right\rangle=\left\langle e_{s}, Q^{j} e_{s}\right\rangle,
$$

which implies that $d(r)=d(s)$, while

$$
\sum_{i \text { odd }} \alpha_{i}^{2}=\frac{1}{2}, \quad \sum_{i \text { even }} \alpha_{i}^{2}=\frac{1}{2}-\frac{1}{n} .
$$

It is not known if graphs satisfying these conditions exist.
The following corollary is useful in conjunction with the estimates given in Facts 5.2.

Corollary 5.4. Let $s_{2}$ and $s_{n}$ be estimates of $\lambda_{2}$ and $\lambda_{n}$, respectively, such that

$$
0<s_{2} \leq \lambda_{2} \leq \lambda_{n} \leq s_{n}
$$

Then

$$
D(G) \leq\left\lfloor\frac{\cosh -1(n-1)}{\cosh ^{-1} \frac{s_{n}+s_{2}}{s_{n}-s_{2}}}\right\rfloor+1 .
$$

Proof. It is easy to see that

$$
\cosh ^{-1} \frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}} \geq \cosh ^{-1} \frac{s_{n}+s_{2}}{s_{n}-s_{2}} .
$$

Corollary 5.5. Let $A$ denote the adjacency matrix of a $k$-regular graph $G$. Suppose that $A$ has second largest eigenvalue $\tilde{\lambda}$ (in absolute value). Then

$$
D(G) \leq\left\lfloor\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1}(k / \tilde{\lambda})}\right\rfloor+1 \text {. }
$$

Proof. It is easy to see that

$$
k-\tilde{\lambda} \leq \lambda_{2} \leq \lambda_{n} \leq k+\tilde{\lambda} .
$$

Therefore

$$
D(G) \leq\left\lfloor\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1} \frac{\lambda_{n}+\lambda_{2}}{\lambda_{n}-\lambda_{2}}}\right\rfloor+1 \leq\left\lfloor\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1}(k / \tilde{\lambda})}\right\rfloor+1 .
$$

We remark that

$$
\frac{\cosh ^{-1}(n-1)}{\cosh ^{-1}(k / \tilde{\lambda})}<\frac{\ln (n-1)}{\ln (k / \tilde{\lambda})}
$$

except for the complete graph; thus Theorem 5.3 yields an improvement over the bound $D(G) \leq\lceil\ln (n-1) / \ln (k / \tilde{\lambda})\rceil$ in [3].

Remark. Chebychev polynomials have also been used to bound the diameter of Ramanujan graphs by Lubotzky, Phillips, and Sarnak [9] and for general graphs by Sarnak [16].
6. General directed graphs. In this section, we examine the estimates we can make for the diameter of general directed graphs $G$. Our starting point is Theorem 3.2 , and, as in that section, we assume that the in-degree of each vertex of $G$ equals its out-degree. (This holds if and only if $G$ is Eulerian.) Again, $Q(G)$ is the Laplacian of $G$.

Theorem 6.1. If $\rho$ and $\lambda$ are such that $1 \geq \rho>\|I-\lambda Q-J / n\|$, then

$$
D(G) \leq\left\lceil\frac{\ln (n-1)}{\ln \frac{1}{\rho}}\right\rceil
$$

Proof. Let

$$
m=\left\lceil\frac{\ln (n-1)}{\ln \left(\frac{1}{\rho}\right)}\right\rceil .
$$

So,

$$
m \geq \frac{\ln (n-1)}{\ln \left(\frac{1}{\rho}\right)}
$$

Let $p_{m}(x)=(1-\lambda x)^{m}$. Then

$$
p_{m}(Q)-\frac{J}{n}=\left(I-\lambda Q-\frac{J}{n}\right)^{m}
$$

so

$$
\begin{aligned}
\left\|p_{m}(Q)-\frac{J}{n}\right\| & =\left\|\left(I-\lambda Q-\frac{J}{n}\right)^{m}\right\| \\
& \leq\left\|I-\lambda Q-\frac{J}{n}\right\|^{m} \\
& <\rho^{m}=e^{-m \ln (1 / \rho)} \\
& \leq e^{-\ln (n-1)}=\frac{1}{n-1} .
\end{aligned}
$$

Thus, by Theorem 3.2, $D \leq m$. This proves the theorem. $\square$
From this theorem, we see that it would be useful to know that

$$
\Phi=\min _{\lambda}\left\|I-\lambda Q-\frac{J}{n}\right\|
$$

We can give an estimate of $\Phi$ to show that this minimum is less than 1 when $G$ is connected. If $B$ is a matrix, we let $B_{S}=\left(B+B^{T}\right) / 2$ be the symmetric part of $B$ and we let $B_{A}=\left(B-B^{T}\right) / 2$ be the antisymmetric part of $B$. If $G$ is connected, then $Q_{S}$ is the Laplacian of a weighted connected undirected graph (see [13]), so $\sigma=\lambda_{2}\left(Q_{S}\right)>0$. We let $\mu=\|Q\|$. In the proof of Theorem 6.3 , we show that $\Phi \leq \sqrt{\mu^{2}-\sigma^{2}} / \mu$, so $\Phi<1$ when $G$ is connected. First, we need a technical lemma.

Lemma 6.2. Let $\mu^{2}$ be the largest eigenvalue of $B^{T} B$ and $\sigma \neq \mu$ be the smallest eigenvalue of $B_{S}$. If there is a unit vector $u$ such that

$$
\sigma u=B_{S} u,
$$

$$
\mu^{2} u=B^{T} B u
$$

then there is a unit vector $v$ orthogonal to $u$ such that the span $S$ of $\{u, v\}$ is an invariant subspace of $B$ and the matrix of $B$ relative to $\{u, v\}$ is given by

$$
M=\left(\begin{array}{cc}
\sigma & -\sqrt{\mu^{2}-\sigma^{2}} \\
\sqrt{\mu^{2}-\sigma^{2}} & \sigma
\end{array}\right) .
$$

Proof. First, we show that

$$
\begin{gathered}
\left(B_{S} B_{A}-B_{A} B_{S}\right) u=0 \\
B_{A}^{2} u=\left(\sigma^{2}-\mu^{2}\right) u
\end{gathered}
$$

We repeatedly use the fact that $B_{A}$ antisymmetric implies that $\left(B_{A} x, x\right)=0$. We have

$$
\begin{aligned}
\mu^{2} u & =B^{T} B u=\left(B_{S}-B_{A}\right)\left(B_{S}+B_{A}\right) u \\
& =\left(B_{S}^{2}-B_{A}^{2}\right) u+\left(B_{S} B_{A}-B_{A} B_{S}\right) u \\
& =\left(\sigma^{2} I-B_{A}^{2}\right) u+\left(B_{S}-\sigma I\right) B_{A} u
\end{aligned}
$$

Since $\left(B_{A} u, \mu^{2} u\right)=0$,

$$
\begin{aligned}
0 & =\left(B_{A} u,\left(\sigma^{2} I-B_{A}^{2}\right) u+\left(B_{S}-\sigma I\right) B_{A} u\right) \\
& =\left(B_{A} u,\left(B_{S}-\sigma I\right) B_{A} u\right) .
\end{aligned}
$$

Since $\sigma$ is the smallest eigenvalue of $B_{S}$, the square root of $B_{S}-\sigma I$ exists. Thus

$$
0=\left(\sqrt{B_{S}-\sigma I}\left(B_{A} u\right), \sqrt{B_{S}-\sigma I}\left(B_{A} u\right)\right)
$$

so $\left(B_{S}-\sigma I\right) B_{A} u=0$. This yields both of the claimed identities.
Now let $\alpha=\left\|B_{A} u\right\|=\sqrt{\left(B_{A} u, B_{A} u\right)}=\sqrt{\mu^{2}-\sigma^{2}}$ and $v=(1 / \alpha) B_{A} u$. Then $(v, u)=\left(B_{A} u, u\right)=0$. In addition,

$$
B_{S} v=\frac{1}{\alpha} B_{S} B_{A} u=\frac{1}{\alpha} B_{A} B_{S} u=\sigma v
$$

while

$$
B_{A} v=\frac{1}{\alpha} B_{A}^{2} u=\frac{\sigma^{2}-\mu^{2}}{\alpha} u=-\alpha u
$$

This proves the lemma.
Theorem 6.3. If $G$ is connected and not complete or a directed 3-cycle,

$$
D(G) \leq\left\lceil\frac{\ln (n-1)}{\ln \frac{\mu}{\sqrt{\mu^{2}-\sigma^{2}}}}\right\rceil,
$$

where $\sigma$ is the smallest nonzero eigenvalue of $Q_{S}$ and $\mu=\|Q\|$.
Proof. Note that for a complete graph, $\mu=\sigma$, and for the directed 3-cycle, $\mu=\sqrt{3}$, while $\sigma=\frac{3}{2}$. Thus the inequality fails for these cases. For any $\lambda$, we have

$$
\left\|I-\lambda Q-\frac{J}{n}\right\|^{2}=\max _{w \neq 0} \frac{\left(\left(I-\lambda Q-\frac{J}{n}\right) w,\left(I-\lambda Q-\frac{J}{n}\right) w\right)}{(w, w)}
$$

Let $w^{\perp}=w-\left(w, u_{1}\right) u_{1}$, where $u_{1}=(1 / \sqrt{n})(1,1, \ldots, 1)^{*}$. Then $\left(w^{\perp}, u_{1}\right)=0$. Since $(I-\lambda Q-(J / n)) u_{1}=0$ and $(J / n) w^{\perp}=0$, we have

$$
\begin{aligned}
\frac{\left(\left(I-\lambda Q-\frac{J}{n}\right) w,\left(I-\lambda Q-\frac{J}{n}\right) w\right)}{(w, w)} & =\frac{\left((I-\lambda Q) w^{\perp},(I-\lambda Q) w^{\perp}\right)}{\left(w^{\perp}, w^{\perp}\right)+\left(w, u_{1}\right)^{2}} \\
& \leq \frac{\left(\left(I-2 \lambda Q_{S}+\lambda^{2} Q^{T} Q\right) w^{\perp}, w^{\perp}\right)}{\left(w^{\perp}, w^{\perp}\right)} \\
& \leq 1-2 \lambda \sigma+\lambda^{2} \mu^{2} .
\end{aligned}
$$

Setting $\lambda=\sigma / \mu^{2}$ yields

$$
\left\|I-\lambda Q-\frac{J}{n}\right\|^{2} \leq 1-\frac{\sigma^{2}}{\mu^{2}}<1
$$

since $G$ is connected. Thus

$$
\left\|I-\lambda Q-\frac{J}{n}\right\|=\frac{\sqrt{\mu^{2}-\sigma^{2}}}{\mu}<1 .
$$

If this is a strict inequality, then the theorem follows from Theorem 6.1. Equality can hold only if there is a vector $u$ such that $Q_{S} u=\sigma u$ and $Q^{T} Q u=\mu^{2} u$. Let $C=I-\lambda Q$. Let

$$
m=\frac{\ln (n-1)}{\ln \frac{\mu}{\sqrt{\mu^{2}-\sigma^{2}}}} .
$$

If we examine the proofs of Theorems 6.1 and 3.2 , we find that $D(G) \leq\lfloor m\rfloor+1$, and that $D(G)>\lceil m\rceil$ can hold only if $m$ is an integer and if there exists $r \neq s$ such that

$$
-\frac{1}{n}=\left(e_{r},\left(C^{k}-\frac{J}{n}\right) e_{s}\right)=\left(f_{r},\left(C^{k}-\frac{J}{n}\right) f_{s}\right)=\left(f_{r}, C^{k} f_{s}\right)
$$

for $1 \leq k \leq m$ and $\|C-(J / n)\|=\sqrt{\mu^{2}-\sigma^{2}} / \mu$. Thus we can take $u=f_{s} /\left\|f_{s}\right\|=$ $\sqrt{n /(n-1)} f_{s}$ and $B=\tilde{Q}=\left(Q\right.$ restricted to the space orthogonal to $\left.u_{1}\right)$ in Lemma 6.2 and $v=1 / \sqrt{\mu^{2}-\sigma^{2}} B_{A} u$. The action of $C$ on $S=\{u, v\}$ is then given by

$$
M=\left(\begin{array}{cc}
1-\lambda \sigma & \lambda \alpha \\
-\lambda \alpha & 1-\lambda \sigma
\end{array}\right)
$$

and the action of $C^{2}$ is given by

$$
M^{2}=\left(\begin{array}{cc}
(1-\lambda \sigma)^{2}-(\lambda \alpha)^{2} & 2 \lambda \alpha(1-\lambda \sigma) \\
-2 \lambda \alpha(1-\lambda \sigma) & (1-\lambda \sigma)^{2}-(\lambda \alpha)^{2}
\end{array}\right) .
$$

This yields the system

$$
\begin{gathered}
\left(f_{r}, C u\right)=(1-\lambda \sigma)\left(f_{r}, u\right)-\lambda \alpha\left(f_{r}, v\right) \\
\left(f_{r}, C^{2} u\right)=\left[(1-\lambda \sigma)^{2}-(\lambda \alpha)^{2}\right]\left(f_{r}, u\right)-2 \lambda \alpha(1-\lambda \sigma)\left(f_{r}, v\right) .
\end{gathered}
$$

If we multiply these equations by $\sqrt{(n-1) / n}$, we obtain

$$
\begin{gathered}
\left(f_{r}, C f_{s}\right)=(1-\lambda \sigma)\left(f_{r}, f_{s}\right)-\lambda \alpha \sqrt{\frac{n-1}{n}}\left(f_{r}, v\right) \\
\left(f_{r}, C^{2} f_{s}\right)=\left[(1-\lambda \sigma)^{2}-(\lambda \alpha)^{2}\right]\left(f_{r}, f_{s}\right)-2 \lambda \alpha(1-\lambda \sigma) \sqrt{\frac{n-1}{n}}\left(f_{r}, v\right)
\end{gathered}
$$

If $m \geq 2$ and we use $\left(f_{r}, f_{s}\right)=-1 / n$, we obtain

$$
\begin{gathered}
-\frac{1}{n}=-\frac{1}{n}(1-\lambda \sigma)-\lambda \alpha \sqrt{\frac{n-1}{n}}\left(f_{r}, v\right), \\
-\frac{1}{n}=-\frac{1}{n}\left[(1-\lambda \sigma)^{2}-(\lambda \alpha)^{2}\right]-2 \lambda \alpha(1-\lambda \sigma) \sqrt{\frac{n-1}{n}}\left(f_{r}, v\right) .
\end{gathered}
$$

Elimination yields

$$
\frac{\sigma^{2}}{\mu^{4}}\left(\mu^{2}-\sigma^{2}\right)=(\lambda \alpha)^{2}=0
$$

which has no roots but $\sigma=0$ or $\mu^{2}=\sigma^{2}$.
Thus the only possibilities are $\sigma=\mu$ or $m=1$. If $\sigma=\mu$, then all the eigenvalues of $B_{S}$ and all the singular values of $B$ are equal to $\mu$. Thus every vector $u$ satisfies the conditions of Lemma 6.2. In particular, $B_{A}^{2}=0$, so $B=B_{S}=\mu I$ and $Q=$ $\mu(I-(J / n))$. Since the entries of $Q$ must be integers, $\mu=n$. Thus the graph is the complete graph.

If $m=1$, then $\mu^{2} /\left(\mu^{2}-\sigma^{2}\right)=(n-1)^{2}$, and so $\|I-\lambda Q-(J / n)\|=1 /(n-1)$. Because of $\left(f_{r},(I-\lambda Q-(J / n)) f_{s}\right)=-1 / n$, we have, in this case,

$$
\left(I-\lambda Q-\frac{J}{n}\right) f_{s}=-\frac{1}{n-1} f_{r} .
$$

This leads to

$$
\frac{\sigma}{\mu^{2}} Q e_{s}=\lambda Q e_{s}=e_{s}+\frac{1}{n-1} e_{r}-\frac{1}{n-1} w
$$

and so

$$
\left(e_{s}, Q e_{s}\right)=\frac{\mu^{2}}{\sigma} \frac{n-2}{n-1}
$$

If $n>2$, then there is a $t \neq r, s$, and

$$
\left(e_{t}, Q e_{s}\right)=-\frac{\mu^{2}}{\sigma} \frac{1}{n-1}
$$

Since the off-diagonal entries of $Q$ are 0 or -1 , we must have $\mu^{2} / \sigma=n-1$. Thus $\left(e_{s}, Q e_{s}\right)=n-2$. We may also solve for both $\mu$ and $\sigma$ to obtain $\mu=\sqrt{n(n-2)}$ and $\sigma=n(n-2) /(n-1)$. Let prime denote parameters relative to the complement of $G$. We have

$$
Q_{S}^{\prime}+Q_{S}=n\left(I-\frac{J}{n}\right)
$$

Also, note that

$$
\sigma_{\max }\left(Q_{S}^{\prime}\right)=\max _{\|x\|=1}(Q x, x) \geq \max _{i}\left(e_{i}, Q e_{i}\right)=\max _{i} d_{i}\left(G^{\prime}\right)
$$

Thus

$$
\frac{n(n-2)}{n-1}=\sigma=n-\sigma_{\max }\left(Q_{S}^{\prime}\right) \leq n-\max _{i} d_{i}\left(Q_{S}^{\prime}\right)
$$

so if $n>2$,

$$
\max _{i} d_{i}\left(Q_{S}^{\prime}\right) \leq 1+\frac{1}{n-1}<2
$$

Thus each vertex of $G^{\prime}$ has degree 0 or 1 , so $G^{\prime}$ is the disjoint union of isolated vertices and directed cycles $D_{k_{i}}$ with $\sum k_{i} \leq n$. We need

$$
\begin{aligned}
1+\frac{1}{n-1} & =n-\sigma=\sigma_{\max }\left(Q_{S}^{\prime}\right)=\max _{i} \sigma_{\max }\left(Q\left(D_{K_{i}}\right)\right)_{S} \\
& =\frac{1}{2} \max _{i} \sigma_{\max }\left(Q\left(C_{k_{i}}\right)\right) \\
& = \begin{cases}2 & \text { if some } k_{i} \text { is even } \\
1-\cos \frac{2 \pi}{k}, k=\max _{i} k_{i} & \text { if no } k_{i} \text { is even. }\end{cases}
\end{aligned}
$$

However, we can never have $-\cos (2 \pi / k)=1 /(n-1)$ unless $k=3$ and $n=3$; that is, $G$ is a directed 3 -cycle. This contradiction eliminates this case and completes the proof of the theorem.
7. Normal matrices. If we compare the result of Theorem 6.3 with those obtained from Theorem 5.3 for undirected graphs, we see a marked difference. We would like to extend the method of $\S 5$ to directed graphs. We can do this fairly easily for one class of directed graphs, namely, those whose adjacency matrix is normal. A matrix $A$ is normal if $A A^{*}=A^{*} A$. We have the following well-known fact. (For the application of normal matrices to iterative methods, see [5], which also includes some other important properties of normal matrices.)

Lemma 7.1. The following properties of a matrix $A$ are equivalent:
(i) $A^{*} A=A A^{*}$,
(ii) $A^{*}$ is a polynomial in $A$,
(iii) the eigenvectors of $A$ form a complete orthonormal basis.

Theorem 7.2. Suppose that a directed graph with $n$ vertices has Laplacian $Q$ such that $Q Q^{T}=Q^{T} Q$ and that all the eigenvalues of $Q$ except 0 are contained in an ellipse with center $\delta>0$, foci $\delta \pm \gamma, \gamma>0$, and semi-major axis of length $\alpha$, where $\gamma<\alpha<\delta$. If $m$ is the least integer such that

$$
\frac{T_{m}\left(\frac{\alpha}{\gamma}\right)}{T_{m}\left(\frac{\alpha}{\delta}\right)}<\frac{1}{n-1}
$$

then $D(G) \leq m$. Furthermore, suppose that all of the eigenvalues of $Q$ except 0 are contained in an ellipse with center $\delta>0$, foci $\delta \pm i \gamma, \gamma>0$, and semi-major axis of length $\alpha, \gamma<\alpha<\sqrt{\delta^{2}+\gamma^{2}}$. If $m$ is the least even integer such that

$$
\frac{T_{m}\left(\frac{\alpha}{\gamma}\right)}{T_{m}\left(\sqrt{1+\left(\frac{\delta}{\gamma}\right)^{2}}\right)}<\frac{1}{n-1}
$$

then $D(G) \leq m$.

Proof. The proof relies on the remarks of $\S 4$ and is similar to the proof of Theorem 5.3. We leave it to the reader.

The following lemma may be of some use in estimating the diameter of directed graphs in conjunction with Theorem 7.2.

Lemma 7.3. Let $Q$ be the Laplacian of a connected directed graph with in-degree equal to out-degree. Then the eigenvalues of $Q$ lie in a disk of radius $\Delta=\max \{d(u) \mid u \in$ $G\}$ with center at $\Delta$. There is exactly one zero eigenvalue. Furthermore, if there are $k>1$ eigenvalues on the boundary of the disk $|z-\Delta|=\Delta$, then these eigenvalues have the form $\left(1-e^{(2 \pi m / k) i}\right) \Delta$, and $G$ is $k$-partite.

Proof. That the eigenvalues $\lambda$ satisfy $|\lambda-\Delta| \leq \Delta$ follows from the Gershgorin theorem. Now consider the nonnegative matrix $B=\Delta I-Q$. The Perron-Frobenius theorem yields the result.
8. Estimating the ellipse which encloses the eigenvalues of a real normal matrix. It is easy to recognize when Theorem 7.2 applies. For example, if $\Gamma$ is a group and $\Delta=\left\{\delta_{1}, \delta_{2}, \ldots, \delta_{d}\right\}$ are generators, the Cayley graph $G(\Gamma, \Delta)$ has a normal adjacency matrix if and only if, for each $g \in \Gamma$, the number of solutions ( $\delta_{i}, \delta_{j}$ ) to $\delta_{i} g=\delta_{j}$ is the same as the number of solutions $\left(\delta_{i}, \delta_{j}\right)$ to $g \delta_{i}=\delta_{j}$. Thus, if $\Gamma$ is abelian, $Q$ is normal. We need a method for finding the ellipse in Theorem 7.2.

Suppose that the eigenvalues of $Q$ are known. There are an infinite number of ellipses symmetric with respect to the real axis that enclose the nonzero eigenvalues of $Q$ and exclude zero. We would like to choose the ellipse that minimizes $m$ in Theorem 7.2. Equivalently, given any $m$, we would like to find the ellipse that minimizes the bounds in Theorem 7.2. To our knowledge, this problem is unsolved. However, a related problem has been solved and may be useful. Using the definition $T_{m}(z)=$ $\cosh \left(n \cosh ^{-1}(z)\right)$ and making use of the formula $\cosh ^{-1}(z)=\ln \left(z+\left(z^{2}-1\right)^{1 / 2}\right)$, we may write $g(z)=z+\sqrt{z^{2}-1}, f(z)=z+\sqrt{z^{2}+1}$, and

$$
\frac{T_{m}\left(\frac{\alpha}{\gamma}\right)}{T_{m}\left(\frac{\delta}{\gamma}\right)}=\left(\frac{\alpha+\sqrt{\alpha^{2}-\gamma^{2}}}{\delta+\sqrt{\delta^{2}+\gamma^{2}}}\right)^{m}\left(\frac{1+g\left(\frac{\alpha}{\gamma}\right)^{-2 m}}{1+g\left(\frac{\delta}{\gamma}\right)^{-2 m}}\right)
$$

for the case of real foci, and

$$
\frac{T_{m}\left(\frac{\alpha}{\gamma}\right)}{T_{m}\left(\frac{\sqrt{\delta^{2}+\gamma^{2}}}{\gamma}\right)}=\left(\frac{\alpha+\sqrt{\alpha^{2}-\gamma^{2}}}{\delta+\sqrt{\delta^{2}+\gamma^{2}}}\right)^{m}\left(\frac{1+g\left(\frac{\alpha}{\gamma}\right)^{-2 m}}{1+f\left(\frac{\delta}{\gamma}\right)^{-2 m}}\right)
$$

for complex foci and $m$ even.
The second term in each expression is bounded by 2 and rapidly approaches $L$ for large $m$. The problem of finding the ellipse symmetric with respect to the real axis that encloses a given set of points and excludes zero that minimizes the first term in the above expression is solved in Manteuffel [10]. The solution depends only on the convex hull of the nonzero spectrum of $Q$. If the best such ellipse has real foci, then the smallest $m$ that satisfies

$$
\frac{T_{m}\left(\frac{\alpha}{\gamma}\right)}{T_{m}\left(\frac{\delta}{\gamma}\right)}<\frac{1}{n-1}
$$

can be found. If the best such ellipse has complex foci, then the smallest even $m$ that satisfies

$$
\frac{T_{m}\left(\frac{\alpha}{\gamma}\right)}{T_{m}\left(\frac{\left(\delta^{2}+\gamma^{2}\right)^{1 / 2}}{\gamma}\right)}<\frac{1}{n-1}
$$

can be found. Application of Theorem 7.2 then yields the bound $D(G) \leq m$.
9. Estimating the spectrum of $\boldsymbol{Q}$. The theorems in the above sections require knowledge of the extremal eigenvalues of $Q$. If the eigenvalues of $Q$ are not known, they can be computed by a variety of methods. If the dimension of $Q$ is not too large, good algorithms exist for computing the entire spectrum. If the dimension is large, it may be more practical to estimate the extremal eigenvalues by iterative methods. If systems of the type $(\lambda I-Q) x=y$ are easily solved, then inverse iteration may be employed (cf. Wilkinson [17]). If not, then methods based upon taking orthogonal sections of $Q$ may be used, for example, the Lanczos algorithm (cf. [8]). These methods only require repeated matrix vector multiplication.

Suppose that $Q$ is symmetric. The Lanczos algorithm requires an initial vector, say $r$, and iteratively forms a tridiagonal matrix $T_{k}$ that is the orthogonal section of $Q$ onto the Krylov subspace $K_{k}(r, Q)=s p\left\{r, Q r, \ldots, Q^{k-1} r\right\}$. The eigenvalues of $T_{k}$ yield good approximations to the extremal eigenvalues of $Q$. If $r$ is chosen to be orthogonal to the null vector $u_{1}$, then the extremal eigenvalues of $T_{k}$ approximate $\lambda_{2}$ and $\lambda_{n}$. Estimates of the rate of convergence are available [4].

If $Q$ is nonsymmetric then Arnoldi's method [15], [2] yields an upper Hessenberg matrix $H_{k}$ instead of $T_{k}$ as the orthogonal section of $Q$ onto the $\operatorname{Krylov}$ space $K_{k}(r, Q)$. The eigenvalues of $H_{k}$ again yield approximations to the extremal eigenvalues of $Q$. In this case, however, the convex hull of the spectrum of $H_{k}$ approximates the convex hull of the spectrum of $Q$. Again, if $r$ is chosen orthogonal to $u_{1}$, the approximations ignore the zero eigenvalue. If $Q$ is normal, the only case in which we seek the spectrum of a nonsymmetric $Q$, the procedure yields good approximations. The adaptive methods described in [11] simultaneously find the eigenvalues and the optimal ellipse.

For general $Q$, we are limited to Theorem 6.2. This requires $\mu=\|Q\|$, which can be computed by applying the Lanczos procedure on $Q^{T} Q$ to find $\mu^{2}=\left\|Q Q^{T} Q\right\|$. The value $\sigma=\lambda_{2}\left(Q_{S}\right)$ can also be approximated by the Lanczos procedure applied to $Q_{S}$.
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# RANDOM RESOURCE ALLOCATION GRAPHS AND THE PROBABILITY OF DEADLOCK* 
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#### Abstract

Resource allocation graphs are directed bipartite graphs satisfying certain constraints. The two partitions of the vertex set correspond to the processes and resources of a multiprogramming computer system, and the edges indicate resource allocations and requests. When all the resources are distinguishable, existence of a cycle in such a graph is equivalent to deadlock in the system. The main results here are exact and asymptotic formulas for the number of resource allocation graphs and acyclic resource allocation graphs with $m$ processes, $n$ allocated resources, and $q$ edges. If a uniform probability distribution is taken on such graphs, then the proportion of blocked processes, $(q-n) / m$, determines the asymptotic behavior of the probability of deadlock: If $(q-n) / m \rightarrow 0$, then the probability of deadlock is asymptotic to 0 , and if $(q-n) / m \rightarrow \alpha>0$, then the probability is asymptotic to a positive value. Similar formulas are also given in terms of $m$ and $n$ only.
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1. Introduction. Resource allocation graphs are directed bipartite graphs that describe the state of a multiprocessing computer system. The two partitions of the vertex set, $P$ and $R$, are called the processes and the resources, respectively. In this paper we assume that all resources are distinguishable; a more general model would allow several instances of a resource type. An edge from a resource to a process indicates that the resource is allocated to the process. An edge from a process to a resource indicates that the process has requested but not yet received the resource, i.e., it is blocked. This occurs when the resource is already allocated to another process. For example, in Fig. 1, $r_{1}$ is allocated to $p_{2}$ and $r_{2}$ is allocated to $p_{1}$, but $p_{1}$ is blocked. We assume that processes request resources one at a time. Again, this restriction could be relaxed.

With this interpretation, it is easily seen that a resource allocation graph must satisfy the following conditions:

1. Every process has outdegree at most 1. (Once a process is blocked, it cannot make any more requests.)
2. Every resource has outdegree at most 1. (A resource cannot be shared.)
3. If ( $p, r$ ) is an edge of the graph for some $p \in P$ and $r \in R$, then there must be an edge $(r, q)$ for some $q \neq p$. (If a resource is requested by a process and it is not already allocated, then the request must be granted.)

Conversely, any directed bipartite graph satisfying these conditions corresponds to a possible state of a multiprocessing system. Thus we take as our definition of resource allocation graph a triple $\langle P, R, E\rangle$, where $P$ and $R$ are disjoint sets and $E \subset P \times R \cup R \times P$ is a set of edges satisfying conditions 1-3.

A cycle in a resource allocation graph is a sequence $p_{1}, r_{1}, p_{2}, r_{2}, \ldots, p_{k}, r_{k}$, where $\left\{p_{1}, \ldots, p_{k}\right\} \subseteq P,\left\{r_{1}, \ldots, r_{k}\right\} \subseteq R$, and $\left\{\left(p_{1}, r_{1}\right),\left(r_{1}, p_{2}\right),\left(p_{2}, r_{2}\right), \ldots,\left(p_{k}, r_{k}\right)\right.$, $\left.\left(r_{k}, p_{1}\right)\right\} \subseteq E$. When there is a single instance of each resource type, existence of
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Fig. 1
a cycle is equivalent to the condition of deadlock: the processes in the cycle are blocking each other indefinitely. In the example of Fig. 1, if $p_{2}$ requests $r_{2}$, then $p_{1}$ and $p_{2}$ will be deadlocked.

Deadlock is a situation of considerable practical importance, and it is expected that it will become even more pervasive as parallel computation and dynamic resource allocation become more prevalent. Hofri [6] has written an annotated bibliography that lists over 150 papers on deadlock, most of them describing ways of dealing with deadlock. The two main approaches are: ensuring that it does not occur, or detecting and recovering from it when it does occur. Either scheme is costly to implement, as are the many variations that have been proposed.

Because of the difficulty of knowing when deadlock occurs, it would be desirable to have some means of estimating the likelihood or frequency of deadlock. This could help in determining the method used to handle deadlock, for example, deciding how often a deadlock detection algorithm should be invoked. The results of this paper show that the probability of deadlock is approximated by a simple function of certain easily measurable parameters of the system. Of course, this depends on the probability distribution of random resource allocation graphs. Since our aims are rather general and theoretical, we assume all resources have equal probabilities of being requested or allocated. Nevertheless, we believe that the techniques can be extended to more complex models of random resource allocation graphs, where the probability distributions need not be uniform.

The theory of random graphs, initiated by Erdös and Rényi [3], suggests several models for random structures. The most widely used, the independent edge probability model, is not appropriate because the edges in a resource allocation graph are not independent of each other (see conditions 1-3, above). A better model is obtained by considering a uniform distribution on all resource allocation graphs with a given number of processes, resources, and edges, i.e., resource requests either granted but not yet released, or not yet granted. However, this allows for the possibility of unallocated, i.e., isolated, resources. As will be seen, this complicates the analysis of the asymptotics.

The more tractable model that we concentrate on uses a uniform distribution on resource allocation graphs with $m$ processes, $n$ allocated resources, and $q$ edges. The intent is that these three parameters characterize the "load" on the system, or its level of activity. Also, they are easily measurable in actual systems.

Our main results are exact and asymptotic formulas for the number of acyclic, i.e., deadlock free, resource allocation graphs, and the number of resource allocation graphs, in terms of $m, n$, and $q$. They imply, not surprisingly, that the proportion of blocked processes $(q-n) / m$ determines the asymptotic behavior of the probability of
deadlock. That is, if $(q-n) / m \rightarrow 0$, then the probability of deadlock is asymptotic to 0 , and if $(q-n) / m \rightarrow \alpha>0$, then the probability is asymptotic to a positive value.

Further, with certain constraints on the growth rates of $m, n$, and $q$, the probability of deadlock is asymptotic to $(q-n)^{2} / 2 m^{2}$. Then, if the following assumptions are made, the expected time until deadlock is $\Theta\left(m^{2} /(q-n)^{2}\right)$. First, the system is a Markov chain. That is, the future evolution of the resource allocation graph depends only on its current configuration. Second, after a brief time, the probability distribution is close to its limiting distribution. That is, the information about its initial configuration is quickly lost. This is similar to many examples in statistical mechanics, where systems of interacting particles are studied. If the transition probabilities are too complex or not even known, then some limiting distribution is assumed. Even with such simplifications, there can be close agreement with observed macroscopic phenomena, and useful predictions can be made.

There are obvious analogies to the theory of random graphs. In particular, in [3] it was shown that for a random graph with $n$ vertices and $q$ edges, the asymptotic probability of existence of a cycle is 0 if and only if the asymptotic value of $q / n$ is 0 . In particular, if $q / n \geq 1 / 2$, then the asymptotic probability is 1 . Here, of course, the rules of evolution are quite simple: at each step, an edge is added with a uniform probability distribution.
2. Main results. In this section, we state and prove results about resource allocation graphs $\langle P, R, E\rangle$ with a given number of processes, allocated resources, and edges. We assume that there are no free resources. In $\S 3$, we derive analogous results for resource allocation graphs with a given number of processes and resources. In that case, we are able to find simple asymptotic expressions even when free resources are allowed.

For natural numbers $m, n$, and $q$, let

$$
a(m, n, q)=\text { the number of acyclic resource allocation graphs with }
$$

$$
|P|=m,|R|=n, \text { and }|E|=q ;
$$

$g(m, n, q)=$ the number of resource allocation graphs with
$|P|=m,|R|=n$, and $|E|=q$; and
$p(m, n, q)=1-\frac{a(m, n, q)}{g(m, n, q)}$, the probability of deadlock for a randomly selected
resource allocation graph with $|P|=m,|R|=n$, and $|E|=q$.
The proofs of the exact formulas for these functions use generating functions and formal power series techniques. A thorough exposition of these methods can be found in Goulden and Jackson [5]. Austin [1] and Scoins [7] used a similar approach to count the number of $m \times n$ bipartite trees.

It will be helpful to define some special kinds of directed bipartite graphs. A bipartite tree is an acyclic, connected bipartite graph. For every bipartite tree, there is a unique vertex of outdegree 0 , which is called the root. All the other vertices are directed toward the root. If the root is in $P$, the tree is said to be a $P$-tree; otherwise it is an $R$-tree. A $P$-forest (respectively, $R$-forest) is a set of $P$-trees (respectively, $R$-trees). A bipartite cycle is a connected bipartite graph such that every vertex has indegree 1 and outdegree 1 .

Let

$$
t(m, n, q)=\text { the number of } P \text {-trees with }|P|=m,|R|=n \text {, and }|E|=q ;
$$

$u(m, n, q)=$ the number of $R$-trees with $|P|=m,|R|=n$, and $|E|=q$; and
$c(m, n, q)=$ the number of bipartite cycles with $|P|=m,|R|=n$, and $|E|=q$.
Let

$$
G(x, y, z)=\sum_{m, n, q} \frac{g(m, n, q)}{m!n!} x^{m} y^{n} z^{q}
$$

and $T(x, y, z), U(x, y, z)$, and $C(x, y, z)$ be the corresponding generating functions for $t, u$, and $c$, respectively. The generating functions are exponential with respect to processes and resources because they are labeled, but ordinary with respect to edges because they are not.

Lemma 2.1. We have

$$
\begin{align*}
& T(x, y, z)=x e^{z U(x, y, z)}  \tag{2.1}\\
& U(x, y, z)=y e^{z T(x, y, z)} \tag{2.2}
\end{align*}
$$

Proof. We prove only (2.1); the proof of (2.2) is symmetric. We use a variation of the labeled branch decomposition for trees ( $[5, \S 3.3 .9]$ ). Every $P$-tree can be decomposed into the root $r, j R$-trees for some $j \geq 0$, and $j$ edges from the roots of the $R$-trees to $r$. For fixed $j$, the generating function for this set is

$$
\frac{x U(x, y, z)^{j} z^{j}}{j!}
$$

Summing over $j$ gives us (2.1).
Lemma 2.2. We have

$$
C(x, y, z)=\log \left(\left(1-x y z^{2}\right)^{-1}\right)
$$

Proof. It is evident that

$$
c(m, n, q)= \begin{cases}(m-1)!m! & \text { if } n=m \text { and } q=2 m \\ 0 & \text { otherwise }\end{cases}
$$

The lemma follows immediately.
Lemma 2.3. We have

$$
G(x, y, z)=\left(1-T(x, y, z) U(x, y, z) z^{2}\right)^{-1} \exp \left(T(x, y, z)-T(x, y, z) U(x, y, z) z^{2}\right)
$$

Proof. Every connected resource allocation graph is either a $P$-tree (as in Fig. 2(a)), or it consists of a bipartite cycle of length at least 4 incident with bipartite trees such that the root of each tree is the only vertex in common with the cycle (as in Fig. 2(b)), or it is an isolated resource. Since we are counting only allocated resources, the third case can be ignored. The generating function for the set of connected resource allocation graphs containing a bipartite cycle of length $2 m$ is

$$
\frac{c(m, m, 2 m) T(x, y, z)^{m} U(x, y, z)^{m} z^{2 m}}{(m!)^{2}}
$$

Summing over $m, C(T(x, y, z), U(x, y, z), z)-T(x, y, z) U(x, y, z) z^{2}$ is the generating function for the set of connected resource allocation graphs with a cycle of length
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at least 4. Adding to this function the generating function $T(x, y, z)$ of $P$-trees, we obtain $H(x, y, z)$, the generating function of all connected resource allocation graphs, with no isolated resources.

Lemma 2.3 then follows from Lemma 2.2 and a standard counting trick ([5, Lemma 3.2.16]) based on the decomposition of resource allocation graphs into components that shows that

$$
G(x, y, z)=\exp (H(x, y, z)) .
$$

Theorem 2.4. We have

$$
a(m, n, q)=\binom{m-1}{q-n} m^{n} n^{q-n} .
$$

Proof. If an acyclic resource allocation graph has $m$ processes, $n$ resources (none of which are free), and $q$ edges, then it has $m+n-q$ components. The generating function for the set of acyclic resource allocation graphs with $c$ components is $T(x, y, z)^{c} / c!$, and therefore

$$
a(m, n, q)=\left[\frac{x^{m} y^{n} z^{q}}{m!n!}\right] \frac{T(x, y, z)^{m+n-q}}{(m+n-q)!} .
$$

We evaluate this by using the multivariate Lagrange inversion theorem ([5, Thm. 1.2.9]). It is applied to the following formal power series in the ring $R[[x, y]]$, where $R=\mathbb{Z}[z]$ :

$$
\begin{array}{ll}
f(x, y)=x^{m+n-q}, & \\
\phi_{1}(x, y)=e^{z y}, & \phi_{2}(x, y)=e^{z x}, \\
w_{1}(x, y)=T(x, y, z), & w_{2}(x, y)=U(x, y, z) .
\end{array}
$$

By Lemma 2.1,

$$
w_{1}=x \phi_{1}\left(w_{1}, w_{2}\right) \quad \text { and } \quad w_{2}=y \phi_{2}\left(w_{1}, w_{2}\right) .
$$

Therefore, by the multivariate Lagrange inversion theorem,

$$
\begin{aligned}
& {\left[x^{m} y^{n}\right] f\left(w_{1}, w_{2}\right)} \\
& =\left[x^{m} y^{n}\right]\left\{f(x, y) \phi_{1}(x, y)^{m} \phi_{2}(x, y)^{n}\left\|\begin{array}{rc}
1-\frac{x}{\phi_{1}(x, y)} & \frac{\partial \phi_{1}(x, y)}{\partial x} \\
-\frac{x}{\phi_{2}(x, y)} & -\frac{y}{\phi_{1}(x, y)} \frac{\partial \phi_{1}(x, y)}{\partial y} \\
\partial x & 1-\frac{y}{\phi_{2}(x, y)} \frac{\partial \phi_{2}(x, y)}{\partial y}
\end{array}\right\|\right\}
\end{aligned}
$$

That is,

$$
\begin{aligned}
{\left[x^{m} y^{n}\right] T(x, y, z)^{m+n-q} } & =\left[x^{m} y^{n}\right]\left\{x^{m+n-q} e^{m z y} e^{n z x}\left(1-x y z^{2}\right)\right\} \\
& =\frac{m^{n} n^{q-n}}{n!(q-n)!} z^{q}-\frac{m^{n-1} n^{q-n-1}}{(n-1)!(q-n-1)!} z^{q} \\
& =\frac{m^{n-1} n^{q-n}(m+n-q)}{n!(q-n)!} z^{q} .
\end{aligned}
$$

Therefore

$$
a(m, n, q)=\binom{m}{q-n} m^{n-1} n^{q-n}(m+n-q)
$$

and the theorem follows.
Theorem 2.5. We have

$$
g(m, n, q)=\binom{m}{q-n} m^{n} n^{q-n} \sum_{i}\binom{n}{i}\binom{q-n}{i} i!(-m n)^{-i}
$$

Proof. Since

$$
g(m, n, q)=\left[\frac{x^{m} y^{n} z^{q}}{m!n!}\right] G(x, y, z)
$$

by Lemma 2.3 we can use the multivariate Lagrange inversion theorem with

$$
f(x, y)=\left(1-x y z^{2}\right)^{-1} e^{x-x y z^{2}}
$$

Proceeding as before, we have

$$
\begin{aligned}
{\left[x^{m} y^{n}\right] G(x, y, z) } & =\left[x^{m} y^{n}\right]\left\{e^{x-x y z^{2}} e^{m z y} e^{n z x}\right\} \\
& =\left[x^{m} y^{n}\right]\left\{e^{-x y z^{2}} e^{m z y} e^{(n z+1) x}\right\} \\
& =\sum_{i=0}^{\min (m, n)} \frac{(-1)^{i} m^{n-i}(n z+1)^{m-i}}{i!(n-i)!(m-i)!} z^{n+i} .
\end{aligned}
$$

Therefore

$$
g(m, n, q)=\frac{m!n!}{(m+n-q)!} \sum_{i=0}^{\min (n, q-n)} \frac{(-1)^{i} m^{n-i} n^{q-n-i}}{i!(n-i)!(q-n-i)!}
$$

and the theorem follows.
The asymptotic behavior of $g(m, n, q)$ breaks down into three cases: $n$ bounded, $q<2 n$ as $n \rightarrow \infty$, and $q \geq 2 n$ as $n \rightarrow \infty$. Our methods are elementary. The survey by Bender [2] covers most of the ideas used here.

Theorem 2.6. If $n$ is bounded as $m \rightarrow \infty$, then

$$
g(m, n, q) \sim\binom{m}{q-n} m^{n} n^{q-n}\left(1-\frac{q}{m n}\right)^{n} .
$$

Proof. By Theorem 2.5,

$$
\begin{equation*}
g(m, n, q)=\binom{m}{q-n} m^{n} n^{q-n} \sum_{i=0}^{\min (n, q-n)}\binom{n}{i} \frac{(q-n)!(-m n)^{-i}}{(q-n-i)!} \tag{2.3}
\end{equation*}
$$

Since $n$ is bounded, for $i \leq n$ we have

$$
\frac{(q-n)!}{(m n)^{i}(q-n-i)!}=\left(\frac{q}{m n}\right)^{i}+O\left(\frac{1}{m}\right) .
$$

If $q<2 n$, then the sum in (2.3) is asymptotic to 1 , and the theorem follows. Thus let us assume $q \geq 2 n$. Then

$$
g(m, n, q)=\binom{m}{q-n} m^{n} n^{q-n}\left(1-\frac{q}{m n}\right)^{n}\left(1+O\left(\frac{1}{m}\right)\right),
$$

and again the theorem follows.
Corollary 2.7. If $n \geq 2$ is bounded as $m \rightarrow \infty$, then

$$
p(m, n, q)=\left(\frac{n-1}{2 n}\right)\left(\frac{q}{m}\right)^{2}+O\left(\left(\frac{q}{m}\right)^{3}\right)+O\left(\frac{1}{m}\right)
$$

Proof. From the proof of Theorem 2.6,

$$
g(m, n, q)=\binom{m}{q-n} m^{n} n^{q-n}\left(1-\frac{q}{m n}\right)^{n}\left(1+O\left(\frac{1}{m}\right)\right) .
$$

Along with Theorem 2.4, this implies that

$$
\frac{a(m, n, q)}{g(m, n, q)}=\left(1-\frac{q}{m}+\frac{n}{m}\right)\left(1-\frac{q}{m n}\right)^{-n}\left(1+O\left(\frac{1}{m}\right)\right)
$$

Now $q \leq m+n$, and for large enough $m, m+n \leq .9 m n$, i.e., $q /(m n)$ is uniformly bounded away from 1. Therefore

$$
\left(1-\frac{q}{m n}\right)^{-n}=1+\frac{q}{m}+\frac{(n+1) q^{2}}{2 m^{2} n}+O\left(\left(\frac{q}{m}\right)^{3}\right)
$$

and we have

$$
\begin{aligned}
p(m, n, q)= & 1-\left(1-\frac{q}{m}+\frac{n}{m}\right)\left(1+\frac{q}{m}+\left(\frac{n+1}{2 n}\right)\left(\frac{q}{m}\right)^{2}\right. \\
& \left.+O\left(\left(\frac{q}{m}\right)^{3}\right)+O\left(\frac{1}{m}\right)\right) \\
= & \left(\frac{n-1}{2 n}\right)\left(\frac{q}{m}\right)^{2}+O\left(\left(\frac{q}{m}\right)^{3}\right)+O\left(\frac{1}{m}\right)
\end{aligned}
$$

Theorem 2.8. (a) If $q<2 n$ as $n \rightarrow \infty$, then

$$
g(m, n, q) \sim\binom{m}{q-n} m^{2 n-q}(m n-n)^{q-n}
$$

(b) If $q \geq 2 n$ as $n \rightarrow \infty$, then

$$
g(m, n, q) \sim\binom{m}{q-n} n^{q-2 n}(m n+n-q)^{n} .
$$

Proof. (a) Consider $q<2 n$ as $n \rightarrow \infty$. By Theorem 2.5,

$$
g(m, n, q)=\binom{m}{q-n} m^{2 n-q} \sum_{i}\binom{q-n}{i} \frac{(-1)^{i}(m n)^{q-n-i} n!}{(n-i)!}
$$

The absolute value of the ratio of consecutive terms in the sum is

$$
\begin{aligned}
\frac{(m n)^{q-n-i-1}}{(i+1)!(q-n-i-1)!(n-i-1)!} / \frac{(m n)^{q-n-i}}{i!(q-n-i)!(n-i)!} & =\frac{(q-n-i)(n-i)}{m n(i+1)} \\
& \leq \frac{q-n}{m(i+1)} \\
& \leq \frac{1}{i+1}
\end{aligned}
$$

Thus the terms in the sum for $i \geq n^{1 / 3}$ are negligible. Using Stirling's formula to approximate the terms when $i<n^{1 / 3}$,

$$
\begin{aligned}
\frac{n!}{(n-i)!} & =\left(\frac{2 \pi n}{2 \pi(n-i)}\right)^{1 / 2} \frac{n^{n} e^{-n}}{(n-i)^{n-i} e^{i-n}}\left(1+O\left(\frac{1}{n}\right)\right) \\
& =n^{i}\left(1+\frac{i}{n-i}\right)^{n-i} e^{-i}\left(1+O\left(\frac{1}{n}\right)\right) \\
& =n^{i} e^{-i^{2} /(2(n-i))+O\left(i^{3} /(n-i)^{2}\right)}\left(1+O\left(\frac{1}{n}\right)\right) \\
& =n^{i}\left(1+O\left(\frac{1}{n^{1 / 3}}\right)\right) .
\end{aligned}
$$

Again because the terms in the following sum are negligible for $i \geq n^{1 / 3}$,

$$
\begin{aligned}
g(m, n, q) & \sim\binom{m}{q-n} m^{2 n-q} \sum_{i=0}^{q-n}\binom{q-n}{i}(m n)^{q-n-i}(-n)^{i} \\
& =\binom{m}{q-n} m^{2 n-q}(m n-n)^{q-n}
\end{aligned}
$$

(b) For $q \geq 2 n$ we write

$$
g(m, n, q)=\binom{m}{q-n} n^{q-2 n} \sum_{i}\binom{n}{i} \frac{(-1)^{i}(m n)^{n-i}(q-n)!}{(q-n-i)!} .
$$

As before,

$$
\frac{(m n)^{n-i-1}}{(i+1)!(n-i-1)!(q-n-i-1)!} / \frac{(m n)^{n-i}}{i!(n-i)!(q-n-i)!} \leq \frac{1}{i+1}
$$

and when $i<n^{1 / 3}$,

$$
\begin{aligned}
\frac{(q-n)!}{(q-n-i)!} & =\left(\frac{2 \pi(q-n)}{2 \pi(q-n-i)}\right)^{1 / 2} \frac{(q-n)^{q-n} e^{n-q}}{(q-n-i)^{q-n-i} e^{n+i-q}}\left(1+O\left(\frac{1}{q-n}\right)\right) \\
& =(q-n)^{i}\left(1+\frac{i}{q-n-i}\right)^{q-n-i} e^{-i}\left(1+O\left(\frac{1}{n}\right)\right) \\
& =(q-n)^{i} e^{-i^{2} /(2(q-n-i))+O\left(i^{3} /(q-n-i)^{2}\right)}\left(1+O\left(\frac{1}{n}\right)\right) \\
& =(q-n)^{i}\left(1+O\left(\frac{1}{n^{1 / 3}}\right)\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
g(m, n, q) & \sim\binom{m}{q-n} n^{q-2 n} \sum_{i=0}^{n}\binom{n}{i}(m n)^{n-i}(n-q)^{i} \\
& =\binom{m}{q-n} n^{q-2 n}(m n+n-q)^{n} .
\end{aligned}
$$

Corollary 2.9. If $n \rightarrow \infty$, then

$$
p(m, n, q)=1-\left(1-\frac{q-n}{m}\right) e^{(q-n) / m}+O\left(\frac{1}{m}\right)+O\left(\frac{1}{n^{1 / 3}}\right)
$$

Proof. We assume $q<2 n$; the case when $q \geq 2 n$ can be handled similarly. The proof of Theorem 2.8 shows that

$$
g(m, n, q)=\binom{m}{q-n} m^{n} n^{q-n}\left(1-\frac{1}{m}\right)^{q-n}\left(1+O\left(\frac{1}{n^{1 / 3}}\right)\right)
$$

and therefore

$$
\begin{aligned}
\frac{a(m, n, q)}{g(m, n, q)} & =\left(1-\frac{q-n}{m}\right)\left(1-\frac{1}{m}\right)^{-(q-n)}\left(1+O\left(\frac{1}{n^{1 / 3}}\right)\right) \\
& =\left(1-\frac{q-n}{m}\right) e^{(q-n) / m+O\left((q-n) / m^{2}\right)}\left(1+O\left(\frac{1}{n^{1 / 3}}\right)\right) \\
& =\left(1-\frac{q-n}{m}\right) e^{(q-n) / m}\left(1+O\left(\frac{1}{m}\right)+O\left(\frac{1}{n^{1 / 3}}\right)\right),
\end{aligned}
$$

since $q \leq m+n$. So

$$
p(m, n, q)=1-\left(1-\frac{q-n}{m}\right) e^{(q-n) / m}+O\left(\frac{1}{m}\right)+O\left(\frac{1}{n^{1 / 3}}\right)
$$

Corollary 2.10. If $(q-n) / m=o(1)$, then

$$
\lim _{m \rightarrow \infty} p(m, n, q)=0
$$

If $\lim _{m+n \rightarrow \infty}(q-n) / m=\alpha$ for some $\alpha>0$, then

$$
\lim _{m+n \rightarrow \infty} p(m, n, q)=\beta
$$

for some $\beta>0$. In particular,

$$
\beta= \begin{cases}\frac{n-1}{2 n} \alpha^{2}+O\left(\alpha^{3}\right) & \text { if } n \text { is bounded }, \\ 1-(1-\alpha) e^{\alpha} & \text { if } n \rightarrow \infty .\end{cases}
$$

3. Graphs with a specified number of processes and resources. We first study the case when all resources are allocated. As we would expect, there are many similarities to $\S 2$, and we do not give all the details of the proofs.

Let
$a(m, n)=$ the number of acyclic resource allocation graphs,
$g(m, n)=$ the number of resource allocation graphs,
$p(m, n)=1-\frac{a(m, n)}{g(m, n)}$, the probability of deadlock for a randomly selected resource allocation graph,
$t(m, n)=$ the number of $P$-trees,
$u(m, n)=$ the number of $R$-trees, and
$c(m, n)=$ the number of bipartite cycles,
where $|P|=m$ and $|R|=n$, and let $G(x, y), T(x, y), U(x, y)$, and $C(x, y)$ be the associated exponential generating functions.

Lemma 3.1. We have

$$
\begin{aligned}
& T(x, y)=x e^{U(x, y)} \\
& U(x, y)=y e^{T(x, y)} \\
& C(x, y)=\log \left((1-x y)^{-1}\right) \\
& G(x, y)=(1-T(x, y) U(x, y))^{-1} \exp (T(x, y)-T(x, y) U(x, y))
\end{aligned}
$$

Theorem 3.2. $a(m, n)=m^{n}(n+1)^{m-1}$.
Proof. The proof is analogous to the proof of Theorem 2.4. We work in the ring $R[[x, y]]$, where $R=\mathbb{Z}$. Let

$$
\begin{array}{ll}
f(x, y)=e^{x}, & \\
\phi_{1}(x, y)=e^{y}, & \phi_{2}(x, y)=e^{x} \\
w_{1}(x, y)=T(x, y), & w_{2}(x, y)=U(x, y)
\end{array}
$$

Applying the multivariate Lagrange inversion theorem,

$$
\begin{aligned}
{\left[x^{m} y^{n}\right] e^{T(x, y)} } & =\left[x^{m} y^{n}\right]\left\{e^{x} e^{m y} e^{n x}\left\|\begin{array}{rr}
1-\frac{x}{e^{y}} \frac{\partial e^{y}}{\partial x} & -\frac{y}{e^{y}} \frac{\partial e^{y}}{\partial y^{x}} \\
-\frac{x}{e^{x}} \frac{\partial e^{x}}{\partial x} & 1-\frac{y}{e^{x}} \frac{\partial e^{x}}{\partial y}
\end{array}\right\|\right\} \\
& =\left[x^{m} y^{n}\right]\left\{e^{m y} e^{(n+1) x}(1-x y)\right\} \\
& =\frac{m^{n}(n+1)^{m}}{n!m!}-\frac{m^{n-1}(n+1)^{m-1}}{(n-1)!(m-1)!} \\
& =\frac{m^{n}(n+1)^{m-1}}{m!n!}
\end{aligned}
$$

and the theorem follows.
Theorem 3.3. We have

$$
g(m, n)=m^{n}(n+1)^{m} \sum_{i}\binom{m}{i}\binom{n}{i} i!(-m(n+1))^{-i}
$$

Proof. We use the multivariate Lagrange inversion theorem with

$$
f(x, y)=(1-x y)^{-1} e^{x-x y}
$$

Proceeding as in Theorem 2.5, we have

$$
\begin{aligned}
{\left[x^{m} y^{n}\right] G(x, y) } & =\left[x^{m} y^{n}\right]\left\{e^{x-x y} e^{m y} e^{n x}\right\} \\
& =\left[x^{m} y^{n}\right]\left\{e^{-x y} e^{m y} e^{(n+1) x}\right\} \\
& =\sum_{i=0}^{\min (m, n)} \frac{(-1)^{i} m^{n-i}(n+1)^{m-i}}{i!(n-i)!(m-i)!}
\end{aligned}
$$

and the theorem follows.
Theorem 3.4. (a) If $m$ is bounded as $n \rightarrow \infty$, then

$$
g(m, n) \sim\left(\frac{m-1}{m}\right)^{m} m^{n}(n+1)^{m}
$$

(b) If $n$ is bounded as $m \rightarrow \infty$, then

$$
g(m, n) \sim\left(\frac{n}{n+1}\right)^{n} m^{n}(n+1)^{m}
$$

(c) As $m, n \rightarrow \infty$,

$$
g(m, n) \sim e^{-1} m^{n}(n+1)^{m} .
$$

Proof. We consider two cases: $m \leq n$ and $m>n$. Part (a) of the theorem is subsumed by the first case, while part (b) is covered by the second. Part (c) is included in both cases, but they give the same asymptotic formula when $m, n \rightarrow \infty$.

By Theorem 3.3, if $m \leq n$, then

$$
g(m, n)=(n+1)^{m} m^{n-m} \sum_{i}\binom{m}{i} \frac{(-1)^{i} m^{m-i}(n+1)^{-i} n!}{(n-i)!} .
$$

For $i \leq n^{1 / 3}, n!/(n-i)!=n^{i}\left(1+O\left(n^{-1 / 3}\right)\right)$, and larger terms are negligible. Therefore

$$
\begin{aligned}
g(m, n) & \sim(n+1)^{m} m^{n-m} \sum_{i=0}^{m}\binom{m}{i}(-1)^{i} m^{m-i} \\
& =(n+1)^{m} m^{n-m}(m-1)^{m} \\
& \sim(n+1)^{m} m^{n} e^{-1} \quad \text { if } m \rightarrow \infty .
\end{aligned}
$$

The case $m>n$ is similar. $\quad$
Corollary 3.5. (a) If $m$ is bounded as $n \rightarrow \infty$, then

$$
p(m, n)=1-\left(\frac{m}{m-1}\right)^{m}\left(\frac{1+o(1)}{n}\right) .
$$

(b) If $n$ is bounded as $m \rightarrow \infty$, then

$$
p(m, n)=1-\left(\frac{n+1}{n}\right)^{n}\left(\frac{1+o(1)}{n+1}\right) .
$$

(c) As $m, n \rightarrow \infty$,

$$
p(m, n)=1-e\left(\frac{1+o(1)}{n}\right)
$$

These results imply that the probability of deadlock is high, even when $n \rightarrow \infty$. This may seem surprising, but an explanation is that most of the resource allocation graphs with $m$ processes and $n$ resources have a large number of edges, which makes deadlock very likely. As was shown in $\S 2$, the number of edges $q$ plays a critical role in determining the probability of deadlock. In most actual systems, deadlock does not occur with great frequency. This may be due to a relatively low number of resource requests compared to the number of processes and resources. Thus sparse resource allocation graphs would seem to be of particular practical importance.

We conclude with asymptotic formulas for the case when free resources are allowed. Let $g^{*}(m, n)$ and $a^{*}(m, n)$ be the number of resource allocation graphs, respectively, acyclic resource allocation graphs, with $m$ processes and $n$ resources. Again there are different cases depending on the relative growth rates of $m$ and $n$. First, however, we make a somewhat technical distinction between the cases $m \leq n /(3 \ln n)^{6}$ and $m>n /(3 \ln n)^{6}$.

Lemma 3.6. If $m \leq n /(3 \ln n)^{6}$ as $n \rightarrow \infty$, then

$$
a^{*}(m, n) \sim\left(\frac{m}{m+1}\right)^{m-1}(m+1)^{n}(n+1)^{m-1}
$$

Proof. By Theorem 3.2, we must approximate

$$
\begin{equation*}
\sum_{j}\binom{n}{j} m^{j}(j+1)^{m-1} \tag{3.1}
\end{equation*}
$$

The ratio of consecutive terms is

$$
\left(\frac{n-j}{j+1}\right) m\left(\frac{j+2}{j+1}\right)^{m-1}
$$

It is easy to see that the sequence of terms is unimodal, and if $j=m n /(m+1)$, the ratio is asymptotic to 1 . Thus let us sum over a new index $k=j-m n /(m+1)$, so that $k=0$ corresponds to the maximum term. Each term can then be written as

$$
\begin{align*}
m^{m n /(m+1)} & \left(\frac{m n}{m+1}+1\right)^{m-1}  \tag{3.2}\\
& \times\binom{ n}{m n /(m+1)+k} m^{k}\left(\frac{m n /(m+1)+1+k}{m n /(m+1)+1}\right)^{m-1}
\end{align*}
$$

The first two factors do not depend on $k$, and

$$
\left(\frac{m n}{m+1}+1\right)^{m-1} \sim\left(\frac{m}{m+1}\right)^{m-1}(n+1)^{m-1}
$$

We now examine the other factors. Using Stirling's formula,

$$
\begin{aligned}
&\left(\begin{array}{c}
n \\
\\
m n /(m+1)+k
\end{array}\right) \\
&=\left(\frac{n}{2 \pi(m n /(m+1)+k)(n /(m+1)-k)}\right)^{1 / 2} \\
& \times\left(\frac{n}{m n /(m+1)+k}\right)^{m n /(m+1)+k}\left(\frac{n}{n /(m+1)-k}\right)^{n /(m+1)-k} \\
& \times\left(1+O\left(\frac{1}{m n /(m+1)+k}+\frac{1}{n /(m+1)-k}\right)\right) \\
& \sim \frac{m+1}{(2 \pi m n)^{1 / 2}}\left[\left(\frac{m+1}{m}\right)\left(\frac{n}{n+(m+1) k / m}\right)\right]^{m n /(m+1)+k} \\
& \times\left[(m+1)\left(\frac{n}{n-(m+1) k}\right)\right]^{n /(m+1)-k} \\
&= \frac{m+1}{(2 \pi m n)^{1 / 2}}(m+1)^{n} m^{-m n /(m+1)-k} \\
& \times\left[\frac{1 f}{1+(m+1) k /(m n)}\right]^{m n /(m+1)+k}\left[\frac{1}{1-(m+1) k / n}\right]^{n /(m+1)-k}
\end{aligned}
$$

Now the first two factors above are independent of $k$, and $m^{-m n /(m+1)-k}$ cancels with other factors in (3.2). Approximating the bracketed terms above, we obtain

$$
\begin{aligned}
& \exp \left[\left(-\frac{(m+1) k}{m n}+\frac{1}{2}\left(\frac{(m+1) k}{m n}\right)^{2}+O\left(\left(\frac{(m+1) k}{m n}\right)^{3}\right)\right)(m n /(m+1)+k)\right] \\
& \quad \times \exp \left[\left(\frac{(m+1) k}{n}+\frac{1}{2}\left(\frac{(m+1) k}{n}\right)^{2}+O\left(\left(\frac{(m+1) k}{n}\right)^{3}\right)\right)(n /(m+1)-k)\right] \\
& =\exp \left[-k+\frac{(m+1) k^{2}}{2 m n}+O\left(\frac{(m+1)^{2} k^{3}}{(m n)^{2}}\right)-\frac{(m+1) k^{2}}{m n}+\frac{(m+1)^{2} k^{3}}{2(m n)^{2}}\right. \\
& \\
& \left.\quad+O\left(\frac{(m+1)^{3} k^{4}}{(m n)^{3}}\right)\right] \\
& \\
& \quad \times \exp \left[k+\frac{(m+1) k^{2}}{2 n}+O\left(\frac{(m+1)^{2} k^{3}}{n^{2}}\right)-\frac{(m+1) k^{2}}{n}-\frac{(m+1)^{2} k^{3}}{2 n^{2}}\right. \\
& \left.\quad+O\left(\frac{(m+1)^{3} k^{4}}{n^{3}}\right)\right] \\
& \sim \exp \left[-\frac{(m+1) k^{2}}{2 m n}-\frac{(m+1) k^{2}}{2}\right] \quad \text { if } k=o\left((n / m)^{2 / 3}\right) .
\end{aligned}
$$

Examining the last factor in (3.2), it equals

$$
\begin{aligned}
& \left(1+\frac{(m+1) k}{m n+m+1}\right)^{m-1} \\
& \quad=\exp \left[\frac{(m-1)(m+1) k}{m n+m+1}-\frac{(m-1)(m+1)^{2} k^{2}}{2(m n+m+1)^{2}}+O\left(\frac{(m-1)(m+1)^{3} k^{3}}{(m n+m+1)^{3}}\right)\right]
\end{aligned}
$$

$$
\sim 1 \quad \text { if } k=o(n / m) .
$$

Altogether, we have shown that each term (3.2) with $k=o\left((n / m)^{2 / 3}\right)$ is asymptotic
to

$$
\left(\frac{m}{m+1}\right)^{m-1}(m+1)^{n}(n+1)^{m-1} \frac{m+1}{(2 \pi m n)^{1 / 2}} \exp \left[-\frac{(m+1)^{2} k^{2}}{2 m n}\right]
$$

Also, it is evident that each factor $\exp \left[-(m+1)^{2} k^{2} /(2 m n)\right]$ with $k>(n / m)^{7 / 12}$ is $o\left(n^{-1}\right)$. That is, the sum of the terms in

$$
\sum_{k} \exp \left[-\frac{(m+1)^{2} k^{2}}{2 m n}\right] \quad \text { for } k>(n / m)^{7 / 12}
$$

is negligible. Thus the sum is asymptotic to

$$
\frac{(2 m n)^{1 / 2}}{m+1} \int_{-\infty}^{\infty} e^{-x^{2}} d x=\frac{(2 \pi m n)^{1 / 2}}{m+1}
$$

and

$$
a^{*}(m, n) \sim\left(\frac{m}{m+1}\right)^{m-1}(m+1)^{n}(n+1)^{m-1}
$$

Lemma 3.7. If $n /(3 \ln n)^{6}<m=o(n)$ as $n \rightarrow \infty$, then

$$
a^{*}(m, n) \sim\left(m+e^{-(m-1) /(n+1)}\right)^{n}(n+1)^{m-1}
$$

Proof. Changing the index in (3.1) to $k=n-j$, the ratio of consecutive terms is

$$
\left(\frac{n-k}{k+1}\right)\left(\frac{1}{m}\right)\left(\frac{n-k}{n-k+1}\right)^{m-1} \leq \frac{n}{(k+1) m}
$$

so the terms $k \geq m^{-2 / 3} n$ are negligible. Also,

$$
\begin{aligned}
(n-k+1)^{m-1} & =(n+1)^{m-1}\left(1-\frac{k}{n+1}\right)^{m-1} \\
& =(n+1)^{m-1} \exp \left[-\frac{(m-1) k}{n+1}-\frac{(m-1) k^{2}}{2(n+1)^{2}}+O\left(\frac{(m-1) k^{3}}{(n+1)^{3}}\right)\right] \\
& \sim(n+1)^{m-1} \exp \left[-\frac{(m-1) k}{n+1}\right] \quad \text { if } k=o\left(m^{-1 / 2} n\right) .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
a^{*}(m, n) & \sim(n+1)^{m-1} \sum_{k=0}^{n}\binom{n}{n-k} m^{n-k}\left(e^{-(m-1) /(n+1)}\right)^{k} \\
& =(n+1)^{m-1}\left(m+e^{-(m-1) /(n+1)}\right)^{n} .
\end{aligned}
$$

Theorem 3.8. (a) If $m=o(n)$ as $n \rightarrow \infty$, then

$$
a^{*}(m, n) \sim\left(\frac{m}{m+1}\right)^{m-1}(m+1)^{n}(n+1)^{m-1}
$$

(b) If $m=\alpha n$ as $m, n \rightarrow \infty$, then

$$
a^{*}(m, n) \sim e^{e^{-\alpha} / \alpha} m^{n}(n+1)^{m-1}
$$

(c) If $n=o(m)$ as $m \rightarrow \infty$, then

$$
a^{*}(m, n) \sim m^{n}(n+1)^{m-1} .
$$

Proof. (a) If $m \leq n /(3 \ln n)^{6}$, then Lemma 3.6 applies immediately. If $n /(3 \ln n)^{6}<$ $m=o(n)$, then we apply Lemma 3.7 and use the fact that

$$
\begin{aligned}
\left(m+e^{-(m-1) /(n+1)}\right)^{n} & \sim m^{n} \exp \left[\frac{n e^{-(m-1) /(n+1)}}{m}\right] \\
& \sim m^{n} \exp \left[\frac{n}{m}-1\right] \\
& \sim(m+1)^{n}\left(\frac{m}{m+1}\right)^{m-1}
\end{aligned}
$$

(b) is immediate from Lemma 3.7, and (c) follows from the fact that only the last term in (3.1) is significant.

Similar proofs applied to the formulas for $g(m, n)$ in Theorem 3.4 give the following theorem.

Theorem 3.9. (a) If $m$ is bounded as $n \rightarrow \infty$, then

$$
g^{*}(m, n) \sim \frac{m+1}{m}\left(\frac{m-1}{m+1}\right)^{m}(m+1)^{n}(n+1)^{m} .
$$

(b) If $n$ is bounded as $m \rightarrow \infty$, then

$$
g^{*}(m, n) \sim\left(\frac{n}{n+1}\right)^{n} m^{n}(n+1)^{m}
$$

(c) If $m=o(n)$ as $m, n \rightarrow \infty$, then

$$
g^{*}(m, n) \sim e^{-2}(m+1)^{n}(n+1)^{m}
$$

(d) If $m=\alpha n$ as $m, n \rightarrow \infty$, then

$$
g^{*}(m, n) \sim e^{e^{-\alpha} / \alpha-1} m^{n}(n+1)^{m} .
$$

(e) If $n=o(m)$ as $m, n \rightarrow \infty$, then

$$
g^{*}(m, n) \sim e^{-1} m^{n}(n+1)^{m} .
$$

Obvious conclusions about the probability of deadlock can be derived. We give one statement that summarizes all possibilities.

Corollary 3.10. We have

$$
1-\frac{a^{*}(m, n)}{g^{*}(m, n)}=1-\frac{\beta(m, n)}{n}
$$

where $\beta(m, n) \rightarrow e$ if $m, n \rightarrow \infty$.

## 4. Open problems.

1. What is the expected number of acyclic components in a random resource allocation graph? Since a process is not blocked if and only if it is the root of a $P$-tree, this is equivalent to the expected number of active processes.
2. Find realistic transition probabilities for resource allocation graphs, and calculate the expected time to deadlock. Is the ratio $(q-n) / m$ significant in determining the expected time until deadlock?
3. Find the expected size of the first cycle in a randomly evolving resource allocation graph, i.e., the expected number of processes involved in deadlock when it first occurs. This was recently solved for random graphs in [4].
4. Consider more general models of resource allocation, where processes can request several resources at a time, and there can be more than one instance of each resource.
5. Acknowledgment. The author thanks the Courant Institute of Mathematical Sciences, New York University, for its hospitality during a sabbatical visit when the final version of this article was prepared.
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#### Abstract

It is proved that every strongly connected directed graph with $n$ nodes and at least $\left\lfloor(n+1)^{2} / 4\right\rfloor$ edges must contain an even cycle. This is best possible, and the structure of extremal graphs is discussed.
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1. Introduction. A directed graph $G$ is a set of nodes $N(G)$ together with an edge set $E(G)$ consisting of ordered pairs of $N(G)$. A path in $G$ from a node $u$ to a node $v$ is a sequence of distinct nodes $u=v_{0}, v_{1}, \ldots, v_{t}=v$, so that $\left(v_{i}, v_{i+1}\right)$, $i=0, \ldots, t-1$, are in $E(G)$. A path from $u$ to $v$ together with the edge $(v, u)$ is called a cycle. If a cycle contains an even number of edges, it is said to be an even cycle. A hamiltonian cycle is a cycle that contains every node in the graph; a hamiltonian graph is one that has such a cycle. A graph $G$ is said to be strongly connected if, for every pair of nodes $u$ and $v$ in $N(G)$, there is a path from $u$ to $v$. In this paper, we consider directed graphs containing no loop (i.e., $(v, v) \notin E(G)$ for any $v$ ).

In this paper, we prove that every strongly connected graph on $n$ nodes and at least $\left\lfloor(n+1)^{2} / 4\right\rfloor$ edges must contain an even cycle, thus settling a conjecture of Brualdi and Shader [4], [5]. This is best possible, and we give several examples of edge-critical graphs that are strongly connected directed graphs on $n$ nodes and $\left\lfloor(n+1)^{2} / 4\right\rfloor-1$ edges containing no even cycle. In particular, we characterize the edge-critical graphs that are hamiltonian.

Two simple examples of edge-critical graphs are the following.

1. The node set of $H_{n}$ can be partitioned into three parts, $A, B$, and a node $v$, where $|A|=\lfloor(n-1) / 2\rfloor$ and $|B|=\lceil(n-1) / 2\rceil . E\left(H_{n}\right)=\{(a, b): a \in A, b \in$ $B\} \cup\{(v, a): a \in A\} \cup\{(b, v): b \in B\}$.
2. The node set of $L_{n}$ consists of $v_{0}, v_{1}, \ldots, v_{n-1}$, which form a cycle. In addition, $\left(v_{i}, v_{j}\right)$ is an edge if $i-j$ is a positive even number.

For a node $v$, the in-degree of $v$ is the cardinality of $\{u:(u, v) \in E(G)\}$, and the out-degree of $v$ is the cardinality of $\{u:(v, u) \in E(G)\}$. If for all $v$ the in- and out-degree of $v$ is $d$, we say that $G$ is $d$-regular. We say nodes $u$ and $v$ are adjacent, or $u$ is adjacent with $v$, or $u$ is a neighbor of $v$, if either $(u, v)$ or $(v, u)$ is in $E(G)$. The adjacency matrix of a directed graph $G$ on $n$ nodes is the $0-1 n \times n$ matrix $M$ with $M(u, v)=1$ if and only if $(u, v) \in E(G)$. For a subset $S$ of $N(G)$, the induced subgraph of $G$ on $S$ has node set $S$ and edge set $\{(a, b) \in E(G): a, b \in S\}$. A node $v$ is said to be a cut point if, by removing $v$ and edges incident to $v$ from $G$, the resulting graph is no longer strongly connected.

[^54]Determining if a directed graph contains an even cycle is a surprisingly difficult problem that was first raised by Younger (see [21]). Klee, Ladner, and Manber [10] and Thomassen [14] showed that determining whether a prescribed edge is in a directed cycle of a particular parity is NP-complete. Nevertheless, the complexity of determining if a directed graph contains an even cycle remains unresolved. Surprisingly, there is a polynomial-time algorithm [10] to test whether a graph has a directed cycle of odd length. In [17] Thomassen gives a polynomial-time algorithm for deciding whether a planar directed graph contains an even cycle.

There are several results that give sufficient conditions for a directed graph to have an even cycle. Thomassen [14] proved that every directed graph on $n$ nodes and minimum out-degree $\left\lfloor\log _{2} n\right\rfloor+1$ contains an even cycle. He also constructed graphs with minimum out-degree $\left\lfloor\frac{1}{2} \log _{2} n\right\rfloor$ that do not have an even cycle. Alon and Linial [1] improved on this by showing that minimum out-degree $\log _{2} n-\frac{1}{3} \log _{2} \log _{2} n+O(1)$ guarantees an even cycle. Alon and Linial [1] also proved that if the minimum outdegree is $\delta$ and the maximum in-degree is $\Delta$, then a directed graph contains a directed cycle whose length is a multiple of $k$, provided that $(\Delta \delta+1)(1-1 / k)^{\delta}<\frac{1}{e}$. Friedland [8] showed that for $d \geq 7$, every $d$-regular directed graph contains an even cycle. In [16] Thomassen extended this to the case $d \geq 3$. There, Thomassen also showed that if for every pair of nodes $u$ and $v$, there are at least three (node) disjoint paths joining $u$ to $v$, then a directed graph contains an even cycle.

The problem of finding even cycles in a directed graph is closely related to the problem of converting some 1-entries of a ( 0,1 )-matrix $A$ to -1 , so the resulting matrix $B$ satisfies the property that the determinant of $B$ is equal to the permanent of $A$ (see [2]). Therefore, a hard problem [19] of computing the permanent is transformed into an easy one for some graphs. Little [11] and Seymour and Thomassen [13] gave characterizations of the matrices for which such conversion is possible. In particular, a directed graph $G$ containing no even cycles satisfies

$$
\operatorname{determinant}(I+A)=\operatorname{permanent}(I+A)
$$

where $A$ is the adjacency matrix of $G$, and $I$ is the identity matrix.
The result in this paper implies that the largest number of 1 's in an irreducible $n \times n(0,1)$-matrix with the same value for its determinant and permanent (see [3], [4], [20]) is $\left\lfloor(n+1)^{2} / 4\right\rfloor+n-1$.
2. Hamiltonian graphs. Let $G$ be a directed graph without an even cycle.

Lemma 2.1. Suppose there are three nodes $a, b$, and $c$, and $(a, b),(b, c)$, and $(a, c)$ are edges of $G$ (so that ( $a, b, c$ ) forms a "transitive" triple). Then all paths from $c$ to a contain $b$, and thus $b$ is a cut point.

Proof. Suppose there is a path $P$ from $c$ to $a$ that does not contain $b$. Then there must be an even cycle that is either adding $(a, c)$ to $P$, or adding $(a, b),(b, c)$ to $P$. Therefore all paths from $c$ to $a$ must contain $b$.

The following lemma establishes the result for hamiltonian graphs.
Lemma 2.2. Let $T$ be a cycle in $G$. Then any path in $T$ on $m$ nodes spans at most $f(m)=\left\lfloor\left(m^{2}+2 m-3\right) / 4\right\rfloor$ edges.

Proof. The proof is by induction on $m$. Let $P$ denote a path $v, v_{1}, \ldots, v_{m-1}$ in cycle $T$. If $v$ is adjacent with at most $\lceil m / 2\rceil$ nodes of $P$, then we are finished, since $f(m)-f(m-1)=\lceil m / 2\rceil$. We may therefore assume that $v$ is adjacent with at least $\lceil m / 2\rceil+1$ nodes of $P$. Then $v$ must be connected to two consecutive nodes in $P$ of the form $v_{2 i}$ and $v_{2 i+1}$. The edge between $v$ and $v_{2 i}$ must be ( $v_{2 i}, v$ ), and the edge between $v$ and $v_{2 i+1}$ must be ( $v, v_{2 i+1}$ ), else there is an even cycle.

Observe that $P^{\prime}=v, v_{1}, \ldots, v_{2 i}$ and $P^{\prime \prime}=v, v_{2 i+1}, \ldots, v_{m-1}$ form paths and may be extended to cycles. Further, $\left(v_{2 i}, v, v_{2 i+1}\right)$ is a transitive triple, so that the removal of $v$ from $G$ disconnects $v_{2 i}$ from $v_{2 i+1}$. This means that all edges between the two paths $P^{\prime}$ and $P^{\prime \prime}$ not involving $v$ must be directed from $P^{\prime}$ to $P^{\prime \prime}$. Now an edge ( $v_{a}, v_{b}$ ) with $a<b$ requires $a$ and $b$ to have opposite parities, or it produces an even cycle. Thus there are at most $i(m-2 i-1)$ such edges.

Since every edge in $P$ is either of this form, or within $P^{\prime}$ or $P^{\prime \prime}, P$ can have at most $f(2 i+1)+f(m-2 i)+i(m-2 i-1) \leq f(m)$ edges.

We now construct all edge-critical hamiltonian graphs on $2 k+1$ nodes. Start with a directed triangle $T_{1}$ on nodes $v_{1}, v_{2}, v_{3}$. Then for $i=2, \ldots, k$, create triangle $T_{i}$ by introducing two new nodes, say $v_{2 i}$ and $v_{2 i+1}$, and three edges, so that $v_{2 i}$ and $v_{2 i+1}$ form a directed triangle with some node $a_{i-1}$ of triangle $T_{i-1}$ (in that order). This yields a spine $S_{k}$ on $2 k+1$ nodes and $3 k$ edges. Then, to construct $G_{k}$, take $S_{k}$ and for every pair of distinct nodes $v \in T_{i}$ and $w \in T_{j}, i \leq j$, add (if necessary) the edge $(v, w)$ if and only if the path from $w$ to $v$ in $S_{k}$ has even length (number of edges).

It is easy to show by induction on $k$ that $G_{k}$ so constructed has $k(k+2)$ edges: except for $a_{k-1}$, every other node is adjacent with exactly one of $v_{2 k}$ and $v_{2 k+1}$. We can also show that $G_{k}$ is hamiltonian by induction on $k$. Let $H$ denote the hamiltonian cycle of the subgraph on the first $k-1$ triangles, and $x$ the predecessor of $a_{k-1}$ in $H$. Then the path from $a_{k-1}$ to $x$ in the spine has even length; thus the same is true of the path from $v_{2 k}$ to $x$ in $S_{k}$, and hence ( $x, v_{2 k}$ ) is an edge of $G_{k}$. Hence the edge $\left(x, a_{k-1}\right)$ in $H$ can be replaced by the three edges $\left(x, v_{2 k}\right),\left(v_{2 k}, v_{2 k+1}\right)$, and $\left(v_{2 k+1}, a_{k-1}\right)$, yielding the hamiltonian cycle of $G_{k}$.

It is less trivial to show that $G_{k}$ has no even cycle. Observe that every $a_{i}$ is a cut node: any path from $T_{i+1}$ (and beyond) to $T_{i}$ (and before) must pass through $a_{i}$. Let $C$ be any cycle, and let $v$ and $w$ be nodes of $C$ in the triangles of least and greatest index, respectively. Then the $w$-to- $v$ portion of $C$ is the path along $S_{k}$; say it has $p+1$ nodes. Let $v=h_{0}, h_{1}, \ldots, h_{j}=w$ denote the remainder of $C$. Let $s_{i}$ be the distance from $h_{i}$ to $h_{i-1}$ in the spine ( $i=1, \ldots, j$ ). It may be shown by induction on $j$ that $\sum_{i} s_{i}=p+3(j-1)$. However, all the $s_{i}$ are even. Hence $p+j$ is odd, but this is the length of $C$.

We now show that every graph $G$ on $2 k+1$ nodes that is hamiltonian and edge critical has the above form. We do this by induction on $k$, so assume $k \geq 2$. $G$ has maximum degree of at least $k+2$, so by the proof of the above lemma, $G$ has a cut point $v$ whose removal partitions the nodes into parts $S_{1}$ and $S_{2}$ such that all edges between the parts are directed from $S_{1}$ to $S_{2}$. Further, the proof shows that $S_{1} \cup\{v\}$ and $S_{2} \cup\{v\}$ induce edge-critical hamiltonian graphs $G_{1}$ and $G_{2}$. By the inductive hypothesis, $G_{1}$ and $G_{2}$ have the requisite form.

We must show that $v$ is in the last triangle of $G_{1}$. This is immediate if $G_{1}$ is a triangle, so let the last two triangles of the spine $S_{m}$ of $G_{1}$ be $T_{m-1}$ and $T_{m}$. Let $a$ denote the node that $T_{m-1}$ and $T_{m}$ have in common, $y$ the out-neighbor of $a$ in $T_{m}$, and $x$ the in-neighbor of $a$ in $T_{m-1}$. Then ( $x, a, y$ ) forms a transitive triple in $G_{1}$ (the path from $y$ to $x$ in $S_{m}$ has length four). Thus $a$ must be on every path in $G$ from $y$ to $x$, in particular, on such a path that goes via $S_{2}$. Hence $v$ must be in the last triangle of $G_{1}$. Similarly, $v$ must be in the first triangle of $G_{2}$.

There can be an edge from $v \in S_{1}$ to $w \in S_{2}$ only if the path from $w$ to $v$ has even length. But to obtain the correct number of edges, we must then have all possible edges from $S_{1}$ to $S_{2}$. This means that $G$ is one of the $G_{k}$ constructed above.
3. The general result. We prove the following theorem.

Main Theorem. A strongly connected directed graph $G$ on $n$ nodes without an even cycle contains at most $f(n)=\left\lfloor\left(n^{2}+2 n-3\right) / 4\right\rfloor$ edges.

Further, such a $G$ with $f(n)$ edges consists of a maximal hamiltonian edge-critical subgraph $C$ (on $2 r+1$ nodes, say), and an acyclic complete bipartite graph on the remaining nodes, having parts as equal in size as possible, each node of which is connected to $r+1$ of the nodes of $C$.

Roughly speaking, the proof of the main theorem can be described as follows. We partition the node set of our directed graph into a sequence of subsets, which we call layers, so that the subgraph induced by each initial segment of layers is strongly connected. Each layer consists of either the nodes of a directed cycle, the nodes of a (nontrivial) directed path, or a single node. Thus we refer to cycle, path, and singleton layers.

We establish first an upper bound on the number of edges inside a layer. We then establish an upper bound $B$ on the number of edges between any two layers. Finally, we show that this bound $B$ cannot be attained between every pair of layers; indeed, we derive an upper bound on the number of pairs of layers for which the bound $B$ is attained.
3.1. Construction of layers. We assume throughout that the directed graph $G$ has $n$ nodes and no even cycle. The first layer $L_{0}$ consists of the nodes of a maximum cycle in $G$. Thereafter, we construct a sequence of layers $L_{j}(j \geq 1)$ of nodes of $G$ as follows. Let $S_{j}$ denote $\bigcup_{i \leq j} L_{i}$.

1. If there is a cycle $T$ of $G-S_{j-1}$ such that there are edges between $T$ and $S_{j-1}$ in both directions, then we let the nodes of $L_{j}$ be those of one such cycle of maximum length.
2. Otherwise, if there is a node $v$ of $G-S_{j-1}$ such that there are edges between $v$ and $S_{j-1}$ in both directions, then we let $L_{j}$ be $\{v\}$.
3. Otherwise, we let the nodes of $L_{j}$ be those of a maximum length path $P=$ $x \ldots y$ in $G-S_{j-1}$, subject to there being an edge from $S_{j-1}$ to $x$, and an edge from $y$ to $S_{j-1}$.

Observe that $L_{j}$ is (part of) a cycle in $S_{j}$ and that $S_{j}$ is strongly connected.
3.2. Excess. Now, we define the excess between two layers of cardinalities $a$ and $b$ as the number of edges between them minus $a b / 2$. Similarly, we define the excess inside a layer of cardinality $a$ as the number of edges within it, minus $\binom{a}{2} / 2$.

To analyze the number of edges between layers, we consider an auxiliary undirected graph $H$ whose nodes correspond to the layers in $G$. There is an edge between two nodes in $H$ if and only if there is positive excess between the corresponding layers in $G$ (i.e., the number of edges exceeds half the product of the layers' cardinalities). We establish a tight upper bound on the number of edges in $H$. In this regard, we define a forest $F$ of the edges of $H$ as follows: For each node $w$ of $H$, we include in $F$ the edge of $H$ linking $w$ to the node corresponding to the layer of smallest index, such that there are edges in both directions between the corresponding layers in $G$, if such a layer exists.

In order to prove the main theorem we prove the following three claims.
Claim 1. The number of edges of $G$ within any layer on $m$ nodes is at most $f(m)$.

Claim 2. The excess in $G$ between any two layers is at most 1. If equality holds, then there is an edge between the corresponding nodes in $F$. The excess between the first layer and a nonsingleton layer is at most -1 .

Claim 3. The graph $H-F$ has no triangles, and the first layer is isolated in $H-F$.

Actually, we have already established Claim 1 (see Lemma 2.2).
3.3. Proof of the main theorem. We show that the above three claims are sufficient to establish that the excess in $G$ is at most $\frac{3 n}{4}-\frac{3}{4}$. Let $x$ denote the number of layers of odd cardinality, excluding $L_{0}$, and $y$ the number of even cardinality. The contribution to the number of edges in $G$ is in two parts.
(i) Inside a layer. In a layer of size $m$, there is an excess of at most $\frac{3 m}{4}-\frac{3}{4}$ if $m$ is odd, and at most $\frac{3 m}{4}-1$ if $m$ is even, by Claim 1. Hence the excess inside layers is at most

$$
3 n / 4-y-3 x / 4-3 / 4
$$

(ii) Between layers. We say that a potential edge $e$ between two nodes of $H$ is "odd" if the layers corresponding to both its ends have odd cardinality; otherwise it is "even." By Claim 2, if $e$ is odd, then it contributes at most $+\frac{1}{2}$ to the excess in $G$ if it is in $H$, and $-\frac{1}{2}$ otherwise. If $e$ is even, then it contributes +1 if in $F$, and 0 otherwise. We may reassign the contributions and say: Any edge contributes +1 if it is in $F$; an odd edge contributes $+\frac{1}{2}$ if it is in $H-F$, and $-\frac{1}{2}$ otherwise. There are $\binom{x+1}{2}$ potential odd edges. By Claim 3, at most $x^{2} / 4$ of these are in $H-F$. There are at most $x+y$ edges in $F$ since it is a forest. Hence the excess between layers is at most

$$
\frac{1}{2} \cdot \frac{x^{2}}{4}-\frac{1}{2}\left(\binom{x+1}{2}-\frac{x^{2}}{4}\right)+(x+y)=3 x / 4+y
$$

Thus the overall excess is at most $\frac{3 n}{4}-\frac{3}{4}$.
We can also deduce the partial characterization of edge-critical graphs. The first layer $L_{0}$ is a cycle layer. By Claim 2, equality in the main theorem requires all layers except $L_{0}$ to be singleton layers. Also, a singleton layer must have positive excess with $L_{0}$; indeed, it must be joined to $L_{0}$ by an edge in $F$, which means that it has edges in both directions with $L_{0}$ in $G$. Further, $G-L_{0}$ must be complete bipartite having as equal as possible size parts (by Turán's theorem [18]). And by the construction of the layers, $G-L_{0}$ must be acyclic.

It remains to establish Claims 2 and 3.

## 4. Proof of Claim 2.

Lemma 4.1. Let $T$ be any cycle $w_{0}, w_{1}, \ldots, w_{2 r}, w_{0}$ in $G$, and let $v$ be a node in $G-T$. Then $v$ can connect to only one pair of consecutive nodes in $T$, say $\left(w_{0}, w_{1}\right)$. Thus there are at most $r+1$ edges between $v$ and $T$. If there are $r+1$ edges, then $v$ connects to $w_{0}$ and to $w_{1}, w_{3}, \ldots, w_{2 r-1}$.

Proof. Let there be edges between $v$ and both $w_{0}$ and $w_{1}$ in $G$. Of the four possible pairs of directions for these edges, one (viz., $\left(w_{0}, v\right)$ and $\left(v, w_{1}\right)$ ) produces an even cycle with the rest of $T$.

Suppose that the two edges are $\left(w_{1}, v\right)$ and $\left(v, w_{0}\right)$, so that $\left\{v, w_{0}, w_{1}\right\}$ forms a directed cycle. It is immediate that, independent of direction, to avoid even cycles, all other edges between $T$ and $v$ involve only odd-indexed nodes of $T$.

Suppose now that both edges are directed from $T$ toward $v$. Then by Lemma 2.1, removal of $w_{1}$ destroys all paths from $v$ to $w_{0}$. Thus any path from $v$ to $w_{1}$ is
internally disjoint from $T$. Hence, all edges between $v$ and $T$ are directed toward $v$ and, moreover, can exist only from odd-indexed nodes $w_{a}$ in $T$.

We define the in-node $v$ of a layer $L_{j}(j \geq 1)$ as follows: If $L_{j}$ is a cycle layer, then $v$ is any node such that there is an edge from $S_{j-1}$ to $v$; if $L_{j}$ is a path layer, then $v$ is the first node on the path; and if $L_{j}$ is a singleton layer, then $v$ is the node itself. The out-node of $L_{j}$ is defined analogously.

Lemma 4.2. Let node $v$ in $G-S_{j}$ be adjacent with two consecutive nodes $x$ and $y$ in layer $L_{j}$.

1. If both edges are directed towards $v$, then $L_{j}$ is a cycle layer, $j \geq 1, y$ is the unique in-node of $L_{j}$, and any path from $v$ to $S_{j-1}$ avoids $L_{j}$.
2. If the edges go in opposite directions, then $\{v, x, y\}$ forms a directed triangle.

Proof. If the edges go in opposite directions, then $\{v, x, y\}$ forms a directed triangle, otherwise there is an even cycle. Suppose both edges are directed towards $v$. Then any path $P$ from $v$ to $x$ must go via $y$ (by Lemma 2.1). Consider the first node $w$ of $P$ that is in $S_{j}$. If $w$ is in $L_{j}$, then it must be $y$. But then we can replace the edge $(x, y)$ by $(x, v)$ and $P$, thereby contradicting the maximality of $L_{j}$. Thus $w$ must be in $S_{j-1}$. Hence $y$ must be the unique in-node from $S_{j-1}$, and so $L_{j}$ must be a cycle layer.

We say a node $v$ of $G-S_{j}$ is special with respect to layer $L_{j}$ if it is adjacent with more than half the nodes in $L_{j}$. Further, we say that $v$ is backtrack special if it is in a directed triangle with consecutive nodes of $L_{j}$. It is up special if all the edges from $L_{j}$ are directed towards $v$, and down special if they are directed away from $v$. The above lemma shows that there is no up- or down-special node with respect to the first layer $L_{0}$.

Lemma 4.3. Let $L_{j}$ be a path layer with path $x \ldots y$, and assume that node $v$ of $G-S_{j}$ is special with respect to $L_{j}$, but not backtrack special. Then $L_{j}$ has an odd number of nodes, and $v$ is adjacent with every alternate node on $L_{j}$ with $(x, v)$ and $(v, y)$ being edges. We say such a node $v$ is detour special.

Proof. By Lemma 4.2, if $v$ is not backtrack special, then it has no consecutive neighbors on $L_{j}$. Thus $L_{j}$ is odd, and $v$ is adjacent with every alternate node starting with $x$.

Suppose edges between $v$ and $L_{j}$ go only one way, say toward $v$. Then consider a path $P$ from $v$ to $S_{j-1}$. If $P$ is disjoint from $L_{j}$, then it contradicts the maximality of the path $L_{j}$, since edge $(y, v)$ is in $G$. If it meets $L_{j}$ after $x$, then again $L_{j}$ can be lengthened. But if it meets $x$ first, then there is a longer cycle-by using $L_{j},(y, v)$, and $P$-and this cycle is anchored (with $y$ and $x$ ) to $S_{j-1}$. This is a contradiction.

Thus edges go both ways. Then the edges directed away from $v$ come after those directed toward $v$, otherwise an even cycle results; thus it follows that $(x, v)$ and $(v, y)$ are edges.

Lemma 4.4. If nodes $v$ and $w$ of $G-S_{j}$ are backtrack special with respect to $L_{j}$, then they do not lie together in a cycle outside $S_{j}$.

Proof. Let nodes $v$ and $w$ be backtrack special with respect to $L_{j}$. We show that, for some parity $\pi$, there are paths in both directions between $v$ and $w$ that use only $S_{j}$, and whose lengths have parity $\pi$. This contradicts the nonexistence of even cycles in $G$ if $v$ and $w$ are in a cycle in $G-S_{j}$.

Suppose $L_{j}$ is a path layer. Then we may assume that the path is $\ldots x_{0} x_{1} x_{2} \ldots$, that $v$ is connected to $x_{0}$ and $x_{1}$, and that $w$ is connected to $x_{i}$ and $x_{i+1}$ for $i \geq 0$. If $i=0$, then there are odd paths between $v$ and $w$ in both directions through $L_{j}$; if $i=1$, then there are even paths. Otherwise, suppose that $i$ is even. Then $v$ is
connected to $x_{i+1}$ (by Lemma 4.1). It is not possible to orient this edge without producing paths of the same parity in both directions between $v$ and $w$ through $S_{j}$. The case when $i$ is odd, or when $L_{j}$ is a cycle layer, is similar.

Lemma 4.5. Let nodes $v$ and $w$ be consecutive in layer $L_{k}$ and have a common neighbor $x$ in lower layer $L_{j}$ (i.e., $k>j$ ).

1. If both edges are directed away from $x$, then $L_{k}$ is a cycle layer and $v$ is the unique out-node of $L_{k}$.
2. If the edges go in opposite directions and $L_{k}$ is a cycle layer, then $\{v, w, x\}$ forms a directed triangle.

Proof. Suppose $(x, v)$ and $(x, w)$ are in $G$. Then any path $P$ from $w$ to $x$ goes via $v$ (by Lemma 2.1). Thus $v$ is the unique out-node to $S_{k-1}$, and $L_{k}$ must be a cycle layer. If the edges go in opposite directions and $L_{k}$ is a cycle layer, then $\{v, w, x\}$ forms a directed triangle, otherwise an even cycle results.

We define a (potential) edge between two nodes in $H$ as one way or two way, depending on whether there are edges in one direction or in both directions between the corresponding layers in $G$.

We now prove Claim 2.
Lemma 4.6. Let layer $L_{k}$ be above layer $L_{j}$ (i.e., $k>j$ ). Then Table 1 gives upper bounds on the excess between $L_{j}$ and $L_{k}$ in $G$, depending on whether there are edges in $G$ between the layers in one direction or in both directions.

Table 1

| $L_{k}$ | $L_{j}$ | One way | Two way | Comments |
| :---: | :---: | :---: | :---: | :--- |
| $C$ | $C$ | $+1 / 2$ | $-1 / 2$ | $-3 / 2$ excess, if $j=0$ |
| $C$ | $P$ | 0 | +1 | 0 excess in $H-F$ |
| $P$ | $C$ | $+1 / 2$ | 0 | -1 excess, if $j=0$ |
| $P$ | $P$ | 0 | 0 |  |
| $C$ | $S$ | $+1 / 2$ | $-1 / 2$ |  |
| $S$ | $C$ | $+1 / 2$ | $+1 / 2$ | + ve excess for $j=0$ requires two way |
| $S$ | $P$ | 0 | +1 | 0 excess in $H-F$ |
| $P$ | $S$ | $+1 / 2$ | $+1 / 2$ |  |
| $S$ | $S$ | $+1 / 2$ | - |  |

Proof. 1. Cycle above cycle. Suppose $L_{k}$ has an up-special node $u$. Then by Lemma 4.2, all edges are directed towards $L_{k}$. Further, $u$ must be adjacent with the unique in-node of $L_{j}$. Thus, there are at most $\left(\left|L_{k}\right|+1\right) / 2$ up-specials (by Lemma 4.1), and the bound follows. Otherwise, the only chance of positive excess is to have a backtrack-special node, but there can be at most one such node by Lemma 4.4.

Suppose there is $-\frac{1}{2}$ excess and $j=0$. Then $L_{k}$ is a triangle $a b c a$ with $c$ (say) backtrack special. Let cycle $L_{0}$ be $x_{0}, x_{1}, \ldots, x_{2 r}, x_{0}$. Then $a$ and $b$ must have $r$ neighbors on $L_{0}$. We claim that $a$ cannot have two consecutive neighbors in $L_{0}$; for by Lemma 4.2, they would form a directed triangle with $a$, which yields a contradiction as in the proof of Lemma 4.4. Let $c$ 's consecutive neighbors in $L_{0}$ be $x_{0}$ and $x_{1}$. Then, by the lack of even cycles and the maximality of $L_{0}, a$ cannot be adjacent with $x_{0}$ or $x_{2}$. Thus $a$ must be adjacent with $x_{1}$. Similarly, $b$ must be adjacent with $x_{0}$. These two edges cannot be in opposite directions (e.g., $x_{1} a b x_{0} x_{1}$ would be a 4 -cycle). So, without loss of generality, we may assume that $\left(b, x_{0}\right)$ and ( $a, x_{1}$ ) are edges. Thus ( $b, c, x_{0}$ ) is a transitive triple, and all edges are directed from $b$ to $L_{0}$. It then follows that $\left(b, x_{3}\right)$ is an edge (indices modulo $2 r+1$ ). But that means there is a cycle of length $2 r+3$ in $G$, viz., $x_{3} x_{4} \ldots x_{1} c a b x_{3}$, which contradicts our choice for $L_{0}$.
2. Cycle above path. There is at most one backtrack-special node. Further, detour-special nodes, which are only possible if the path layer $L_{j}$ has odd cardinality, are nonadjacent (by the lack of even cycles). Positive excess therefore requires edges to go both ways in $G$. By the layering strategy, $L_{k}$ cannot be connected both ways to $S_{j-1}$; thus this edge is in $F$.
3. Path above cycle. Observe that by the layering strategy, no node in the path layer $L_{k}$ can have edges both ways to $L_{j}$. Up-specials with respect to $L_{j}$ are nonadjacent and the same with down-specials. Suppose $L_{k}$ has a down-special node $d$ and an up-special node $u$. By the maximality of $L_{j}, u$ must come after $d$. By Lemma 4.2, the path from $u$ to $S_{j-1}$ must avoid $L_{j}$, and the path from $S_{j-1}$ to $d$ must avoid $L_{j}$, so that $u$ and $d$ lie in an odd cycle disjoint from $L_{j}$. However, then there is an even cycle, since there is a path of length two and one of length three from $d$ to $u$ using only $L_{j}$. Furthermore, if $j=0$, then $L_{k}$ can have no special node and so the excess is at most $-\left|L_{k}\right| / 2$.
4. Path above path. By Lemma 4.3, special nodes have edges in both directions with $L_{j}$, which is impossible by the layering strategy.
5. Cycle above singleton. By Lemma 4.1, there is at most $+\frac{1}{2}$ excess. If there is positive excess and edges both ways between the singleton $s$ and the cycle layer $L_{k}$, then $s$ is in a directed triangle with $L_{k}$ in $G$, which is impossible by the layering strategy.
6. Singleton above cycle. By Lemma 4.1, there is at most $+\frac{1}{2}$ excess. By Lemma 4.2, for $j=0$, positive excess requires a two-way edge.
7. Singleton above path. By Lemma 4.3, if the node $s$ in layer $L_{k}$ is special, then it is connected both ways with $L_{j}$. By the layering strategy, $s$ cannot be connected both ways to $S_{j-1}$; so this edge is in $F$.
8. Path above singleton. Suppose the node $s$ in the singleton layer is adjacent with two consecutive nodes $v$ and $w$ in $L_{k}$. Node $s$ cannot lie in a cycle outside $S_{j-1}$. Thus by Lemma 4.5 , the only possibility is that the edges are $(v, s)$ and $(s, w)$, so that the removal of $s$ disconnects $v$ from $w$ (by Lemma 2.1). However, then there must be a path either from $w$ to $s$ or from $s$ to $v$ outside $S_{j-1}$, so that $s$ is in a cycle outside $S_{j-1}$, a contradiction.

## 5. Proof of Claim 3.

Lemma 5.1. Assume all edges are directed from layer $L_{j}$ to layer $L_{k}$ in $G, j<k$, and there is positive excess. Let $y$ be the in-node of $L_{j}$, and let $v$ be the out-node of $L_{k}$.

1. Nodes $v$ and $y$ are unique.
2. It holds that $j \geq 1$. Any path from $L_{k}$ to $S_{j-1}$ avoids $L_{j}$. In particular, there is a path from $v$ to $S_{j-1}$ avoiding $L_{j}$ and the rest of $L_{k}$.
3. Nodes $v$ and $y$ are adjacent. If $L_{j}\left(L_{k}\right)$ is a cycle layer, then $v(y)$ is adjacent with the predecessor of $y$ (successor of $v$ ).

Proof. 1. Node $v$ is unique by definition, if $L_{k}$ is a singleton or path layer. If $L_{k}$ is a cycle layer, then it is unique by Lemma 4.5 , and similarly for $y$.
2. Suppose there is a path from $L_{k}$ to $L_{j}$ in $G-S_{j-1}$. Then this path either contradicts the maximality of $L_{j}$, if that is a cycle layer, or it contradicts the fact that the node of $L_{j}$ is not in a cycle outside $S_{j-1}$, if $L_{j}$ is a singleton layer. There is a path from $v$ to $S_{j-1}$ avoiding the rest of $L_{k}$, since there is an edge from $v$ to $S_{k-1}$.
3. This part follows from Lemmas 4.2 and 4.5 . Node $v$ is up special because more than half of the nodes of $L_{k}$ are up special. All up-special nodes connect to $y$, and,
if $L_{j}$ is a cycle layer, to its predecessor. A similar argument holds looking from $L_{j}$ to $L_{k}$.

Lemma 5.2. There is no triangle in $H$ having all one-way edges.
Proof. Suppose there is a triangle in $H$ using one-way edges among nodes $A, B$, $C$ with indices $a, b, c$. If it is a directed triangle, say $A \rightarrow B \rightarrow C \rightarrow A$ with $c$ the maximum, then the $B$ to $A$ path through $C$ contradicts the above avoidance property.

Assume then that they form a transitive triple $(A, B, C)$ with $a<c$. Let $v$ denote the in-node of $A$, and $y$ the out-node of $C$. Then there is an edge from $v$ to $y$ by the above lemma. Further, there must be an even-length path from $v$ to $y$ through $B$ (by part 3 of Lemma 5.1). Thus the removal of $B$ must disconnect $A$ from $C$.

However, this is impossible, because if $b>c$, then $A$ and $C$ lie together in the strongly connected subgraph $S_{c}$. If $a<b<c$, then by Lemma 5.1, there is a path from $C$ to $S_{b-1}$ (and hence $A$ ) that avoids $B$. Furthermore, if $b<a$, then by Lemma 5.1, any path from $C$ to $S_{b-1}$ avoids $B$, as do those from $S_{b-1}$ to $A$.

By Lemma 4.6, there are only two possibilities for two-way edges in $H-F$ : odd path layer above singleton layer (PS), and singleton layer above cycle layer (SC).

Lemma 5.3. There is no triangle in $H-F$ with a PS two-way edge.
Proof. Assume that path layer $L_{k}$ (of odd cardinality) is above singleton layer $L_{j}$, and they are connected by a two-way edge in $H$. Then (by the proof of Lemma 4.6), the node $s$ of $L_{j}$ is connected to every alternate node in $L_{k}$ (in particular, to the innode $x$ and out-node $y$ of $L_{k}$ ). Since the edges directed towards $s$ must come before those directed away from $s$ (by the lack of even cycles), $(x, s)$ and ( $s, y$ ) must be edges in $G$. Further, any path from $y$ to $S_{j-1}$, or from $S_{j-1}$ to $x$, must avoid $s$, since $s$ is not in a cycle outside $S_{j-1}$.

Suppose $L_{j}$ and $L_{k}$ are in a triangle with layer $L$ in $H-F$. If $L$ is also a singleton layer, with, say, node $t$, and connected to $L_{k}$ by a two-way edge in $H$, then by the above observation, $L_{k}$ must lie in an odd cycle disjoint from $s$ and $t$. However, $x$ and $y$ are also connected by a path of length three through $s$ and $t$, which yields an even cycle.

Hence we may assume that all edges between $L$ and $L_{k}$ go the same way, say toward $L_{k}$. Then there is a path from $y$ directly to the subgraph $S$ below all three layers. Also, because there is a path from $L$ to $s$ in $G-S$, by Lemma 5.1, all edges are directed from $L$ to $s$. This yields a transitive triple $(v, s, y)$ where $v$ is the in-node of $L$. By Lemma 5.1 (or otherwise), there is a path direct from $S$ to $v$. This yields an even cycle. $\quad \square$

Lemma 5.4. There is no triangle in $H-F$ with an SC two-way edge.
Proof. Assume singleton layer $L_{k}$, with node $s$, and cycle layer $L_{j}(k>j)$, are joined in $H-F$ by a two-way edge, and that this edge is in a triangle with layer $L$ in $H-F$. Then we claim that all edges between $L$ and $L_{j} \cup L_{k}$ go the same way. For if $L_{k}$ is joined to $L$ by a two-way (SC) edge in $H$, then $L$ must be one way with $L_{j}$, and then either the $L_{j}$ to $L$, or the $L$ to $L_{j}$ path through $s$ in $G$ contradicts Lemma 5.1. A similar contradiction results if $L$ is two way with $L_{j}$, or if $L_{k}$ and $L_{j}$ are both one way with $L$ but in different directions. So we may assume that all edges are directed towards $L$.

The edge of $F$ incident with $L_{k}$ connects to a layer in the subgraph $S$ below all three layers. (By definition, the edge goes below $L_{j}$; by Lemma 5.1, it must go below L.) A path also exists direct from the out-node $y$ of $L$ to $S$, and an edge exists from $s$ to $y$. This means that $(s, y)$ lies in an odd cycle disjoint from $L_{j}$. But there is also an even-length path from $s$ to $y$ using only $L_{j}$ (by part 3 of Lemma 5.1). This yields
a contradiction.
We have established Claim 3 and hence the proof of the main theorem is complete.
6. Open problems. There are many unsolved problems about even cycles in directed graphs, two of which we mention here. The most obvious one is the problem of deciding if a directed graph contains an even cycle. In [17] Thomassen gives a polynomial algorithm for deciding whether a planar directed graph contains an even cycle.

Erdös and Pósa [6], [7] proved that every undirected graph contains either $k$ disjoint cycles or contains $c k \log k$ nodes that must meet all cycles, for some constant c. Recently, McCuaig [12] proved a conjecture of Gallai [9] by showing that every directed graph contains either two disjoint cycles or three nodes meeting all cycles. Does there exist [20] a number $f(k)$ for every integer $k$ such that a directed graph contains either $k$ disjoint cycles or a set of $f(k)$ nodes meeting all cycles?
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#### Abstract

It is proved that if $n$ is a power of 2 , then there is a threshold function on $n$ inputs that requires weights of size around $2^{(n \log n) / 2-n}$. This almost matches the known upper bounds.
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1. Introduction. One very interesting computational element is that of a threshold gate. A threshold gate of $n$ inputs is specified by a set of weights $w_{1}, w_{2}, \ldots, w_{n}$ and a threshold $t$. On input $x_{1}, x_{2}, \ldots, x_{n}$ it outputs $\operatorname{sign}\left(\sum_{i=1}^{n} w_{i} x_{i}-t\right)$. In this notation we assume that the gate computes a function $\{-1,1\}^{n} \mapsto\{-1,1\}$, but the set $\{-1,1\}$ could be replaced by any two element set (e.g., by $\{0,1\}$ ).

Threshold circuits, i.e., circuits that contain threshold gates, have been studied extensively. On the more theoretical side, many upper and lower bounds on the power of small depth threshold circuits have been established. For a discussion of these results we refer to [1] and its references. It is striking to note that there are no known strong lower bounds for general depth-2 threshold circuits. On the more applied side we note that threshold circuits have many similarities with neural networks. We refer to [2], [5], [6] for more information on these connections and the area in general.

For both types of investigation mentioned above it is important to understand what conditions can be put on the weights $w_{i}$. Since some finite amount of precision is always sufficient, it is easy to see that we can assume that the weights are integers. Furthermore, it has been proved many times (one early source is [4]) that if we have a function with $n$ inputs, then $\left|w_{i}\right| \leq 2^{-n}(n+1)^{(n+1) / 2}$ is sufficient. Since there are at least $2^{n^{2} / 2}$ different threshold functions [4], [8], [9], there are some functions that require $\max \left|w_{i}\right|$ on the order of $2^{n / 2}$. On the other hand, there are at most $2^{n^{2}}$ threshold functions [3], [7], and hence these are essentially the best bounds that can be proved by this type of simple counting.

There are also known explicit functions that require weights of size at least $c^{n}$ for some constant $c>1$. In particular, if we let the input encode two numbers in binary and ask which number is greater, then a lower bound of essentially $2^{n / 2}$ holds. There are other, slightly more complicated, explicit functions giving a value of $c$ up to $(1+\sqrt{5}) / 2[6]$.

The above-mentioned bounds imply that $\Omega(n)$ bits are sometimes needed and that $O(n \log n)$ bits are always sufficient to specify the individual weights. The gap between these two bounds are not substantial enough to matter greatly in arguments of complexity theory, because in general we are only interested in whether the quantities are polynomial in size. However the gap is rather large, and the goal of this paper is to bring the two bounds closer together. We do this by improving the lower bound for an explicit function $F_{n}$. We prove that when $n \geq 8$ is a power of 2 , this function requires $\left|w_{i}\right| \geq(1 / 2 n) e^{-4 n^{\beta}} 2^{(n \log n) / 2-n}$ for all $i$, where $\beta=\log _{2} \frac{3}{2}$. Comparing this to the known upper bounds, we see that it is essentially tight.

[^55]The outline of the paper is as follows. In $\S 2$ we define our function and prove the lower bound on the size of the weights needed to realize this function. In $\S 3$ we recall the proof for the upper bound on the weights, and we end with some final comments in §4.
2. A function requiring large weights. Let us assume that $n$ is a power of two and that $n=2^{m}$. We use $\{-1,1\}$ notation throughout and we think of vectors in $\{-1,1\}^{n}$ as functions from $\{-1,1\}^{m}$ to $\{-1,1\}$. This convention makes us use two types of functions: those on $m$ variables and those on $n$ variables. We use the former as inputs to the latter. To decrease the possibility of confusion we reserve capital letters for functions on $n$ inputs.

For $\alpha \subseteq[m]=\{1,2, \ldots, m\}$, let $\varphi_{\alpha}$ be the character function, i.e., $\varphi_{\alpha}(x)=$ $\prod_{i \in \alpha} x_{i}$, where we let $\varphi_{\emptyset}$ be the function that is identically 1 . Choose an ordering of $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}$ of the sets such that the following conditions hold:

1. $\left|\alpha_{i}\right| \leq\left|\alpha_{j}\right|$ for $i \leq j$;
2. $\left|\alpha_{i} \Delta \alpha_{i+1}\right| \leq 2$ for all $i$, where $\left|\alpha_{i} \Delta \alpha_{i+1}\right|$ is the symmetric difference of the two sets $\alpha_{i}$ and $\alpha_{i+1}$.
This implies that $\alpha_{0}=\emptyset$ and $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$ are the singletons, and that $\left|\alpha_{i} \Delta \alpha_{i+1}\right|=$ 1 when $\left|\alpha_{i+1}\right|=\left|\alpha_{i}\right|+1$, while $\left|\alpha_{i} \Delta \alpha_{i+1}\right|=2$ otherwise.

Lemma 2.1. There is an ordering that satisfies conditions 1 and 2 above.
Proof. Assume that we have an ordering of all sets containing at most $d$ elements satisfying conditions 1 and 2 , and an ordering of the set with $d+1$ elements that satisfies condition 2 . If we think of these orderings as lists, we can concatenate them. This might create an illegal ordering in that condition 2 might not be satisfied when $\left|\alpha_{i}\right|=d$ and $\left|\alpha_{i+1}\right|=d+1$. However, if we simply permute the names of the elements in the sets of size $d+1$ we can take care of this condition and the concatenated list will satisfy both conditions.

The above reasoning implies that the only problem is to find an ordering of the $d$-element subsets of $[m]$ for any $d \leq m$. We prove this by an induction over $d$ and $m$. The base cases $d=1$ and $d=m$ are obvious. In the general case we first list all the sets of size $d$ containing $m$, and then all the other sets. This first part of the list is essentially all $(d-1)$-element subsets from $[m-1]$, while the second part consists of all $d$-element subsets of the same set. Both can be given appropriate orderings by induction, and thus the only problem is the connection between the two sublists. However, as above, by permuting the names of the elements in the second list, this connection can be made to satisfy condition 2 . This completes the induction step and hence the lemma follows.

Let $(f, g)$ denote the inner product of the functions $f$ and $g$. Define $F(f)$ : $\{-1,1\}^{n} \mapsto\{-1,1\}$ as $\operatorname{sign}\left(\left(f, \varphi_{\alpha_{i}}\right)\right)$, where $i$ is the largest index such that $\left(f, \varphi_{\alpha_{i}}\right) \neq$ 0 . This function is a threshold function since

$$
F(f)=\operatorname{sign}\left(\sum_{i=0}^{n-1}(n+1)^{i}\left(f, \varphi_{\alpha_{i}}\right)\right)
$$

and $\left(f, \varphi_{\alpha_{i}}\right)$ is a linear function in the values $f(j)$. This expression is correct since $\left|\left(f, \varphi_{\alpha_{i}}\right)\right| \leq n$ for all $i$.

We want to prove that if

$$
F(f)=\operatorname{sign}\left(\sum_{j=0}^{n-1} w_{j} f(j)-t\right)
$$

then one of $w_{j}$ is large. First let us observe the following simple lemma.
Lemma 2.2. We can assume that $t=0$.
Proof. Note that $F(f)=-F(-f)$. Hence $\left|\sum_{j=0}^{n-1} w_{j} f(j)\right|>|t|$ for any $f$, and we can set $t=0$ without changing the function.

It will be easier to work with expressions of the form

$$
\operatorname{sign}\left(\sum_{i=0}^{n-1} w_{i}^{\prime}\left(f, \varphi_{\alpha_{i}}\right)\right)
$$

This can be done with the following lemma.
Lemma 2.3. We have

$$
\sum_{j=0}^{n-1} w_{j} f(j)=\sum_{i=0}^{n-1} w_{i}^{\prime}\left(f, \varphi_{\alpha_{i}}\right)
$$

for all $f$ if and only if

$$
w_{i}^{\prime}=\frac{1}{n} \sum_{j=0}^{n-1} w_{j} \varphi_{\alpha_{i}}(j)
$$

and

$$
w_{j}=\sum_{i=0}^{n-1} w_{i}^{\prime} \varphi_{\alpha_{i}}(j)
$$

Proof. The second statement follows from rearranging the terms. To see the first, note that by Fourier inversion,

$$
f(j)=\frac{1}{n} \sum_{i=0}^{n-1} \varphi_{\alpha_{i}}(j)\left(f, \varphi_{\alpha_{i}}\right)
$$

This implies

$$
\sum_{j=0}^{n-1} w_{j} f(j)=\sum_{j=0}^{n-1} w_{j} \frac{1}{n} \sum_{i=0}^{n-1} \varphi_{\alpha_{i}}(j)\left(f, \varphi_{\alpha_{i}}\right)=\frac{1}{n} \sum_{i=0}^{n-1}\left(f, \varphi_{\alpha_{i}}\right) \sum_{j=0}^{n-1} w_{j} \varphi_{\alpha_{i}}(j),
$$

and the lemma follows. $\quad$ a
We will establish that $F$ requires large weights, and in particular we have the following theorem.

Theorem 2.4. Assume that $n$ is a power of 2 and

$$
F(f)=\operatorname{sign}\left(\sum_{i=0}^{n-1} w_{i}\left(f, \varphi_{\alpha_{i}}\right)\right),
$$

where $w_{i}$ are integers. Then $w_{n-1} \geq e^{-4 n^{\beta}} 2^{(n \log n) / 2-n}$, where $\beta=\log \left(\frac{3}{2}\right)$.
Before we prove Theorem 2.4, let us first deduce the corresponding result when using the normal representation of threshold gates.

Theorem 2.5. Assume that $n$ is a power of 2 and

$$
F(f)=\operatorname{sign}\left(\sum_{j=0}^{n-1} w_{j} f(j)\right),
$$

where $w_{j}$ are integers. Then for some $j$, we have $\left|w_{j}\right| \geq \frac{1}{n} e^{-4 n^{\beta}} 2^{(n \log n) / 2-n}$, where $\beta=\log \left(\frac{3}{2}\right)$.

Proof of Theorem 2.5. If we have an expansion of the kind given in the theorem, then by Lemma 2.3, setting

$$
w_{i}^{\prime}=\frac{1}{n} \sum_{j=0}^{n-1} w_{j} \varphi_{\alpha_{i}}(j)
$$

we convert it to an expansion of the form considered in Theorem 2.4. The $w_{i}^{\prime}$ may not be integers, but $n w_{i}^{\prime}$ are integers for all $i$. Multiplying every weight by the same integer does not change the function and hence by Theorem 2.4, $n w_{n-1}^{\prime} \geq e^{-4 n^{\beta}} 2^{(n \log n) / 2-n}$. This is equivalent to saying that

$$
\sum_{j=0}^{n-1} w_{j} \varphi_{\alpha_{n-1}}(j) \geq e^{-4 n^{\beta}} 2^{(n \log n) / 2-n}
$$

and the theorem follows.
Let us now prove Theorem 2.4.
Proof of Theorem 2.4. Let us start by an easy observation.
Lemma 2.6. For any $i, w_{i}>0$.
Proof. This follows from setting $f=\varphi_{\alpha_{i}}$ and noting that $F(f)=1$ for such $f$.
By choosing a suitable sequence of test functions $f$ we prove that $w_{i}$ must grow exponentially. Since the ordering of the $\alpha_{i}$ is not explicit, we sometimes use the notation $w_{\alpha}$, which should be read as $w_{i}$ where $i$ is chosen such that $\alpha_{i}=\alpha$.

Lemma 2.7. Suppose $\left|\alpha_{i+1}\right|=\left|\alpha_{i}\right|=k$ where $2 \leq k \leq n-1$, and that $\alpha_{i} \Delta \alpha_{i+1}=$ $\{a, b\}$. Let $v \in\{-1,1\}^{m}$ be any point with $v_{a}=v_{b}$. Then

$$
w_{i+1}>\left(2^{k-1}-1\right) w_{i}-\sum \varphi_{\alpha_{i}}(v) \varphi_{\alpha}(v) w_{\alpha}
$$

where the sum extends over all $\alpha$ such that $\alpha \subset \alpha_{i} \bigcup \alpha_{i+1}$, and $\alpha$ contains exactly one of $a$ and $b$ and $\alpha$ is equal to neither $\alpha_{i}$ nor $\alpha_{i+1}$.

Proof. Let us assume that $\alpha_{i}=\{1,2, \ldots, k\}$ and $\alpha_{i+1}=\{1,2, \ldots, k-1, k+1\}$. Let $v^{1}$ be a vector of length $k+1$ that satisfies $v_{j}^{1}=v_{j}$ for $1 \leq j \leq k+1$. Furthermore, let $v^{2}$ be a similar vector such that $v_{j}^{2}=v_{j}$ for $j<k$, and $v_{j}^{2}=-v_{j}$ for $j=k$ and $j=k+1$. Define the following function on the first $k+1$ variables:

$$
f(w)= \begin{cases}\varphi_{\alpha_{i}}(w) & \text { if } w=v^{1} \text { or } w=v^{2} \\ -\varphi_{\alpha_{i}}(w) & \text { otherwise }\end{cases}
$$

We extend $f$ to a function of $m$ variables by ignoring the rest of the variables. First note that $\left(f, \varphi_{\alpha}\right)=0$ for any $\alpha$ that contains an element larger than $k+1$. We have that $\left(f, \varphi_{\alpha_{i}}\right)=2^{m-k-1}\left(4-2^{k+1}\right)$, while for other $\alpha \subseteq\{1,2, \ldots, k+1\}$ we have

$$
\begin{aligned}
\left(f, \varphi_{\alpha}\right) & =\left(-\varphi_{\alpha_{i}}, \varphi_{\alpha}\right)+2^{m-k} \varphi_{\alpha_{i}}\left(v^{1}\right) \varphi_{\alpha}\left(v^{1}\right)+2^{m-k} \varphi_{\alpha_{i}}\left(v^{2}\right) \varphi_{\alpha}\left(v^{2}\right) \\
& =2^{m-k} \varphi_{\alpha_{i}}\left(v^{1}\right) \varphi_{\alpha}\left(v^{1}\right)\left(1+\varphi_{\alpha_{i}}\left(v^{1} v^{2}\right) \varphi_{\alpha}\left(v^{1} v^{2}\right)\right)
\end{aligned}
$$

where $v^{1} v^{2}$ is the pointwise product of $v^{1}$ and $v^{2}$. Since this vector is 1 except for coordinates $k$ and $k+1$, we obtain a nonzero inner product if and only if $\alpha \subset$
$\{1,2, \ldots, k+1\}$ and $\alpha$ contains exactly one of the elements $k$ and $k+1$. The only two sets of size $k$ with these properties are $\alpha_{i+1}$ and $\alpha_{i}$, while all other sets with these properties have cardinality at most $k-1$. Note that by property 1 of our ordering, all these sets appear before $\alpha_{i}$, and this implies that $F(f)=\operatorname{sign}\left(\left(\varphi_{\alpha_{i+1}}, f\right)\right)=1$. Writing this statement as an inequality of the weights yields the inequality of the lemma. $\quad \square$

Next we have the following lemma.
Lemma 2.8. Suppose $\left|\alpha_{i+1}\right|=1+\left|\alpha_{i}\right|=k$, where $2 \leq k \leq n-1$ and $\alpha_{i+1}=$ $\alpha_{i} \bigcup\{a\}$. Then, for any vector $v$ with $v_{a}=1$, we have

$$
w_{i+1}>\left(2^{k-1}-1\right) w_{i}-\sum_{\alpha \subset \alpha_{i+1}, \alpha=\alpha_{i}} \varphi_{\alpha_{i}}(v) \varphi_{\alpha}(v) w_{\alpha}
$$

Proof. Let us assume that $\alpha_{i}=\{1,2, \ldots, k-1\}$ and $\alpha_{i+1}=\{1,2, \ldots, k\}$, and let $v^{1}$ be the vector of length $k$ that satisfies $v_{j}^{1}=v_{j}$ for $1 \leq j \leq k$. Define the following function on the first $k$ variables:

$$
f(w)= \begin{cases}\varphi_{\alpha_{i}}(w) & \text { if } w=v^{1} \\ -\varphi_{\alpha_{i}}(w) & \text { otherwise }\end{cases}
$$

Extend $f$ to a function of $m$ variables by ignoring the rest of the variables. Again $\left(f, \varphi_{\alpha}\right)=0$ for any $\alpha$ that contains an element larger than $k$. Clearly $\left(f, \varphi_{\alpha_{i}}\right)=$ $2^{m-k}\left(2-2^{k}\right)$, while for other $\alpha \subset\{1,2, \ldots, k\}$ we have

$$
\left(f, \varphi_{\alpha}\right)=\left(-\varphi_{\alpha_{i}}, \varphi_{\alpha}\right)+2^{m+1-k} \varphi_{\alpha_{i}}\left(v^{1}\right) \varphi_{\alpha}\left(v^{1}\right)=2^{m+1-k} \varphi_{\alpha_{i}}\left(v^{1}\right) \varphi_{\alpha}\left(v^{1}\right)
$$

Again $F(f)=\operatorname{sign}\left(\left(\varphi_{\alpha_{i+1}}, f\right)\right)=1$, and writing out the corresponding inequality for the weights gives the lemma.

Using the above two lemmas we establish the main lemma for the proof of Theorem 2.4.

Lemma 2.9. For each $i$ such that $\left|\alpha_{i+1}\right| \geq 2$, we have $w_{i+1}>\left(2^{\left|\alpha_{i+1}\right|-1}-1\right) w_{i}$. Furthermore, if $\alpha=\{a, b\}$, then

$$
w_{\alpha}>w_{\{a\}}+w_{\{b\}}+w_{0}
$$

Proof. We establish the lemma by induction over $i$, and we must handle the cases with $\left|\alpha_{i+1}\right|$ small separately.

Let us first establish the lower bounds for $w_{\alpha}$ when $|\alpha|=2$. Suppose $a=1$ and $b=2$, and construct the function of the proof of Lemma 2.8 when $\alpha_{i+1}=\alpha, \alpha_{i}=\{1\}$, and $v^{1}=(-1,1)$. This shows that

$$
w_{\alpha}>w_{\{1\}}+w_{\{2\}}+w_{0}
$$

Let us now establish the lemma when $\left|\alpha_{i+1}\right|=\left|\alpha_{i}\right|=2$. Suppose $\alpha_{i+1}=\{1,3\}$ and $\alpha_{i}=\{1,2\}$. Then apply Lemma 2.7 with $v^{1}=(-1,1,1)$. This gives

$$
w_{i+1}>w_{i}+w_{\{2\}}+w_{\{3\}} .
$$

Next suppose $\left|\alpha_{i+1}\right|=3$ and $\left|\alpha_{i}\right|=2$. We might assume that $\alpha_{i+1}=\{1,2,3\}$ and $\alpha_{i}=\{1,2\}$. Apply Lemma 2.8 with $v^{1}=(-1,-1,1)$. This gives

$$
w_{i+1}>3 w_{i}+w_{\{1,3\}}+w_{\{2,3\}}+w_{\{1\}}+w_{\{2\}}-w_{\{3\}}-w_{0}>3 w_{i}
$$

where the last inequality follows from the already established bounds.
Let us now take the case $\left|\alpha_{i+1}\right|=\left|\alpha_{i}\right|=3$, where we assume that $\alpha_{i+1}=\{1,2,4\}$ and $\alpha_{i}=\{1,2,3\}$. Apply Lemma 2.7 with $v^{1}=(-1,-1,1,1)$. This gives

$$
w_{i+1}>3 w_{i}+w_{\{1,3\}}+w_{\{2,3\}}+w_{\{1,4\}}+w_{\{2,4\}}-w_{\{3\}}-w_{\{4\}}>3 w_{i}
$$

Now consider the case when $\left|\alpha_{i+1}\right|=k$ and $\left|\alpha_{i}\right|=k-1$, where $k \geq 4$. We can assume that $\alpha_{i+1}=\{1,2, \ldots, k\}$ and $\alpha_{i}=\{1, \ldots, k-1\}$. Suppose that $\alpha_{j}$ is the proper subset of $\alpha_{i+1}$ other than $\alpha_{i}$ that has the highest index. Choose a vector $v$ with $v_{k}=1$ such that $\varphi_{\alpha_{i}}(v) \varphi_{\alpha_{j}}(v)=-1$. Now apply Lemma 2.8 with this $v$. We have

$$
w_{i+1}>\left(2^{k-1}-1\right) w_{i}+w_{j}-\sum_{\alpha \subset \alpha_{i+1}, \alpha=\alpha_{j}, \alpha_{i}} \varphi_{\alpha_{i}}(v) \varphi_{\alpha}(v) w_{\alpha} .
$$

Thus the lemma follows from establishing

$$
\sum_{\alpha \subset \alpha_{i+1}, \alpha=\alpha_{j}, \alpha_{i}}\left|w_{\alpha}\right| \leq w_{j}
$$

We divide the sum into those $\alpha$ of size at least 3 and those of size at most 2 . To bound the first sum we note that since $w_{l+1}>3 w_{l}$ when $\left|\alpha_{l+1}\right| \geq 3$ and $l<j$, even the sum over all sets of size at least 3 and index less than $j$ is bounded by $w_{j} / 2$.

To bound the second sum we observe that there are at most $k(k-1) / 2+k+1$ terms and each is bounded the maximal weight of a set of size 2 . Now there are at least $k-2$ sets of size 3 before $\alpha_{j}$ in the enumeration (this bound is tight for $k=4$ but very weak otherwise), which implies by induction that $w_{j}$ is at least $3^{k-1}$ times the maximal weight of any set of size 2 . The inequality $3^{k-1}>k(k-1)+2 k+2$ valid for $k \geq 4$ concludes this case.

Finally suppose $\left|\alpha_{i+1}\right|=\left|\alpha_{i}\right|=k$ and $k \geq 4$. We assume that $\alpha_{i+1}=\{1,2, \ldots$, $k-1, k+1\}$ and $\alpha_{i}=\{1, \ldots, k\}$. Suppose that $\alpha_{j}$ is the set of highest index that appears in the sum of Lemma 2.7. Choose a vector $v$ with $v_{k}=v_{k+1}=1$ such that $\varphi_{\alpha_{i}}(v) \varphi_{\alpha_{j}}(v)=-1$. Now apply Lemma 2.7 with this $v$. The analysis is similar to the last case. This finishes the proof of the lemma.

All that remains to prove Theorem 2.4 is a simple calculation. Let $\alpha_{i_{0}}$ be the last set of size 2 in our ordering. Then

$$
w_{n-1} \geq \prod_{\left|\alpha_{i}\right|>2}\left(2^{\left|\alpha_{i}\right|-1}-1\right) w_{i_{0}}>2^{\sum_{i=1}^{n-1}\left|\alpha_{i}\right|-1} \prod_{\left|\alpha_{i}\right| \geq 2}\left(1-2^{1-\left|\alpha_{i}\right|}\right)
$$

since $w_{i_{0}}>1$ and the two factors introduced when $\left|\alpha_{i}\right|=2$ cancel each other.
The first factor equals $2^{n m / 2+1-n}$. This follows because the average size of a subset of $[m]$ is $m / 2$, and there are $n$ such sets. The extra " $1-n$ " is the result of -1 inside the summation. To estimate the second factor, we use the fact that when $0<x<\frac{1}{2}$, then $(1-x)>e^{-2 x}$. Hence

$$
\prod_{\left|\alpha_{i}\right| \geq 2}\left(1-2^{1-\left|\alpha_{i}\right|}\right)>e^{-\sum_{k=2}^{n}\binom{m}{k} 2^{2-k}} \geq e^{-4\left(1+\frac{1}{2}\right)^{m}}=e^{-4 n^{\beta}}
$$

and the theorem follows.
Note that by slightly extra work, the constant in front of $n^{\beta}$ can be reduced to any value greater than 2 . In fact, if we were willing to obtain an extra term, we
could in fact obtain the value 2 . This would be achieved by using an inequality of the type $1-x \geq e^{-x-c x^{2}}$ for an appropriate constant $c$. We do not think this is of great concern unless the upper bound is improved.

If we use the full strength of Lemma 2.9, then we can actually strengthen Theorem 2.5 to apply to all weights.

Theorem 2.10. Assume that $n$ is a power of 2 and

$$
F(f)=\operatorname{sign}\left(\sum_{j=0}^{n-1} w_{j} f(j)\right)
$$

where $w_{j}$ are integers. Then for $n \geq 8$ and all $j$, we have $\left|w_{j}\right| \geq(1 / 2 n) e^{-4 n^{\beta}} 2^{(n \log n) / 2-n}$, where $\beta=\log \left(\frac{3}{2}\right)$.

Proof. Use Lemma 2.3 to obtain a corresponding expansion

$$
\sum_{i=0}^{n-1} w_{i}^{\prime}\left(f, \varphi_{\alpha_{i}}\right)
$$

where

$$
w_{i}^{\prime}=\frac{1}{n} \sum_{j=0}^{n-1} w_{j} \varphi_{\alpha_{i}}(j) .
$$

We know by Lemma 2.9 that $w_{n-1}^{\prime} \geq\left(2^{m-1}-1\right) w_{n-2}^{\prime} \geq\left(2^{m-1}-1\right)\left(2^{m-2}-1\right) w_{n-3}^{\prime} \ldots$, where $n=2^{m}$. By Lemma 2.3,

$$
w_{j}=\sum_{i=0}^{n-1} w_{i}^{\prime} \varphi_{\alpha_{i}}(j)
$$

and for $n \geq 8$,

$$
\left|\sum_{i=0}^{n-2} w_{i}^{\prime} \varphi_{\alpha_{i}}(j)\right| \leq \frac{1}{2} w_{n-1}^{\prime}
$$

Since

$$
w_{n-1}^{\prime} \geq \frac{1}{n} e^{-4 n^{\beta}} 2^{(n \log n) / 2-n}
$$

the theorem follows.
3. Recalling the upper bound. For completeness, let us recall the proof for the upper bound. Let $F$ be any threshold function and let $H_{0}$ be a linear function with the following properties:

1. $\operatorname{sign}\left(H_{0}(x)\right)=F(x)$ for $x \in\{-1,1\}^{n}$.
2. $\left|H_{0}(x)\right| \geq 1$ for $x \in\{-1,1\}^{n}$.
3. Among $H$ satisfying the above conditions, it maximizes the number of $x \in$ $\{-1,1\}^{n}$ such that $\left|H_{0}(x)\right|=1$. If there are several $H$ giving the same number of such points, choose one arbitrarily.

Since $F$ can be represented by a linear threshold, there is some linear function satisfying the first two conditions, and thus there will exist such a linear function $H_{0}$.

Let $x^{(i)}, i=1,2, \ldots, r$ be the set of points in $\{-1,1\}^{n}$ with $\left|H_{0}\left(x^{(i)}\right)\right|=1$. We claim that $H_{0}$ is uniquely determined by the equations

$$
H_{0}\left(x^{(i)}\right)=F\left(x^{(i)}\right), \quad i=1,2, \ldots, r
$$

Suppose this was not the case. The set of of solutions to these equations would contain linear functions $H_{0}+t H_{1}$ for all rational $t$ and nonzero $H_{1}$. There is some point $x^{(0)} \in\{-1,1\}^{n}$ such that $H_{1}\left(x^{(0)}\right) \neq 0$. Suppose for concreteness that $H_{1}\left(x^{(0)}\right)>$ 0 and that $H_{0}\left(x^{(0)}\right)<-1$. (Note that we cannot have $\left|H_{0}\left(x^{(0)}\right)\right|=1$ since we must have $H_{1}\left(x^{(i)}\right)=0$ for $1 \leq i \leq r$.) Now let $t_{0}$ be the minimal $t>0$ such that $\left|H_{0}(x)+t H_{1}(x)\right|=1$ for some $x \notin\left\{x^{(1)}, x^{(2)}, \ldots, x^{(r)}\right\}$. There must be such a $t_{0}$, since $t=\left(-1-H_{0}\left(x^{(0)}\right)\right) / H_{1}\left(x^{(0)}\right)$ gives $\left|H_{0}\left(x^{(0)}\right)+t H_{1}\left(x^{(0)}\right)\right|=1$. Since $\left|H_{0}(x)+t H_{1}(x)\right| \geq 1$ for all $t \in\left[0, t_{0}\right]$ and all $x \in\{-1,1\}^{n}$, it follows that the two first conditions are satisfied by $H_{0}+t_{0} H_{1}$. This implies that we violate the maximality condition used to define $H_{0}$ and we have reached a contradiction.

By the claim, the coefficients of $H_{0}$ can be obtained by solving a linear system of equations where the coefficients and the right-hand side belong to $\{-1,1\}$. By Cramer's rule this means that each coefficient of $H_{0}$ is given by the ratio of two $(n+1) \times(n+1)$ (remember that $H_{0}$ has a constant coefficient) determinants with entries in $\{-1,1\}$. Every coefficient has the same denominator and hence we can clear it. By Hadamard's inequality, each absolute value of a determinant of the above type is bounded by $(n+1)^{(n+1) / 2}$. Thus $F$ can be realized with integer weights of absolute value at most $(n+1)^{(n+1) / 2}$. To obtain a better bound we need the following lemma.

Lemma 3.1. The determinant of an $m \times m$ matrix that has entries from the set $\{-1,1\}$ is divisible by $2^{m-1}$.

Proof. Add the first row to each other row. Now these rows will consist of elements from $\{-2,0,2\}$. The determinant of this matrix is clearly divisible by $2^{m-1}$.

Using the lemma and clearing the common factor $2^{n}$ gives the following theorem.
Theorem 3.2. A threshold function of $n$ variables can be realized with integer weights of size at most $2^{-n}(n+1)^{(n+1) / 2}$.
4. Final discussion. When $n$ is a power of two, we have established upper and lower bounds that are only a subexponential factor apart. It is interesting to note that we do not know how to establish such sharp bounds when $n$ is not a power of 2. It is not clear that this is an important problem in determining the true bounds for every $n$. After all, taking the function $F$ for the largest power of 2 less than $n$ will give fairly good lower bounds. However, it is one of these problems where we do obtain much better bounds for special values of the parameter.

One natural way to try to prove the lower bounds given by Theorem 2.4 is to try to establish that a random threshold function requires large weights. In view of the fact that there are only $2^{n^{2}}$ threshold functions, it is not clear that this could succeed. One natural question that arises is how to define a random threshold function.

One definition is to pick a random point $\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ uniformly from the real $n$-dimensional sphere $\left(\sum_{i=1}^{n} w_{i}^{2}=1\right)$ and then define the random function to be $\operatorname{sign}\left(\sum_{i=1}^{n} w_{i} x_{i}\right)$.

It is not difficult to see that with very high probability we can replace $w_{i}$ by integers with $O(n)$ bits and keep the same function. It is not clear that this is due to a deficiency in the definition or that this is the typical behavior of threshold functions.

Let us finally note that our results extend to the case where the inputs are from the set $\{0,1, \ldots, a\}$ for $a \geq 2$ (or the more symmetric range $\{-a, 2-a, 4-a, \ldots, a\}$ ). We can use the same definition of the function and the proof extends essentially word by word. The only part that does not seem to have a counterpart is Lemma 3.1. We thus obtain a lower bound that is roughly a factor $a^{n}$ stronger, and an upper bound that is a factor $2^{n} a^{n+1}$ worse.
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#### Abstract

Let $P_{2}(G), \gamma_{f}(G)$, and $\gamma(G)$ be the 2-packing number, fractional domination number, and domination number, respectively, of a graph $G$. Domke, Hedetniemi, and Laskar [Congress. Numer., 66 (1989), pp. 227-238] showed that $P_{2}(G) \leq \gamma_{f}(G) \leq \gamma(G)$. Examples are given with $P_{2}(G)<\gamma_{f}(G)=\gamma(G)$ and $P_{2}(G)=\gamma_{f}(G)<\gamma(G)$. Let $G \oplus H$ and $G \cdot H$ be the Cartesian product and strong direct product, respectively, of graphs $G$ and $H$. For all $G$ and $H$, it is shown that $P_{2}(G) P_{2}(H) \leq P_{2}(G \cdot H) \leq P_{2}(G) \gamma_{f}(H)$ and $\gamma(G) \gamma_{f}(H) \leq \gamma(G \cdot H) \leq \gamma(G) \gamma(H)$. These relations are also independent. Relations involving $P_{2}(G \oplus H), \gamma_{f}(G \oplus H)$, and $\gamma(G \oplus H)$ are examined. An unresolved issue involves a conjecture of Vizing: For all $G$ and $H$, is $\gamma(G \oplus H) \geq \gamma(G) \gamma(H)$ ?
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AMS subject classification. 05C70

Introduction. Let $G$ be a graph. A subset of the nodes of $G, S$, dominates $G$, if each node in $G-S$ is adjacent to a member of $S$. The domination number of $G$, $\gamma(G)$, is the minimal cardinality of a dominating set. Domke, Hedetniemi, and Laskar [1] give a fractional version of $\gamma(G)$. A set of nonnegative weights on the nodes of $G$ is a fractional domination of $G$ if, for each node $a$, the weights on $a$ and its neighbors sum to at least one. The fractional domination number of $G, \gamma_{f}(G)$, is the minimal sum of the weights of a fractional domination. A subset $S$ is a 2-packing of $G$ if, for all $x, y \in S$, the distance between $x$ and $y$ is at least 3 . Let the 2-packing number of $G, P_{2}(G)$, be the maximal cardinality of a 2-packing. We then have (from [1])

$$
\begin{equation*}
P_{2}(G) \leq \gamma_{f}(G) \leq \gamma(G) \tag{1}
\end{equation*}
$$

Let $G$ and $H$ be graphs with nodes $V_{G}$ and $V_{H}$ and edges $E_{G}$ and $E_{H}$, respectively. Then $G \oplus H$ (the Cartesian product of $G$ and $H$ ) has nodes ( $g, h$ ) for all $g \in V_{G}$ and $h \in V_{H}$ with an edge between $\left(g_{1}, h_{1}\right)$ and $\left(g_{2}, h_{2}\right)$ if and only if $\left[g_{1}, g_{2}\right] \in E_{G}$ and $h_{1}=h_{2}$, or $g_{1}=g_{2}$ and $\left[h_{1}, h_{2}\right] \in E_{H}$. Also, $G \cdot H$ (the strong direct product of $G$ and $H$ ) has nodes $(g, h)$ for all $g \in V_{G}$ and $h \in V_{H}$ with an edge between $\left(g_{1}, h_{1}\right)$ and $\left(g_{2}, h_{2}\right)$ if and only if $g_{1}=g_{2}$ or $\left[g_{1}, g_{2}\right] \in E_{G}$, and $h_{1}=h_{2}$ or $\left[h_{1}, h_{2}\right] \in E_{H}$ (see Fig. 1). A long-standing conjecture of Vizing [4] is that for all graphs $G$ and $H$, $\gamma(G \oplus H) \geq \gamma(G) \gamma(H)$. Fisher, Ryan, Domke, and Majumdar [2] give a fractional version of this: $\gamma_{f}(G \oplus H) \geq \gamma_{f}(G) \gamma_{f}(H)$, which follows from a result for strong direct products,

$$
\begin{equation*}
\gamma_{f}(G \cdot H)=\gamma_{f}(G) \gamma_{f}(H) \tag{2}
\end{equation*}
$$

Section 1 shows that the inequalities of (1) are independent by giving examples with $P_{2}(G)<\gamma_{f}(G)=\gamma(G)$ and $P_{2}(G)=\gamma_{f}(G)<\gamma(G)$. Section 2 proves two relations similar to $(2): \gamma(G) \gamma_{f}(H) \leq \gamma(G \cdot H) \leq \gamma(G) \gamma(H)$ and $P_{2}(G) P_{2}(H) \leq$ $P_{2}(G \cdot H) \leq P_{2}(G) \gamma_{f}(H)$. Section 3 summarizes these results in Fig. 7. Relations for $P_{2}(G \oplus H), \gamma_{f}(G \oplus H)$, and $\gamma(G \oplus H)$ are also examined.

[^56]

Fig. 1. The Cartesian product and the strong direct product.


Fig. 2. The circled nodes are a 2-packing of $G$. So $P_{2}(G) \geq 2$. The weights are both a fractional domination and a fractional 2-packing of $G$. So $\gamma_{f}(G)=2$. While the boxed nodes dominate $G$, no two-node set dominates $G$. Hence $2=P_{2}(G)=\gamma_{f}(G)<\gamma(G)=3$. In $H$, the distance between two nodes is at most two. So $P_{2}(H)=1$. The weights are a fractional 2-packing of $H$. So $\gamma_{f}(H) \geq 2$. The boxed nodes dominate $H$. So $\gamma(H) \leq 2$. Hence by (1), $1=P_{2}(H)<\gamma_{f}(H)=\gamma(H)=2$.

1. Extremes for the fractional domination number. Four relations for $P_{2}(G), \gamma_{f}(G)$, and $\gamma(G)$ are allowed by (1). Examples with $P_{2}(G)=\gamma_{f}(G)=\gamma(G)$ (e.g., $K_{1}$ ) and $P_{2}(G)<\gamma_{f}(G)<\gamma(G)$ (e.g., $C_{4}$ ) are easy to find. However, examples with $P_{2}(G)=\gamma_{f}(G)<\gamma(G)$ or $P_{2}(G)<\gamma_{f}(G)=\gamma(G)$ are surprisingly difficult to find. Fig. 2 gives what seems to be the smallest examples.
2. Bounds on the strong direct product. This section gives lower and upper bounds on $\gamma(G \cdot H)$ and $P_{2}(G \cdot H)$. For each, examples (Figs. 3-6) are given with the lower bound achieved, but the upper is not, and vice versa. These examples are selected so that at least two integers are within the bounds.

To prove the results, it is easiest to view the graph parameters as optimal values of linear or integer programming problems. For vectors $\mathbf{x}$ and $\mathbf{y}$, let $\mathbf{x} \geq \mathbf{y}(\mathbf{x} \leq \mathbf{y})$ mean $x_{i} \geq y_{i}\left(x_{i} \leq y_{i}\right)$ for all $i$. Let $\mathbf{1}_{k}$ and $\mathbf{0}_{k}$ be the $k$-vectors whose components are all one or zero, respectively. For an $m$ node graph $G$, let $N(G)$ (the neighborhood matrix of $G$ ) be the $m \times m$ matrix with $n_{i j}=1$, if $i=j$ or if nodes $i$ and $j$ are adjacent, and $n_{i j}=0$, otherwise.

We can redefine $\gamma(G)$ as the value of an integer programming problem

$$
\begin{align*}
& \gamma(G)=\min _{\mathbf{x}} \mathbf{1}_{m}^{T} \mathbf{x} \\
& \text { subject to } \mathbf{x} \geq \mathbf{0}_{m}, \quad N(G) \mathbf{x} \geq \mathbf{1}_{m} \quad \text { and } \quad \mathbf{x} \text { is integer. } \tag{3}
\end{align*}
$$

A feasible solution to (3) dominates $G$. Similarly, $\gamma_{f}(G)$ can be redefined as the value of a linear programming problem

$$
\begin{equation*}
\gamma_{f}(G)=\min _{\mathbf{x}} \mathbf{1}_{m}^{T} \mathbf{x} \quad \text { subject to } \mathbf{x} \geq \mathbf{0}_{m} \quad \text { and } \quad N(G) \mathbf{x} \geq \mathbf{1}_{m} \tag{4}
\end{equation*}
$$

A feasible solution to (4) is a fractional domination of $G$. Duality gives another formulation for $\gamma_{f}(G)$,

$$
\begin{equation*}
\gamma_{f}(G)=\max _{\mathbf{y}} \mathbf{1}_{m}^{T} \mathbf{y} \quad \text { subject to } \mathbf{y} \geq \mathbf{0}_{m} \quad \text { and } \quad N(G) \mathbf{y} \leq \mathbf{1}_{m} \tag{5}
\end{equation*}
$$

A feasible solution to (5) is a fractional 2-packing of $G$. Also, $P_{2}(G)$ can be redefined as the value of an integer programming problem,
(6) $\quad P_{2}(G)=\max _{\mathbf{y}} \mathbf{1}_{m}^{T} \mathbf{y} \quad$ subject to $\mathbf{y} \geq \mathbf{0}_{m}, \quad N(G) \mathbf{y} \leq \mathbf{1}_{m}, \quad$ and $\quad \mathbf{y}$ is integer.

A feasible solution to (6) is a 2-packing of $G$.
Re-indexing (3) and (6) gives a useful alternative formulation for $\gamma(G \cdot H)$ and $P_{2}(G \cdot H)$. Let $\mathcal{Z}(m, n)$ be the set of nonnegative integer $m \times n$ matrices. Then
(7) $\gamma(G \cdot H)=\min _{Z} \mathbf{1}_{m}^{T} Z \mathbf{1}_{n} \quad$ subject to $N(G) Z N(H) \geq \mathbf{1}_{m} \mathbf{1}_{n}^{T} \quad$ and $\quad Z \in \mathcal{Z}(m, n)$,
$P_{2}(G \cdot H)=\max _{Z} \mathbf{1}_{m}^{T} Z \mathbf{1}_{n} \quad$ subject to $N(G) Z N(H) \leq \mathbf{1}_{m} \mathbf{1}_{n}^{T} \quad$ and $\quad Z \in \mathcal{Z}(m, n)$.
Theorem 1. For all graphs $G$ and $H, \gamma(G) \gamma_{f}(H) \leq \gamma(G \cdot H) \leq \gamma(G) \gamma(H)$.
Proof. For the lower bound, let $Z$ be an optimal solution to (7). Then $N(G) Z N(H) \geq$ $\mathbf{1}_{m} \mathbf{1}_{n}^{T}$. Isolating the $j$ th column gives

$$
(N(G) Z N(H))_{j} \geq \mathbf{1}_{m}
$$

Because $(N(G) Z N(H))_{j}=N(G)(Z N(H))_{j}$, we have that $(Z N(H))_{j}$ dominates $G$. Thus $\mathbf{1}_{m}^{T}(Z N(H))_{j} \geq \gamma(G)$, and hence $\mathbf{1}_{m}^{T} Z N(H) \geq \gamma(G) \mathbf{1}_{n}^{T}$. Transposing both sides and rearranging we obtain

$$
N(H)\left(\gamma(G)^{-1} Z^{T} \mathbf{1}_{m}\right) \geq \mathbf{1}_{n}
$$

Thus, $\gamma(G)^{-1} Z^{T} \mathbf{1}_{m}$ is a fractional domination of $H$ giving

$$
\gamma_{f}(H) \leq \mathbf{1}_{n}^{T} \gamma(G)^{-1} Z^{T} \mathbf{1}_{m}=\gamma(G)^{-1} \mathbf{1}_{m}^{T} Z \mathbf{1}_{n}=\gamma(G)^{-1} \gamma(G \cdot H)
$$

For the upper bound, let $\mathbf{x}$ and $\mathbf{y}$ be dominations of $G$ and $H$, respectively. Then

$$
N(G) \mathbf{x y}^{T} N(H)=(N(G) \mathbf{x})(N(H) \mathbf{y})^{T} \geq \mathbf{1}_{m} \mathbf{1}_{n}^{T}
$$

So $\mathbf{x y}^{T}$ is a feasible solution of (7) giving

$$
\gamma(G \cdot H) \leq \mathbf{1}_{m}^{T} \mathbf{x y}^{T} \mathbf{1}_{n}=\left(\mathbf{1}_{m}^{T} \mathbf{x}\right)\left(\mathbf{1}_{n}^{T} \mathbf{y}\right)=\gamma(G) \gamma(H)
$$

The exactness of the bounds in Theorem 1 are independent. Figs. 3 and 4 give examples with $\gamma(G) \gamma_{f}(H)=\gamma(G \cdot H)<\gamma(G) \gamma(H)$ and $\gamma(G) \gamma_{f}(H)<\gamma(G \cdot H)=$ $\gamma(G) \gamma(H)$.

Theorem 2. For all graphs $G$ and $H, P_{2}(G) P_{2}(H) \leq P_{2}(G \cdot H) \leq P_{2}(G) \gamma_{f}(H)$.
Proof. For the lower bound, let $\mathbf{x}$ and $\mathbf{y}$ be 2-packings of $G$ and $H$, respectively. Then

$$
N(G) \mathbf{x y}^{T} N(H)=(N(G) \mathbf{x})(N(H) \mathbf{y})^{T} \leq \mathbf{1}_{m} \mathbf{1}_{n}^{T}
$$

So $\mathbf{x y}^{T}$ is a feasible solution of (8) giving

$$
P_{2}(G \cdot H) \geq \mathbf{1}_{m}^{T} \mathbf{x y}^{T} \mathbf{1}_{n}=\left(\mathbf{1}_{m}^{T} \mathbf{x}\right)\left(\mathbf{1}_{n}^{T} \mathbf{y}\right)=P_{2}(G) P_{2}(H)
$$

For the upper bound, let $Z$ be an optimal solution to (8). Then $N(G) Z N(H) \leq$ $\mathbf{1}_{m} \mathbf{1}_{n}^{T}$. Isolating the $j$ th column, we obtain

$$
(N(G) Z N(H))_{j} \leq \mathbf{1}_{m}
$$



Fig. 3. The left weights are a fractional 2-packing on $G$. The right weights are a fractional domination. Since both sum to $3 / 2, \gamma_{f}(G)=3 / 2$. The 2 boxed nodes dominate $G$. So $\gamma(G)=2$. The 3 boxed nodes dominate $G \cdot G$. So, Theorem 1 gives $3=\gamma(G) \gamma_{f}(G)=\gamma(G \cdot G)<\gamma(G) \gamma(G)=4$.


Fig. 4. The weights on $G$ are both a fractional 2-packing and a fractional domination of $G$. So $\gamma_{f}(G)=3 / 2$. The 2 boxed nodes dominate $G$. Thus $\gamma(G)=2$. The graph $G \cdot G$ can be divided into two halves, each with 3 isolated copies of $G$. Suppose a 3-node set $S$ dominates $G \cdot G$. Since a node can dominate only 4 nodes in its half, each half must have at least one member of $S$. In the half with two members, there is a copy of $G$ that has no members of $S$. Since the members in its own half cannot dominate its nodes and at most 4 nodes can be dominated by the members in the other half, $S$ cannot dominate all nodes in this copy. So, 3 nodes cannot dominate $G \cdot G$. Theorem 1 gives $3=\gamma(G) \gamma_{f}(G)<\gamma(G \cdot G)=\gamma(G) \gamma(G)=4$.

Because $(N(G) Z N(H))_{j}=N(G)(Z N(H))_{j}$, we have that $(Z N(H))_{j}$ is a 2-packing of $G$. Thus $\mathbf{1}_{m}^{T}(Z N(H))_{j} \leq P_{2}(G)$, and hence $\mathbf{1}_{m}^{T} Z N(H) \leq P_{2}(G) \mathbf{1}_{n}^{T}$. Transposing both sides and rearranging we obtain

$$
N(H)\left(P_{2}(G)^{-1} Z^{T} \mathbf{1}_{m}\right) \leq \mathbf{1}_{n} .
$$

Thus, $P_{2}(G)^{-1} Z^{T} \mathbf{1}_{m}$ is a fractional domination of $H$ giving that

$$
\gamma_{f}(H) \geq \mathbf{1}_{n}^{T} P_{2}(G)^{-1} Z^{T} \mathbf{1}_{m}=P_{2}(G)^{-1} \mathbf{1}_{m}^{T} Z \mathbf{1}_{n} \geq P_{2}(G)^{-1} P_{2}(G \cdot H)
$$

The exactness of the bounds in Theorem 2 are independent. Figs. 5 and 6 give examples with $P_{2}(G) P_{2}(H)=P_{2}(G \cdot H)<P_{2}(G) \gamma_{f}(H)$ and $P_{2}(G) P_{2}(H)<P_{2}(G$. $H)=P_{2}(G) \gamma_{f}(H)$.
3. Summary. Equations (1) and (2) and the theorems form a system of inequalities. Where do $P_{2}(G \oplus H), \gamma_{f}(G \oplus H)$, and $\gamma(G \oplus H)$ fit in? Since $N(G \oplus H) \leq N(G \cdot H)$, replacing $G \cdot H$ by $G \oplus H$ strengthens the constraints in (3) and (4), while weakening those in (5) and (6). So $P_{2}(G \oplus H) \geq P_{2}(G \cdot H), \gamma_{f}(G \oplus H) \geq \gamma_{f}(G \cdot H)$, and $\gamma(G \oplus H) \geq \gamma(G \cdot H)$. Fig. 7 summarizes the inequalities.


Fig. 5. The weights are both a fractional domination and a fractional 2-packing of $G$. Thus, $\gamma_{f}(G)=5 / 2$. The 2 circled nodes are a 2-packing of $G$. Thus, $P_{2}(G)=2$. The graph $G \cdot G$ can be divided into two halves isomorphic to $C_{4} \cdot G$. Since Theorem 2 gives $P_{2}\left(C_{4} \cdot G\right) \leq P_{2}\left(C_{4}\right) \gamma_{f}(G)=5 / 2$, each half has at most 2 nodes in a 2-packing of $G \cdot G$. So Theorem 2 gives $4=P_{2}(G) P_{2}(G)=$ $P_{2}(G \cdot G)<P_{2}(G) \gamma_{f}(G)=5$.


Fig. 6. The left weights are a fractional 2-packing of $G$. The right weights are a fractional domination. Since both sum to $5 / 2, \gamma_{f}(G)=5 / 2$. The 2 circled nodes are a 2-packing of $G$. So $P_{2}(G)=2$. The 5 circled nodes are a 2-packing of $G \cdot G$. So Theorem 2 gives $4=P_{2}(G) P_{2}(G)<$ $P_{2}(G \cdot G)=P_{2}(G) \gamma_{f}(G)=5$.


Fig. 7. The big picture. The arcs indicate that for all graphs $G$ and $H$, the quantity at the head of the arc is greater than or equal to the one at the tail. The dotted arc is Vizing's conjecture. Quantities without a path between them are independent in that examples exists where each is larger than the other. Many corollaries are possible, such as a result of Jacobson and Kinch [3] that for all $G$ and $H, \gamma(G \oplus H) \geq \gamma(G) P_{2}(H)$.

Does Fig. 7 show all possible inequalities? Since $P_{2}\left(C_{4}\right)<\gamma_{f}\left(C_{4}\right)<\gamma\left(C_{4}\right)$, we have $P_{2}\left(K_{1} \oplus C_{4}\right)<P_{2}\left(K_{1}\right) \gamma_{f}\left(C_{4}\right)$ and $\gamma_{f}\left(K_{1} \oplus C_{4}\right)<P_{2}\left(K_{1}\right) \gamma\left(C_{4}\right)$. Further, let $P_{3}$ be the 3 -node graph with 2 edges. Then $2=P_{2}\left(P_{3} \oplus P_{3}\right)>\gamma\left(P_{3}\right) \gamma\left(P_{3}\right)=1$. So no relations other than those in Fig. 7 are possible (except for Vizing's conjecture).
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# NORMAL AND SELF-DUAL NORMAL BASES FROM FACTORIZATION OF $c x^{q+1}+d x^{q}-a x-b^{*}$ 
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#### Abstract

The present paper is interested in a family of normal bases, considered by Sidel'nikov [Math. USSR-Sb., 61 (1988), pp. 485-494], with the property that all the elements in a basis can be obtained from one element by repeatedly applying to it a linear fractional function of the form $\varphi(x)=(a x+b) /(c x+d), a, b, c, d \in F_{q}$. Sidel'nikov proved that the products for such a basis $\left\{\alpha_{i}\right\}$ are of the form $\alpha_{i} \alpha_{j}=e_{i-j} \alpha_{i}+e_{j-i} \alpha_{j}+\gamma, i=j$, where $e_{k}, \gamma \in F_{q}$. It is shown that every such basis can be formed by the roots of an irreducible factor of $F(x)=c x^{q+1}+d x^{q}-a x-b$. The following are constructed: (a) a normal basis of $F_{q^{n}}$ over $F_{q}$ with complexity at most $3 n-2$ for each divisor $n$ of $q-1$ and for $n=p$, where $p$ is the characteristic of $F_{q}$; (b) a self-dual normal basis of $F_{q^{n}}$ over $F_{q}$ for $n=p$ and for each odd divisor $n$ of $q-1$ or $q+1$. When $n=p$, the self-dual normal basis constructed of $F_{q^{p}}$ over $F_{q}$ also has complexity at most $3 p-2$. In all cases, the irreducible polynomials and the multiplication tables are given explicitly.
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1. Introduction. Let $N=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right\}$ be a normal basis of $F_{q^{n}}$ over $F_{q}$, with $\alpha_{i}=\alpha^{q^{i}}, 0 \leq i \leq n-1$, where $q$ is a prime power $p^{m}$, with $p$ a prime and $m \geq 1$. The multiplication of elements in $F_{q^{n}}$ is uniquely determined by the $n$ products $\alpha_{0} \alpha_{i}=\sum_{j=0}^{n-1} t_{i j} \alpha_{j}, t_{i j} \in F_{q}$. The $n \times n$ matrix $T=\left(t_{i j}\right)$ is called the multiplication table of $N$. As in [6], the number of nonzero elements in $T$ is called the complexity of the normal basis $N$, denoted by $C_{N}$. In hardware and software implementations of finite field arithmetic, normal bases of low complexity offer considerable advantages. In [6] it is proved that $C_{N} \geq 2 n-1$. When the lower bound is reached, $N$ is called an optimal normal basis of $F_{q^{n}}$ over $F_{q}$. Two families of optimal normal bases are constructed in [6], and in [3] it is proved that these two families are essentially all the optimal normal bases in finite fields. Some normal bases of low complexity are constructed in [1]. A normal basis with the smallest complexity, if no optimal normal bases exist, is called a minimal normal basis.

This paper is interested in a family of normal bases, considered by Sidel'nikov [8], with the property that all the elements in a basis can be obtained from one element by repeatedly applying to it a linear fractional function of the form $\varphi(x)=(a x+b) /(c x+$ $d), a, b, c, d \in F_{q}$. Sidel'nikov proved that the products for such a basis $\left\{\alpha_{i}\right\}$ are of the form $\alpha_{i} \alpha_{j}=e_{i-j} \alpha_{i}+e_{j-i} \alpha_{j}+\gamma, i \neq j$, where $e_{k}, \gamma \in F_{q}$. We show that every such basis can be formed by the roots of an irreducible factor of $F(x)=c x^{q+1}+d x^{q}-a x-b$. We construct a normal basis of $F_{q^{n}}$ over $F_{q}$, with complexity at most $3 n-2$ for each divisor $n$ of $q-1$ and for $n=p$, where $p$ is the characteristic of $F_{q}$, and a self-dual normal basis of $F_{q^{n}}$ over $F_{q}$ for $n=p$ and for each odd divisor $n$ of $q-1$ or $q+1$. When $n=p$, the self-dual normal basis of $F_{q^{p}}$ constructed over $F_{q}$ also has complexity of at most $3 p-2$. In all cases, we give the irreducible polynomials and the multiplication

[^57]tables explicitly. For this purpose, some properties of linear fractional functions and the complete factorization of $F(x)$ are discussed in $\S \S 2$ and 3 , respectively.
2. On linear fractional functions. In this section, we discuss some properties of the linear fractional function $\varphi(x)=(a x+b) /(c x+d)$, with $a, b, c, d \in F_{q}$ and $a d-b c \neq 0$. It is easy to see that $\varphi(x)$ defines a permutation on $F_{q} \cup\{\infty\}$, where
\[

$$
\begin{aligned}
& \frac{a \infty+b}{c \infty+d}:=\frac{a}{c}, \quad \text { if } c \neq 0 \\
& \frac{a \infty+b}{c \infty+d}:=\infty, \quad \text { if } a d \neq 0, c=0 \\
& \frac{a}{0}:=\infty, \quad \text { if } a \neq 0
\end{aligned}
$$
\]

Actually, $\varphi(x)$ induces a permutation on $F_{q^{n}} \cup\{\infty\}$ for any $n \geq 1$. The inverse of $\varphi(x)$ is $\varphi^{-1}(x)=(-d x+b) /(c x-a)$.

For any two linear fractional functions $\varphi$ and $\psi$, the composition $\varphi \psi$, defined as $\varphi \psi(x)=\varphi(\psi(x))$, is still a linear fractional function. It is well known that all the linear fractional functions over $F_{q}$ form a group under composition, and that it is isomorphic to the projective general linear group $P G L(2, q)$. The order of $\varphi$ is the smallest positive integer $t$ such that $\varphi^{t}(x)=x$, i.e., $\varphi^{t}$ is the identity map.

For our purpose, we deal with a linear fractional function $\varphi(x)=(a x+b) /(c x+d)$ with $c \neq 0$. The fixed points of $\varphi(x)$ satisfy

$$
\begin{equation*}
c x^{2}-(a-d) x-b=0 \tag{1}
\end{equation*}
$$

The following two lemmas are easily checked.
Lemma 2.1. Let $\varphi(x)=a x+b$, with $a \neq 0,1$, be a linear mapping. Then

$$
\varphi=h^{-1} \psi h
$$

where $\psi(x)=a x$ and $h(x)=x+b /(a-1)$.
Lemma 2.2. Let $\varphi(x)=(a x+b) /(c x+d)$, with $c \neq 0$ and $a d-b c \neq 0$. Let $\Delta=(a-d)^{2}+4 b c$. Then

$$
\varphi=h^{-1} \psi h
$$

where $h(x)$ and $\psi(x)$ are defined as follows:
(a) When $\Delta=0$, let $x_{0}$ be the only solution of (1) in $F_{q}$, that is, $x_{0}$ satisfies $c x_{0}^{2}=-b$ and $2 c x_{0}=a-d$. Then $h(x)=\left(a / c-x_{0}\right) /\left(x-x_{0}\right)$ and $\psi(x)=x+1$.
(b) When $\Delta \neq 0$, let $x_{0}, x_{1}$ be the two solutions of (1) in $F_{q^{2}}$, and let $\xi=$ $\left(a-c x_{0}\right) /\left(a-c x_{1}\right)$. Then

$$
h(x)=\frac{x-x_{0}}{x-x_{1}}, \quad \psi(x)=\xi x .
$$

The order of $\varphi$ is now easy to determine: it is equal to the order of $\psi$. If $\psi$ is of the form $x+1$, then the order of $\psi$ is equal to the additive order $p$ of 1 in $F_{q}$, where $p$ is the characteristic of $F_{q}$. If $\psi$ is of the form $\xi x$, then the order of $\psi$ is equal to the multiplicative order of $\xi$. In case (b) of Lemma 2.2, if $\Delta$ is a quadratic residue in $F_{q}$, then $x_{0}, x_{1} \in F_{q}$, and $\xi \in F_{q}$. Hence $\xi^{q-1}=1$, and the order of $\xi$ is a divisor of $q-1$. If $\Delta$ is a quadratic nonresidue in $F_{q}$, then $x_{0}, x_{1} \in F_{q^{2}} \backslash F_{q}$ and $x_{0}^{q}=x_{1}, x_{1}^{q}=x_{0}$. Thus $\xi^{q}=\left(\left(a-c x_{0}\right) /\left(a-c x_{1}\right)\right)^{q}=\left(a-c x_{0}^{q}\right) /\left(a-c x_{1}^{q}\right)=\left(a-c x_{1}\right) /\left(a-c x_{0}\right)=1 / \xi$.

So $\xi^{q+1}=1$, and the order of $\xi$ divides $q+1$. Therefore, the order of $\varphi$ is always a divisor of $p, q-1$, or $q+1$.

Lemma 2.3. Let $a, b, c, d \in F_{q}$ with $c \neq 0$, and $a d-b c \neq 0$. Let $\varphi(x)=$ $(a x+b) /(c x+d)$, with order $t$. Then, for $1 \leq i \leq t-1$,

$$
\begin{equation*}
\varphi^{i}(x)=\frac{e_{i} x+b / c}{x-e_{t-i}}, \quad e_{i}+e_{t-i}=\frac{a-d}{c} \tag{2}
\end{equation*}
$$

where $e_{1}=a / c$ and $e_{i+1}=\varphi\left(e_{i}\right)$ for $i=1, \ldots, t-2$.
Proof. It is routine to prove by induction on $i$ that there exist $e_{i}, f_{i} \in F_{q}$ with $e_{1}=a / c, f_{1}=d / c$ such that

$$
\varphi^{i}(x)=\frac{e_{i} x+b / c}{x+f_{i}}
$$

and

$$
e_{i}-f_{i}=\frac{a-d}{c}, \quad e_{i}=\varphi\left(e_{i-1}\right)
$$

for $i=1, \ldots, t-1$, where $e_{0}=\infty$. Note that

$$
\frac{e_{t-i} x+b / c}{x+f_{t-i}}=\varphi^{t-i}(x)=\varphi^{-i}(x)=\left(\varphi^{i}\right)^{-1}(x)=\frac{-f_{i} x+b / c}{x-e_{i}}
$$

We see that $f_{i}=-e_{t-i}$. This completes the proof.
Lemma 2.4. With the same notation as in Lemma 2.3, we have that

$$
\sum_{j=1}^{t-1} e_{j}= \begin{cases}(t-1)(a-d) /(2 c), & \text { if } p \neq 2  \tag{3}\\ a / c=d / c, & \text { if } p=2 \text { and } t=2 \\ (a-d) / c, & \text { if } p=2 \text { and } t \equiv 3 \bmod 4 \\ 0, & \text { if } p=2 \text { and } t \equiv 1 \bmod 4\end{cases}
$$

where $p$ is the characteristic of $F_{q}$.
Proof. We consider two cases according to the type of $\varphi(x)$.
Case I. $\Delta=(a-d)^{2}+4 b c=0$. Then $t=p$ and, by Lemma $2.2, \varphi(x)=h^{-1} \psi h(x)$, where

$$
\psi(x)=x+1, \quad h(x)=\frac{a / c-x_{0}}{x-x_{0}}, \quad h^{-1}(x)=x_{0}+\frac{a / c-x_{0}}{x}
$$

with $x_{0}$ satisfying $2 c x_{0}=a-d$ and $c x_{0}^{2}=-b$. Note that $\psi^{i}(x)=x+i$. We have that

$$
\begin{aligned}
\varphi^{i}(x) & =h^{-1} \psi^{i} h(x) \\
& =h^{-1}\left(\frac{a / c-x_{0}}{x-x_{0}}+i\right) \\
& =\frac{\left(a / c-x_{0}-i x_{0}\right) x-i x_{0}^{2}}{i x+\left(a / c-x_{0}-i x_{0}\right)}
\end{aligned}
$$

So

$$
e_{i}=\frac{a / c-x_{0}}{i}+x_{0}, \quad \text { for } 1 \leq i \leq t-1
$$

Therefore,

$$
\begin{aligned}
\sum_{i=1}^{p-1} e_{i} & =(p-1) x_{0}+\left(a / c-x_{0}\right) \sum_{i=1}^{p-1} i^{-1} \\
& =(p-1) x_{0}+\left(a / c-x_{0}\right) \sum_{i=1}^{p-1} i \\
& = \begin{cases}(p-1) x_{0}=(t-1)(a-d) /(2 c), & \text { if } p \neq 2, \\
a / c=d / c, & \text { if } p=2\end{cases}
\end{aligned}
$$

Case II. $\Delta=(a-d)^{2}+4 b c \neq 0$. In this case, the order $t$ of $\varphi(x)$ is a factor of $q-1$ or $q+1$. So $t \not \equiv 0 \bmod p$. By Lemma 2.2, $\varphi(x)=h^{-1} \psi h(x)$, where

$$
h(x)=\frac{x-x_{0}}{x-x_{1}}, \quad \psi(x)=\xi x, \quad \xi=\frac{a / c-x_{0}}{a / c-x_{1}}
$$

with $x_{0}+x_{1}=(a-d) / c$ and $x_{0} x_{1}=-b / c$. Note that $h^{-1}(x)=\left(x_{1} x-x_{0}\right) /(x-1)$ and $\psi^{i}(x)=\xi^{i} x$. We have that

$$
\begin{aligned}
\varphi^{i}(x) & =h^{-1} \psi^{i} h(x) \\
& =h^{-1}\left(\xi^{i} \frac{x-x_{0}}{x-x_{1}}\right) \\
& =\frac{\left(x_{1} \xi^{i}-x_{0}\right) x-x_{0} x_{1}\left(\xi^{i}-1\right)}{\left(\xi^{i}-1\right) x+x_{1}-x_{0} \xi^{i}} .
\end{aligned}
$$

So

$$
e_{i}=\frac{x_{1} \xi^{i}-x_{0}}{\xi^{i}-1}=x_{1}+\frac{x_{1}-x_{0}}{\xi^{i}-1}, \quad \text { for } 1 \leq i \leq t-1
$$

and

$$
\sum_{i=1}^{t-1} e_{i}=(t-1) x_{1}+\left(x_{0}-x_{1}\right) \sum_{i=1}^{t-1} \frac{1}{1-\xi^{i}}
$$

Because $\xi$ is a $t$ th primitive root of unity, we have that

$$
\begin{equation*}
\prod_{i=1}^{t-1}\left(x-\xi^{i}\right)=\left(x^{t}-1\right) /(x-1)=x^{t-1}+x^{t-2}+\cdots+x+1 \tag{4}
\end{equation*}
$$

Letting $x=1$ in (4), we obtain the following:

$$
\begin{equation*}
\prod_{i=1}^{t-1}\left(1-\xi^{i}\right)=t \tag{5}
\end{equation*}
$$

Taking derivatives with respect to $x$ on both sides of (4), we have that

$$
\begin{equation*}
\prod_{i=1}^{t-1}\left(x-\xi^{i}\right)\left(\sum_{i=1}^{t-1} \frac{1}{x-\xi^{i}}\right)=(t-1) x^{t-2}+(t-2) x^{t-3}+\cdots+2 x+1 \tag{6}
\end{equation*}
$$

Letting $x=1$ in (6), we see that

$$
\sum_{i=1}^{t-1} \frac{1}{1-\xi^{i}}=\left(\sum_{i=1}^{t-1} i\right) / t= \begin{cases}(t-1) / 2, & \text { if } p \neq 2 \\ 1, & \text { if } p=2 \text { and } t \equiv 3 \bmod 4 \\ 0, & \text { if } p=2 \text { and } t \equiv 1 \bmod 4\end{cases}
$$

(note that $t$ is odd when $p=2$ ). Therefore,

$$
\sum_{i=1}^{t-1} e_{i}= \begin{cases}((t-1) / 2)\left(x_{0}+x_{1}\right)=(t-1)(a-d) /(2 c), & \text { if } p \neq 2 \\ x_{0}-x_{1}=(a-d) / c, & \text { if } p=2 \text { and } t \equiv 3 \bmod 4 \\ 0, & \text { if } p=2 \text { and } t \equiv 1 \bmod 4\end{cases}
$$

This completes the proof. $\square$
The following theorem is proved by Sidel'nikov [8, Thm. 2].
Theorem 2.5. Let $a, b, c, d \in F_{q}$, with $c \neq 0$ and $a d-b c \neq 0$. Let $\theta$ be $a$ root of $F(x)=c x^{q+1}+d x^{q}-a x-b$ in some extension field of $F_{q}$ not fixed by $\varphi(x)=(a x+b) /(c x+d)$, whose order is assumed to be $t$. Then

$$
\theta, \varphi(\theta), \ldots, \varphi^{t-1}(\theta)
$$

are linearly independent over $F_{q}$, if $\sum_{i=0}^{t-1} \varphi^{i}(\theta) \neq 0$.
This theorem indicates that if we can factor $F(x)$, then we can obtain normal bases over $F_{q}$. The factorization of $F(x)$ is discussed in the next section.
3. Factorization of $c x^{q+1}+d x^{q}-a x-b$. The complete factorization of $F(x)=$ $c x^{q+1}+d x^{q}-a x-b, a, b, c, d \in F_{q}$, into irreducible factors was established by Ore [7, pp. 264-270], using his theory of linearized polynomials. In this section, we briefly discuss how this can be done without resorting to linearized polynomials. For the detail, the reader is referred to [2]. To exclude the trivial cases, we assume that $a d-b c \neq 0$. Let $\varphi(x)=(a x+b) /(c x+d)$ be the linear fractional function associated with $F(x)$. As noted in $\S 2, \varphi(x)$ induces a permutation on $F_{q^{n}} \cup\{\infty\}$, for any $n \geq 1$. We assume that the order of $\varphi$ is $t$ in this section.

Let $\theta$ be a root of $F(x)=(c x+d) x^{q}-(a x+b)$. Then

$$
\theta^{q}=\frac{a \theta+b}{c \theta+d}=\varphi(\theta)
$$

Note that

$$
\theta^{q^{2}}=(\varphi(\theta))^{q}=\varphi\left(\theta^{q}\right)=\varphi(\varphi(\theta))=\varphi^{2}(\theta) .
$$

By induction, we see that $\theta^{q^{i}}=\varphi^{i}(\theta), i \geq 0$. So

$$
\begin{equation*}
\theta, \varphi(\theta), \ldots, \varphi^{t-1}(\theta) \tag{7}
\end{equation*}
$$

are all the conjugates of $\theta$ over $F_{q}$. If $\theta$ is a fixed point of $\varphi(x)$, then $\theta \in F_{q}$, and $x-\theta$ is a factor of $F(x)$. If $\theta$ is not a fixed point of $\varphi(x)$, then, by Theorem 2.5, the elements of (7) are distinct and $\theta$ is of degree $t$ over $F_{q}$. In the latter case, the minimal polynomial of $\theta$ over $F_{q}$ is an irreducible factor of $F(x)$ of degree $t$. So an irreducible factor of $F(x)$ is either linear or of degree $t$. We first deal with two special cases.

Theorem 3.1. Let $\xi \in F_{q} \backslash\{0\}$, with multiplicative order $t$. Then the following factorization over $F_{q}$ is complete:

$$
x^{q-1}-\xi=\prod_{j=1}^{(q-1) / t}\left(x^{t}-\beta_{j}\right)
$$

where $\beta_{j}$ are all the $(q-1) / t$ distinct roots of $x^{(q-1) / t}-\xi$ in $F_{q}$.
Proof. Let $\theta$ be a root of $x^{q-1}-\xi$ in some extension field of $F_{q}$. Then $\theta^{q^{i}}=$ $\theta \xi^{i}, i \geq 1$. All the distinct conjugates of $\theta$ over $F_{q}$ are $\theta, \theta \xi, \ldots, \theta \xi^{t-1}$. The minimal polynomial of $\theta$ over $F_{q}$ is

$$
\prod_{i=0}^{t-1}\left(x-\theta \xi^{i}\right)=x^{t}-\theta^{t}
$$

which divides $x^{q-1}-\xi$. This means that any irreducible factor of $x^{q-1}-\xi$ is of the form $x^{t}-\beta$, where $\beta \in F_{q}$. Note that $x^{t}-\beta$ divides $x^{q-1}-\xi$, if and only if $\beta$ is a root of $x^{(q-1) / t}-\xi$. This completes the proof.

Theorem 3.2. For $x^{q}-(x+b)$ with $b \in F_{q}^{*}$, the following factorization over $F_{q}$ is complete:

$$
\begin{equation*}
x^{q}-(x+b)=\prod_{j=1}^{q / p}\left(x^{p}-b^{p-1} x-b^{p} \beta_{j}\right) \tag{8}
\end{equation*}
$$

where $\beta_{j}$ are the distinct elements of $F_{q}$ with $\operatorname{Tr}_{q / p}\left(\beta_{j}\right)=1$ and $p$ is the characteristic of $F_{q}$.

Proof. Let $\theta$ be a root of $F(x)=x^{q}-(x+b)$. Then $\theta^{q^{i}}=\theta+i b, i \geq 1$. So the conjugates of $\theta$ over $F_{q}$ are $\theta, \theta+b, \ldots, \theta+(p-1) b$. The minimal polynomial of $\theta$ over $F_{q}$ is

$$
\begin{aligned}
\prod_{i=0}^{p-1}[x-(\theta+i b)] & =b^{p} \prod_{i=0}^{p-1}\left[\frac{x-\theta}{b}-i\right] \\
& =b^{p}\left[\left(\frac{x-\theta}{b}\right)^{p}-\frac{x-\theta}{b}\right] \\
& =x^{p}-b^{p-1} x+\theta\left(b^{p-1}-\theta^{p-1}\right)
\end{aligned}
$$

Hence, an irreducible factor of $x^{q}-(x+b)$ is of the form

$$
\begin{equation*}
x^{p}-b^{p-1} x-\beta, \quad \beta \in F_{q} . \tag{9}
\end{equation*}
$$

Let $\gamma$ be a root of (9) in some extension field of $F_{q}$. Then we have that

$$
\begin{equation*}
\left(\frac{\gamma}{b}\right)^{p^{i}}-\left(\frac{\gamma}{b}\right)^{p^{i-1}}=\left(\frac{\beta}{b^{p}}\right)^{p^{i-1}}, \quad 1 \leq i \leq m \tag{10}
\end{equation*}
$$

where $q=p^{m}$. Summing (10) yields

$$
\gamma^{p^{m}}-\gamma=b \operatorname{Tr}_{q / p}\left(\frac{\beta}{b^{p}}\right)
$$

Consequently, (9) divides $F(x)=x^{p^{m}}-x-b$ if and only if $\operatorname{Tr}_{q / p}\left(\beta / b^{p}\right)=1$. Note that there are $q / p=p^{m-1}$ elements $\beta$ in $F_{q}$ with trace 1, and the proof is completed.

In general, we show that the factorization of $F(x)$ can be reduced to factoring $x^{q}-x-1, x^{q-1}-\xi$, or $x^{q+1}-\xi$. Let $\varphi=h^{-1} \psi h$, as in Lemmas 2.1 and 2.2. For any root $\theta$ of $F(x)$ that is not fixed by $\varphi$, we have that

$$
\begin{equation*}
h\left(\theta^{q}\right)=\psi(h(\theta)) . \tag{11}
\end{equation*}
$$

If $\Delta$ is a quadratic residue in $F_{q}$, then $h\left(\theta^{q}\right)=(h(\theta))^{q}$. Thus $\eta=h(\theta)$ is a root of $x^{q}-x-1$ or $x^{q}-\xi x=x\left(x^{q-1}-\xi\right)$, when $\psi(x)=x+1$ or $\psi(x)=\xi x, \xi \in F_{q}$. So, by the factorization of $x^{q}-x-1$ and $x^{q-1}-\xi$ as in Theorems 3.1 and 3.2 , we obtain the factorization of $F(x)$ as follows.

Theorem 3.3. For $a, b \in F_{q}$ with $a \neq 0,1$, the following factorization over $F_{q}$ is complete:

$$
x^{q}-(a x+b)=\left(x-\frac{b}{a-1}\right) \prod_{j=1}^{(q-1) / t}\left(\left(x-\frac{b}{a-1}\right)^{t}-\beta_{j}\right)
$$

where $t$ is the multiplicative order of $a$, and $\beta_{j}$ are all the $(q-1) / t$ distinct roots of $x^{(q-1) / t}-a$.

Theorem 3.4. For $a, b, c, d \in F_{q}$, with $c \neq 0, a d-b c \neq 0$, and $\Delta=(a-d)^{2}+4 b c=$ 0 , the following factorization over $F_{q}$ is complete:

$$
\begin{aligned}
&(c x+d) x^{q}-(a x+b) \\
& \quad=\left(x-x_{0}\right) \prod_{j=1}^{q / p}\left[\left(x-x_{0}\right)^{p}+\frac{1}{\beta_{j}}\left(a / c-x_{0}\right)\left(x-x_{0}\right)^{p-1}-\frac{1}{\beta_{j}}\left(a / c-x_{0}\right)^{p}\right]
\end{aligned}
$$

where $x_{0} \in F_{q}$ is the unique solution of (1), and $\beta_{j}$ are all the $q / p$ distinct elements of $F_{q}$ with $\operatorname{Tr}_{q / p}\left(\beta_{j}\right)=1$.

TheOrem 3.5. For $a, b, c, d \in F_{q}$, with $c \neq 0, a d-b c \neq 0$, and $\Delta=(a-d)^{2}+4 b c \neq$ 0 being a quadratic residue in $F_{q}$, the following factorization over $F_{q}$ is complete:

$$
\begin{aligned}
(c x & +d) x^{q}-(a x+b) \\
& =\left(x-x_{0}\right)\left(x-x_{1}\right) \prod_{j=1}^{(q-1) / t} \frac{1}{1-\beta_{j}}\left[\left(x-x_{0}\right)^{t}-\beta_{j}\left(x-x_{1}\right)^{t}\right]
\end{aligned}
$$

where $x_{0}, x_{1} \in F_{q}$ are the two distinct roots of (1), $t$ is the multiplicative order of $\xi=\left(a-c x_{0}\right) /\left(a-c x_{1}\right)$, and $\beta_{j}$ are all the $(q-1) / t$ distinct roots of $x^{(q-1) / t}-\xi$ in $F_{q}$.

If $\Delta$ is not a quadratic residue in $F_{q}$, the situation is a little more complicated, as in this case $x_{0}, x_{1}, \xi \notin F_{q}$. Noting that $x_{0}^{q}=x_{1}$ and $x_{1}^{q}=x_{0}$, we have that $h\left(\theta^{q}\right)=(1 / h(\theta))^{q}$. Equation (11) implies that $\eta=1 / h(\theta)$ is a root of $x^{q+1}-\xi$. So, by factoring $x^{q+1}-\xi$ over $F_{q^{2}}$, we can obtain the factorization of $F(x)$ over $F_{q^{2}}$. Then by "combining" these factors, we obtain the factorization of $F(x)$ over $F_{q}$ as in Theorem 3.6.

Theorem 3.6. For $a, b, c, d \in F_{q}$, with $c \neq 0, a d-b c \neq 0$, and $\Delta=(a-d)^{2}+4 b c \neq$ 0 being a quadratic nonresidue in $F_{q}$, the following factorization over $F_{q}$ is complete-

$$
\begin{align*}
F(x) & =(c x+d) x^{q}-(a x+b) \\
& =\prod_{j=1}^{(q+1) / t} \frac{1}{1-\beta_{j}}\left[\left(x-x_{0}\right)^{t}-\beta_{j}\left(x-x_{1}\right)^{t}\right] \tag{12}
\end{align*}
$$

where $x_{0}, x_{1} \in F_{q^{2}}$ are the two distinct roots of (1), $t$ is the multiplicative order of $\xi=\left(a-c x_{1}\right) /\left(a-c x_{0}\right)$, and $\beta_{j}$ are all the $(q+1) / t$ distinct roots of $x^{(q+1) / t}-\xi$ in $F_{q^{2}}$.

Let $f(x)$ be any nonlinear irreducible factor of $F(x)$ of degree $t$, and let $\alpha$ be a root of $f(x)$. From the discussion at the beginning of this section, we see that
$\varphi^{i}(\alpha), i=0,1, \ldots, t-1$ are all the roots of $f(x)$ and, by Theorem 2.5 , they are linearly independent over $F_{q}$ if $\operatorname{Tr}(\alpha) \neq 0$. However, $\operatorname{Tr}(\alpha)$ is just the negative of the coefficient of $x^{t-1}$ in $f(x)$. By examining the factors in the above explicit factorizations, we have the following theorem.

THEOREM 3.7. Let $F(x)=(c x+d) x^{q}-(a x+b)$, with $a, b, c, d \in F_{q}, c \neq 0$, and $a d-b c \neq 0$. Then a monic nonlinear irreducible factor $f(x)$ of $F(x)$ of degree $t$ has linearly dependent roots over $F_{q}$ if and only if the coefficient of $x^{t-1}$ in $f(x)$ is zero. The latter happens only if $\Delta=(a-d)^{2}+4 b c \neq 0$ and $f(x)$ is of the form

$$
\frac{1}{x_{1}-x_{0}}\left[x_{1}\left(x-x_{0}\right)^{t}-x_{0}\left(x-x_{1}\right)^{t}\right]
$$

where $x_{0}$ and $x_{1}$ are solutions of (1).
This shows that every nonlinear irreducible factor of $F(x)$ with one possible exception, has linearly independent roots.
4. Normal bases. As Theorem 3.7 shows, when $c \neq 0$, the roots of an irreducible nonlinear factor of $F(x)$ form a normal basis over $F_{q}$ (with the possible exception of one factor). This section is devoted to discussing the properties of these bases. We show how to construct a normal basis of $F_{q^{n}}$ over $F_{q}$ with complexity at most $3 n-2$ for $n=p$, and for each divisor $n$ of $q-1$. For this purpose, we first compute the multiplication tables of the normal bases formed by the roots of an irreducible factor of $F(x)$.

Without loss of generality, we assume that $F(x)=x^{q+1}+d x^{q}-a x-b$ with $a, b, d \in F_{q}$ and $b \neq a d$. Assume that $\varphi(x)=(a x+b) /(x+d)$ has order $n$ and that, by Lemma $2.3, \varphi^{i}(x)=\left(e_{i} x+b\right) /\left(x-e_{n-i}\right)$, with $e_{i}=\varphi^{i-1}(a), 1 \leq i \leq n-1$. Let $f(x)$ be any irreducible nonlinear factor of $F(x)$ and $\alpha$ a root of $f(x)$. Then $f(x)$ has degree $n$ and its roots are the following:

$$
\alpha_{i}=\alpha^{q^{i}}=\varphi^{i}(\alpha), \quad i=0,1, \ldots, n-1 .
$$

They form a normal basis of $F_{q^{n}}$ over $F_{q}$ if the coefficient of $x^{n-1}$ in $f(x)$ is not zero (or $\operatorname{Tr}(\alpha) \neq 0$ ), by Theorem 3.7.

Theorem 4.1. Let $F(x)=x^{q+1}+d x^{q}-(a x+b)$, with $a, b, d \in F_{q}$ and $b \neq a d$. Let $f(x)$ be an irreducible factor of $F(x)$ of degree $n>1$ and let $\alpha$ be a root of it. Then all the roots of $f(x)$ are the following:

$$
\begin{equation*}
\alpha_{i}=\alpha^{q^{i}}=\varphi^{i}(\alpha), \quad i=0,1, \ldots, n-1, \tag{13}
\end{equation*}
$$

where $\varphi(x)=(a x+b) /(x+d)$. If $\tau=\sum_{i=0}^{n-1} \alpha_{i}$, the negative of the coefficient of $x^{n-1}$ in $f(x)$ is not zero. Then, (13) form a normal basis of $F_{q^{n}}$ over $F_{q}$ such that

$$
\alpha_{0}\left(\begin{array}{c}
\alpha_{0}  \tag{14}\\
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{n-1}
\end{array}\right)=\left(\begin{array}{ccccc}
\tau^{*} & -e_{n-1} & -e_{n-2} & \ldots & -e_{1} \\
e_{1} & e_{n-1} & & & \\
e_{2} & & e_{n-2} & & \\
\vdots & & & \ddots & \\
e_{n-1} & & & & e_{1}
\end{array}\right)\left(\begin{array}{c}
\alpha_{0} \\
\alpha_{1} \\
\alpha_{2} \\
\vdots \\
\alpha_{n-1}
\end{array}\right)+\left(\begin{array}{c}
b^{*} \\
b \\
b \\
\vdots \\
b
\end{array}\right)
$$

where $e_{1}=a, e_{i+1}=\varphi\left(e_{i}\right)(i \geq 1), b^{*}=-b(n-1)$, and $\tau^{*}=\tau-\epsilon$ with

$$
\epsilon=\sum_{i=1}^{n-1} e_{i}= \begin{cases}(n-1)(a-d) / 2, & \text { if } p \neq 2, \\ a=d, & \text { if } p=n=2, \\ a-d, & \text { if } p=2 \text { and } n \equiv 3 \bmod 4, \\ 0, & \text { if } p=2 \text { and } n \equiv 1 \bmod 4 .\end{cases}
$$

Proof. We must only prove (14). By Lemma 2.3, for $i \geq 1$,

$$
\alpha_{i}=\varphi^{i}(\alpha)=\frac{e_{i} \alpha_{0}+b}{\alpha_{0}-e_{n-i}} .
$$

So

$$
\alpha_{0} \alpha_{i}=e_{i} \alpha_{0}+e_{n-i} \alpha_{i}+b
$$

For $i=0$, we have that

$$
\alpha_{0} \alpha_{0}=\alpha_{0}\left(\tau-\sum_{j=1}^{n-1} \alpha_{j}\right)=\left(\tau-\sum_{j=1}^{n-1} e_{j}\right) \alpha_{0}-\sum_{j=1}^{n-1} e_{n-j} \alpha_{j}-b(n-1)
$$

The theorem follows from Lemma 2.4.
The next theorem can be viewed as the "converse" of Theorem 4.1.
Theorem 4.2. Let $n>2$ and $\alpha_{i}=\alpha^{q^{i}}$, for $0 \leq i \leq n-1$. Suppose that $\left\{\alpha_{i}\right\}$ is a normal basis of $F_{q^{n}}$ over $F_{q}$ and satisfies the following:

$$
\begin{equation*}
\alpha_{i} \alpha_{j}=a_{i j} \alpha_{i}+b_{i j} \alpha_{j}+\gamma_{i j}, \quad \text { for all } 0 \leq i \neq j \leq n-1, \tag{15}
\end{equation*}
$$

where $a_{i j}, b_{i j}, \gamma_{i j} \in F_{q}$. Then there are constants $\gamma, e_{1}, e_{2}, \ldots, e_{n-1} \in F_{q}$ such that
(a) $e_{i}=\varphi\left(e_{i-1}\right)$, for $2 \leq i \leq n-1$, and

$$
a_{i j}=e_{j-i}, \quad b_{i j}=e_{i-j}, \quad \gamma_{i j}=\gamma, \quad \text { for all } i \neq j
$$

where $\varphi(x)=\left(e_{1} x+\gamma\right) /\left(x-e_{n-1}\right)$, and the subscripts of $e$ are calculated modulo $n$;
(b) The minimal polynomial of $\alpha$ is a factor of $F(x)=x^{q+1}-e_{n-1} x^{q}-\left(e_{1} x+\gamma\right)$, and thus $n$ must be a factor of $p, q-1$, or $q+1$.

Proof. Let $e_{k}=a_{0 k}$ and $\gamma_{k}=\gamma_{0 k}$ for $k=1,2, \ldots, n-1$. Then

$$
\begin{equation*}
\alpha_{0} \alpha_{k}=e_{k} \alpha_{0}+b_{0 k} \alpha_{k}+\gamma_{k} \tag{16}
\end{equation*}
$$

Raising (16) to the $q^{n-k}$ th power on both sides, we have that

$$
\begin{equation*}
\alpha_{0} \alpha_{n-k}=b_{0 k} \alpha_{0}+e_{k} \alpha_{n-k}+\gamma_{k} \tag{17}
\end{equation*}
$$

Subtracting (17) from (16), with the $k$ in (16) replaced by $n-k$, gives

$$
\begin{equation*}
\left(e_{n-k}-b_{0 k}\right) \alpha_{0}+\left(b_{0 n-k}-e_{k}\right) \alpha_{n-k}+\gamma_{n-k}-\gamma_{k}=0 \tag{18}
\end{equation*}
$$

Because $n>2$ and the $\alpha_{i}$ 's are linearly independent over $F_{q}$, (18) implies that

$$
b_{0 k}=e_{n-k}, \quad \gamma_{k}=\gamma_{n-k}, \quad 1 \leq k \leq n-1 .
$$

Therefore,

$$
\begin{equation*}
\alpha_{0} \alpha_{k}=e_{k} \alpha_{0}+e_{n-k} \alpha_{k}+\gamma_{k}, \quad 1 \leq k \leq n-1 . \tag{19}
\end{equation*}
$$

Now, for any $i \neq j$, raising (19) to the $q^{i}$ th power and letting $k=j-i$, we have that

$$
\begin{equation*}
\alpha_{i} \alpha_{j}=e_{j-i} \alpha_{i}+e_{i-j} \alpha_{j}+\gamma_{j-i} \tag{20}
\end{equation*}
$$

Comparing (20) and (15) gives

$$
\begin{equation*}
a_{i j}=e_{j-i}, \quad b_{i j}=e_{i-j}, \quad \gamma_{i j}=\gamma_{j-i} \tag{21}
\end{equation*}
$$

which proves part of (a).
We prove the remaining part of (a) together with (b). To this purpose, note that a special case of (20) is

$$
\alpha_{i} \alpha_{i+1}=e_{n-1} \alpha_{i+1}+e_{1} \alpha_{i}+\gamma_{1}, \quad 0 \leq i<n-1,
$$

or

$$
\begin{equation*}
\alpha_{i+1}=\frac{e_{1} \alpha_{i}+\gamma_{1}}{\alpha_{i}-e_{n-1}}=\varphi\left(\alpha_{i}\right), \quad 0 \leq i<n-1 \tag{22}
\end{equation*}
$$

where $\varphi(x)=\left(e_{1} x+\gamma\right) /\left(x-e_{n-1}\right)$ with $\gamma=\gamma_{1}$. So, by induction on $i$, we see that $\alpha_{i}=\varphi^{i}\left(\alpha_{0}\right)=\varphi^{i}(\alpha), 0 \leq i \leq n-1$. We know, by Lemma 2.3, that

$$
\varphi^{i}(x)=\left(a_{i} x+\gamma\right) /\left(x-a_{n-i}\right), \quad 0 \leq i \leq n-1,
$$

where $a_{i}=\varphi\left(a_{i-1}\right)$, for $i \geq 1$, and $a_{1}=e_{1}$. Thus (22) implies that

$$
\alpha_{i}=\frac{a_{i} \alpha_{0}+\gamma}{\alpha_{0}-a_{n-i}},
$$

i.e.,

$$
\begin{equation*}
\alpha_{0} \alpha_{i}=a_{i} \alpha_{0}+a_{n-i} \alpha_{i}+\gamma \tag{23}
\end{equation*}
$$

Comparing (23) to (19), we have that

$$
e_{i}=a_{i}, \quad e_{n-i}=a_{n-i}, \quad \gamma_{i}=\gamma .
$$

This proves (a). For (b), note that $\alpha_{1}=\alpha^{q}$, and that (19) with $k=1$ means $\alpha$ is a root of $F(x)=x^{q+1}-e_{n-1} x^{q}-e_{1} x-\gamma$. Therefore, the minimal polynomial of $\alpha$ divides $F(x)$. This completes the proof.

Theorem 4.3. For every $a, \beta \in F_{q}^{*}$ with $\operatorname{Tr}_{q / p}(\beta)=1$,

$$
\begin{equation*}
x^{p}-\frac{1}{\beta} a x^{p-1}-\frac{1}{\beta} a^{p} \tag{24}
\end{equation*}
$$

is irreducible over $F_{q}$, and its roots form a normal basis of $F_{q^{p}}$ over $F_{q}$ with complexity at most $3 p-2$. The multiplication table is

$$
\left(\begin{array}{ccccc}
\tau^{*} & -e_{p-1} & -e_{p-2} & \cdots & -e_{1}  \tag{25}\\
e_{1} & e_{p-1} & & & \\
e_{2} & & e_{p-2} & & \\
\vdots & & & \ddots & \\
e_{p-1} & & & & e_{1}
\end{array}\right)
$$

where $e_{1}=a, e_{i+1}=\varphi\left(e_{i}\right)$ for $i \geq 1, \varphi(x)=a x /(x+a)$, and $\tau^{*}=a / \beta$ if $p \neq 2$ or $a / \beta-a$ if $p=2$.

Proof. Let $F(x)=(x+a) x^{q}-a x$ and $\varphi(x)=a x /(x+a)$. Then, $F(x)$ satisfies the conditions of Theorem 3.4 with $b=0, c=1, d=a, \Delta=0$, and $x_{0}=0$. So, (24) is an irreducible factor of $F(x)$. As the coefficient of $x^{p-1}$ in (24) is $-a / \beta \neq 0$,
by Theorem 4.1, the roots of (24) form a normal basis and its multiplication table is (25). The complexity is obviously at most $3 p-2$.

Theorem 4.4. Let $n$ be any factor of $q-1$. Let $\beta \in F_{q}$ with multiplicative order $t$ such that $\operatorname{gcd}(n,(q-1) / t)=1$ and let $a=\beta^{(q-1) / n}$. Then

$$
\begin{equation*}
x^{n}-\beta(x-a+1)^{n} \tag{26}
\end{equation*}
$$

is irreducible over $F_{q}$ and its roots form a normal basis of $F_{q^{n}}$ over $F_{q}$ of complexity at most $3 n-2$. The multiplication table is

$$
\left(\begin{array}{ccccc}
\tau^{*} & -e_{n-1} & -e_{n-2} & \cdots & -e_{1}  \tag{27}\\
e_{1} & e_{n-1} & & & \\
e_{2} & & e_{n-2} & & \\
\vdots & & & \ddots & \\
e_{n-1} & & & & e_{1}
\end{array}\right)
$$

where $e_{1}=a, e_{i+1}=\varphi\left(e_{i}\right)(i \geq 1), \varphi(x)=a x /(x+1)$, and $\tau^{*}=-n(a-1) \beta /(1-\beta)-\epsilon$, with $\epsilon$ specified as in Theorem 4.1 (with $d=1$ ).

Proof. It is easy to see that $a$ has multiplicative order $n$. Then $\varphi(x)=a x /(x+1)$ has $x_{0}=0$ and $x_{1}=a-1$ as fixed points, and $\xi=\left(a-x_{0}\right) /\left(a-x_{1}\right)=a$ has order $n$. So $\varphi$ has order $n$. Note that $\beta$ is a root of $x^{(q-1) / n}-a$. By Theorem 3.5, the polynomial (26) is an irreducible factor of $F(x)=x^{q+1}+x^{q}-a x$. Note that the coefficient of $x^{n-1}$ in (26) is $n(a-1) \neq 0$. By Theorem 4.1 (with $b=0, d=1$ ), the roots of (26) form a normal basis of $F_{q^{n}}$ over $F_{q}$, and its multiplication table is (27). The complexity is obviously at most $3 n-2$.

Table 1 is the result of a computer search for the minimal complexity of normal bases. It indicates that when $n \mid(q-1)$, the minimal complexity is often $3 n-3$ or $3 n-2$. This indicates that the normal bases constructed in Theorems 4.3 and 4.4 often have complexity very close to the minimal complexity. In the table, $\dagger$ indicates

Table 1

| $q$ | 5 | 7 | 7 | 11 | 11 | 13 | 13 | 17 | 19 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | 4 | 3 | 6 | 5 | 10 | 3 | 4 | 4 | 3 |
| $\min$ | 9 | 6 | $16 \dagger$ | 12 | $28 \dagger$ | 6 | $7 \star$ | $7 \star$ | 6 |

that the minimal complexity is $3 n-2$, and $\star$ indicates optimal complexity, i.e., $2 n-1$. Other minimal values are of the form $3 n-3$.
5. Self-dual normal bases. A basis $B=\left\{\beta_{0}, \beta_{1}, \ldots, \beta_{n-1}\right\}$ is called a dual basis of $A=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right\}$ if $\operatorname{Tr}\left(\alpha_{i} \beta_{j}\right)=\delta_{i j}=0$ for $i \neq j$, and 1 for $i=j$, where $\operatorname{Tr}$ is the trace function of $F_{q^{n}}$ into $F_{q}$, defined as $\operatorname{Tr}(\alpha)=\alpha+\alpha^{q}+\cdots+\alpha^{q^{n-1}} \in$ $F_{q}, \quad \alpha \in F_{q^{n}}$. We can prove that, for each basis $A$ of $F_{q^{n}}$ over $F_{q}$, there is a unique dual basis. Also, if $A$ is normal then so is its dual. If the dual basis of $A$ coincides with $A$, then $A$ is called a self-dual basis, that is, a basis $A=\left\{\alpha_{i}\right\}$ is called self-dual if $\operatorname{Tr}\left(\alpha_{i} \alpha_{j}\right)=\delta_{i j}$. Lempel and Weinberger [5] proved the following theorem.

Theorem 5.1. A self-dual normal basis of $F_{q^{n}}$ over $F_{q}$ exists if and only if one of the following conditions is satisfied:
(a) $q$ is even and $n$ is not a multiple of 4;
(b) both $q$ and $n$ are odd.

Later, Jungnickel, Menezes, and Vanstone [4] determined the total number of self-dual bases and self-dual normal bases of $F_{q^{n}}$ over $F_{q}$.

However, the proofs of these results are not constructive. In this section, we construct a self-dual normal basis of $F_{q^{n}}$ over $F_{q}$ for every $n$ in the following cases:
(a) $n=p$, the characteristic of $F_{q}$;
(b) $n \mid(q-1)$ and $n$ is odd;
(c) $n \mid(q+1)$ and $n$ is odd.

Theorem 5.2. Let $N=\left\{\alpha_{0}, \alpha_{1}, \cdots, \alpha_{n-1}\right\}$, with $\alpha_{i}=\alpha^{q^{i}}$, be a normal basis of $F_{q^{n}}$ over $F_{q}$ satisfying

$$
\alpha_{i} \alpha_{j}=e_{j-i} \alpha_{i}+e_{i-j} \alpha_{j}+\gamma, \quad \text { for all } i \neq j
$$

where $e_{1}, e_{2}, \ldots, e_{n-1}, \gamma \in F_{q}$. Let $\tau=\operatorname{Tr}_{q^{n} / q}(\alpha)$ and $\lambda=-\left(e_{1}+e_{n-1}\right)-n \gamma / \tau$. Then

$$
\left\{\frac{1}{\tau(\tau+n \lambda)}\left(\alpha_{i}+\lambda\right): \quad i=0,1, \ldots, n-1\right\}
$$

is the dual basis of $N$.
Proof. Note that, for $i \neq j$,

$$
\begin{aligned}
\operatorname{Tr}_{q^{n} / q}\left(\alpha_{i}\left(\alpha_{j}+\lambda\right)\right) & =\operatorname{Tr}_{q^{n} / q}\left(\lambda \alpha_{i}+e_{j-i} \alpha_{i}+e_{i-j} \alpha_{j}+\gamma\right) \\
& =\lambda \tau+e_{j-i} \tau+e_{i-j} \tau+n \gamma \\
& =\tau\left(\lambda+e_{1}+e_{n-1}\right)+n \gamma \\
& =0
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{Tr}_{q^{n} / q}\left(\alpha_{i}\left(\alpha_{i}+\lambda\right)\right) & =\operatorname{Tr}\left(\alpha_{i}\left(\tau+\lambda-\sum_{j=i} \alpha_{j}\right)\right) \\
& =\operatorname{Tr}\left(\alpha_{i}\left(\tau+n \lambda-\sum_{j=i}\left(\alpha_{j}+\lambda\right)\right)\right) \\
& =\operatorname{Tr}\left(\alpha_{i}\right)(\tau+n \lambda)-\sum_{j=i} \operatorname{Tr}\left(\alpha_{i}\left(\alpha_{j}+\lambda\right)\right) \\
& =\tau(\tau+n \lambda) .
\end{aligned}
$$

The result is proved.
We now proceed to determine when the roots of an irreducible factor of $F(x)=$ $x^{q+1}+d x^{q}-a x-b$ form a self-dual normal basis. Let $\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right\}$ be a normal basis generated by a root $\alpha$ of $F(x)$ with $\alpha_{i}=\alpha^{q^{i}}$, and let $\tau=\operatorname{Tr}_{q^{n} \mid q}(\alpha)$. By Theorem 4.1 and Lemma 2.3, we have, for $i \neq 0$, that

$$
\begin{align*}
\operatorname{Tr}_{q^{n} / q}\left(\alpha_{0} \alpha_{i}\right) & =e_{i} \operatorname{Tr}\left(\alpha_{0}\right)+e_{n-i} \operatorname{Tr}\left(\alpha_{i}\right)+n b \\
& =\tau\left(e_{i}+e_{n-i}\right)+n b \\
& =\tau(a-d)+n b, \tag{28}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{Tr}_{q^{n} / q}\left(\alpha_{0} \alpha_{0}\right) & =\tau(\tau-\epsilon)-\tau \epsilon-n b(n-1) \\
& = \begin{cases}\tau^{2}, & \text { if } p=2, \\
\tau^{2}-(n-1)(\tau(a-d)+n b), & \text { if } p \neq 2\end{cases} \tag{29}
\end{align*}
$$

Therefore, $\alpha$ generates a self-dual normal basis if $\tau=\operatorname{Tr}(\alpha)=1$ and $(a-d)+n b=0$. By examining the irreducible factors in Theorems $3.4-3.6$, we find that these two conditions can be satisfied. More explicitly, we have the following three results.

Theorem 5.3. For any $\beta \in F_{q}^{*}$ with $\operatorname{Tr}_{q / p}(\beta)=1$,

$$
\begin{equation*}
x^{p}-x^{p-1}-\beta^{p-1} \tag{30}
\end{equation*}
$$

is irreducible over $F_{q}$, and its roots form a self-dual normal basis of $F_{q^{p}}$ over $F_{q}$ with complexity at most $3 p-2$. The multiplication table is (25) where $e_{1}=\beta, e_{i+1}=\varphi\left(e_{i}\right)$ $(i \geq 1), \varphi(x)=\beta x /(x+\beta)$, and $\tau^{*}=1$ if $p \neq 2$ or $\tau^{*}=1-\beta$ if $p=2$.

Proof. Let $F(x)=(x+\beta) x^{q}-\beta x$. Then, by Theorem 3.4, the polynomial (30) is an irreducible factor of $F(x)$ (where $b=0, c=1, d=a=\beta, x_{0}=0$ and $\beta_{j}=\beta$ ). Since $a-d=b=0$ and $\tau=1$ in (28) and (29), the roots of (30) form a self-dual normal basis. Its multiplication table is (25), by Theorem 4.1.

Theorem 5.4. Let $n$ be an odd factor of $q-1$ and $\xi \in F_{q}$ of multiplicative order $n$. Then there exists $u \in F_{q}$, such that $\left(u^{2}\right)^{(q-1) / n}=\xi$. Let $x_{0}=(1+u) / n$ and $x_{1}=(1+u) /(n u)$. Then the monic polynomial

$$
\begin{equation*}
\frac{1}{1-u^{2}}\left[\left(x-x_{0}\right)^{n}-u^{2}\left(x-x_{1}\right)^{n}\right] \tag{31}
\end{equation*}
$$

is irreducible over $F_{q}$ and its roots form a self-dual normal basis of $F_{q^{n}}$ over $F_{q}$. The multiplication table is (14) with $a=\left(x_{0}-\xi x_{1}\right) /(1-\xi), b=-x_{0} x_{1}, d=a-\left(x_{0}+x_{1}\right)$, and $\tau=1$.

Proof. We first prove that there exists at least one root of $x^{(q-1) / n}-\xi$ that is a quadratic residue in $F_{q}$. Let $\zeta$ be a primitive element in $F_{q}$. Let $t$ be an odd factor of $q-1$ such that $n \mid t$ and $\operatorname{gcd}(n,(q-1) / t)=1$. Then $\zeta_{0}=\zeta^{(q-1) / t}$ is a $t$ th primitive root of unity. Since $t$ is odd, $\zeta_{0}^{2}$ is also a $t$ th primitive root of unity. Let $d=t / n$. Then there is an integer $i$ such that $\left(\zeta_{0}^{2}\right)^{i d}=\xi$, that is,

$$
\left(\zeta^{(q-1) / t}\right)^{2 i d}=\left(\zeta^{2 i}\right)^{(q-1) / n}=\xi
$$

So $\zeta^{2 i}$ is a root of $x^{(q-1) / n}-\xi$ and is a quadratic residue in $F_{q}$. Therefore, we can take $u=\zeta^{i}$.

Now, by applying Theorem 3.5, we see that (31) is an irreducible factor of $F(x)=$ $(x+d) x^{q}-(a x+b)$. The negative of the coefficient of $x^{n-1}$ in (31) is

$$
\tau=\frac{n\left(x_{0}-u^{2} x_{1}\right)}{1-u^{2}}=1
$$

By Theorem 4.1, the roots of (31) form a normal basis of $F_{q^{n}}$ over $F_{q}$ with the claimed multiplication table. Note that

$$
a-d=x_{0}+x_{1}=\frac{(u+1)}{n}+\frac{u+1}{n u}=\frac{(u+1)^{2}}{n u}=n x_{0} x_{1}=-n b,
$$

that is, $\tau(a-d)+n b=0$. It follows from (28) and (29) that the roots of (31) form a self-dual normal basis.

TheOrem 5.5. Let $n$ be an odd factor of $q+1$, and let $\xi \in F_{q^{2}}$ be a root of $x^{q+1}-1$ with multiplicative order $n$. Then there is a root $u$ of $x^{q+1}-1$ such that $\left(u^{2}\right)^{(q+1) / n}=\xi$. Let $x_{0}=(1+u) / n$ and $x_{1}=(1+u) /(n u)$. Then

$$
\begin{equation*}
\frac{1}{1-u^{2}}\left[\left(x-x_{0}\right)^{n}-u^{2}\left(x-x_{1}\right)^{n}\right] \tag{32}
\end{equation*}
$$

is in $F_{q}[x]$ and is irreducible over $F_{q}$, with its roots forming a self-dual normal basis of $F_{q^{n}}$ over $F_{q}$. The multiplication table is (14) with $a=\left(x_{1}-\xi x_{0}\right) /(1-\xi), b=-x_{0} x_{1}$, $d=a-\left(x_{0}+x_{1}\right)$, and $\tau=1$.

Proof. The proof of the existence of $u$ is similar to that in the proof of Theorem 5.4, by taking $\zeta$ to be a $(q+1)$ th primitive root of unity in $F_{q^{2}}$. We next prove that $a, b, d \in F_{q}$ and (32) is in $F_{q}[x]$. Note that $\xi, u$, and $u^{2}$ are all $(q+1)$ th roots of unity, and we have $\xi^{q}=1 / \xi, u^{q}=1 / u$, and $\left(u^{2}\right)^{q}=1 / u^{2}$. Thus $x_{0}^{q}=x_{1}$ and $x_{1}^{q}=x_{0}$. So $a^{q}=a, b^{q}=b$, and $d^{q}=d$, that is, $a, b, d \in F_{q}$. Denote the polynomial (32) by $\phi(x)$ and note that

$$
\begin{aligned}
(\phi(x))^{q} & =\frac{1}{1-\left(u^{2}\right)^{q}}\left[\left(x^{q}-x_{0}^{q}\right)^{n}-\left(u^{2}\right)^{q}\left(x^{q}-x_{1}^{q}\right)^{n}\right] \\
& =\frac{1}{1-1 / u^{2}}\left[\left(x^{q}-x_{1}\right)^{n}-1 / u^{2}\left(x^{q}-x_{0}\right)^{n}\right] \\
& =\phi\left(x^{q}\right) .
\end{aligned}
$$

We see that the coefficients of $\phi(x)$ are in $F_{q}$.
To prove that (32) is irreducible over $F_{q}$, we apply Theorem 3.6. It is easy to confirm that, with $a, b, d$ as defined in Theorem $5.5, x_{0}$ and $x_{1}$ are the two distinct solutions of (1) with $c=1$ and $\left(a-x_{1}\right) /\left(a-x_{0}\right)=\xi$, which is of order $n$. Now, since $u^{2}$ is assumed to be a solution of $x^{(q+1) / q}-\xi$, it follows from Theorem 3.6 that (32) is an irreducible factor of $F(x)=(x+d) x^{q}-(a x+b)$.

As the coefficient of $x^{n-1}$ in (32) is $\left(-n x_{0}+n u^{2} x_{1}\right) /\left(1-u^{2}\right)=-1$, the trace of any root of (32) is $\tau=1$. It is easy to confirm that $\tau(a-d)+n b=0$. It follows from (28) and (29) that the roots of (32) form a self-dual normal basis. The multiplication table follows from Theorem 4.1.
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# ROUTING PERMUTATIONS ON GRAPHS VIA MATCHINGS* 
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#### Abstract

A class of routing problems on connected graphs $G$ is considered. Initially, each vertex $v$ of $G$ is occupied by a "pebble" that has a unique destination $\pi(v)$ in $G$ (so that $\pi$ is a permutation of the vertices of $G$ ). It is required that all the pebbles be routed to their respective destinations by performing a sequence of moves of the following type: A disjoint set of edges is selected, and the pebbles at each edge's endpoints are interchanged. The problem of interest is to minimize the number of steps required for any possible permutation $\pi$.

This paper investigates this routing problem for a variety of graphs $G$, including trees, complete graphs, hypercubes, Cartesian products of graphs, expander graphs, and Cayley graphs. In addition, this routing problem is related to certain network flow problems, and to several graph invariants including diameter, eigenvalues, and expansion coefficients.
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1. Introduction. Routing problems on graphs arise naturally in a variety of guises, such as the study of communicating processes on networks, data flow on parallel computers, and the analysis of routing algorithms on VLSI chips. A simple (though fundamental) problem of this type is the following. Suppose we are given a connected graph $G=(V, E)$, where $V$ and $E$ represent the vertex and edge sets, respectively, of $G$. We denote the cardinality $|V|$ of $V$ by $n$. Initially, each vertex $v$ of $G$ is occupied by a unique marker or "pebble" $p$. To each pebble $p$ is associated a destination vertex $\pi(v) \in V$, so that distinct pebbles have distinct destinations. Pebbles can be moved to different vertices of $G$ according to the following basic procedure: At each step a disjoint collection of edges of $G$ is selected and the pebbles at each edge's two endpoints are interchanged. Our goal is to move or "route" the pebbles to their respective destinations in a minimum number of steps.

We imagine the steps occurring at discrete times, and we let $p_{v}(t) \in V$ denote the location of the pebble with initial position $v$ at time $t=0,1,2, \ldots$. Thus, for any $t$, the set $\left\{p_{v}(t): v \in V\right\}$ is just a permutation of $V$. We denote our target permutation that takes $v$ to $\pi(v), v \in V$, by $\pi$. Define $r t(G, \pi)$ to be the minimum possible number of steps required to achieve $\pi$. Finally, define $\operatorname{rt}(G)$, the routing number of $G$, by

$$
r t(G)=\max _{\pi} r t(G, \pi)
$$

where $\pi$ ranges over all destination permutations on $G$. (Sometimes we also call $\pi$ a routing assignment.)

In more algebraic terms, the problem is simply to determine for $G$ the largest number of terms $\tau=\left(u_{1} v_{1}\right)\left(u_{2} v_{2}\right) \cdots\left(u_{r} v_{r}\right)$ ever required to represent any permutation in the symmetric group on $n=|V|$ symbols, where each permutation $\tau$ consists of a product of disjoint transpositions $\left(u_{k} v_{k}\right)$ with all pairs $\left\{u_{k}, v_{k}\right\}$ required to be edges of $G$.

[^58]To see that $r t(G)$ always exists, let us restrict our attention to some spanning subtree $T$ of $G$. It is clear that if $p$ has a destination that is a leaf of $T$, then we can first route $p$ to its destination $u$, and then complete the routing on $T \backslash\{u\}$ by induction.

In this paper, we investigate routing on a variety of graphs. These include trees, complete graphs, complete bipartite graphs, hypercubes, Cartesian products of graphs, Cayley graphs, and expander graphs. We also consider a related continuous version of the routing problem, the so-called flow problem, which is of independent interest. Furthermore, we relate the routing problem on a given graph to several invariants of it, including its diameter, its resistance, and its expansion coefficients and eigenvalues.
2. General bounds on $\boldsymbol{r t}(\boldsymbol{G})$. To begin, an obvious lower bound on $r t(G)$ is the following:

$$
\begin{equation*}
r t(G) \geq \operatorname{diam}(G) \tag{1}
\end{equation*}
$$

where $\operatorname{diam}(G)$ denotes the diameter of $G$, i.e., the number of edges in a longest path in $G$. It would be interesting (but probably difficult) to characterize graphs for which this equality holds.

Suppose $C$ is a cutset of vertices, and let $A$ and $B$ be subsets of $V$ separated by the removal of $C$. Then

$$
\begin{equation*}
r t(G) \geq \frac{2}{|C|} \min (|A|,|B|) \tag{2}
\end{equation*}
$$

This follows by considering the permutation $\pi$ that maps all pebbles starting in $|A|$ into $|B|$ (where we assume, without loss of generality, that $|A| \leq|B|)$. All pebbles in $A$ (i.e., those $p_{i}$ with $p_{i}(0) \in A$ ) must pass through some vertex $v$ of $C$, and it takes two steps for $p_{i}$ to pass through $v$ : one to move it from $A$ onto $v$, and one to move it from $v$ into $B$ (which exchanges it with some pebble from $B$ ).

Almost the same argument applies if $C$ is a cutset of edges of $G$, giving the following similar bound:

$$
r t(G) \geq \frac{2}{|C|} \min (|A|,|B|)-1
$$

This is tight for paths of even length.
Let $\mu(G)$ denote the size of a maximum matching in $G$. For a routing assignment $\pi$, define $D(G, \pi)$ by

$$
D(G, \pi):=\sum_{v} d_{G}(v, \pi(v))
$$

where $d_{G}$ is the usual (path-) metric on $G$. Then, setting

$$
D(G):=\max _{\pi} D(G, \pi)
$$

we have the bound

$$
r t(G) \geq \frac{D(G)}{2 \mu(G)}
$$

This can be seen by noting that $D(G)$ can only be decreased by at most $2 \mu(G)$ at each step.

Since for any spanning subgraph $H$ of $G$ we have

$$
r t(G) \leq r t(H)
$$

then $r t(G)$ is bounded above by $r t(T)$ for any spanning subtree of $G$. For any graph $G$ on $n$ vertices, this last quantity is less than $3 n$, by Theorem 1, below. We next consider the routing number of trees.
3. Trees. Let $T(n)$ denote some arbitrary fixed tree on $n$ vertices. The following result gives a reasonably good upper bound on $r t(T(n))$.

Theorem 1.

$$
\begin{equation*}
r t(T(n))<3 n \tag{3}
\end{equation*}
$$

Proof. We need the following simple and known fact, which can be easily proved (by induction, for example).

Fact. For any tree $T$ on $n$ vertices, there always exists a vertex $z$ of $T$ (see Fig. 1) such that each subtree $T_{i}$ formed by removing $z$ (and all incident edges) satisfies

$$
\begin{equation*}
\left|T_{i}\right| \leq n / 2 \tag{4}
\end{equation*}
$$



Fig. 1. Decomposing a tree T.
The proof of Theorem 1 is by induction on $n=|T|$. Let us apply (4) and let $T^{\prime}$ denote any one of the subtrees $T_{i}$. Consider a pebble $p=p_{v}(0)$ initially placed on a vertex $v$ of $T^{\prime}$. Let us call $p$ proper if the destination of $p$ under the routing assignment $\pi$ belongs to $T^{\prime}$; otherwise, call $p$ improper. For the special vertex $z$ (the "root"), the pebble $p_{z}(0)$ is classified as improper.

Our first objective is to move all improper pebbles in (each) $T^{\prime}$ toward $z^{\prime}$, the vertex of $T^{\prime}$ adjacent to $z$, so that the vertices they occupy form a subtree $T^{\prime \prime}$ of $T^{\prime}$ containing $z^{\prime}$.

Claim. The subtree $T^{\prime \prime}$ in $T^{\prime}$ can be formed in at most $\left|T^{\prime}\right|$ steps.
Proof of Claim. Let $z^{\prime}=v_{1}, v_{2}, \ldots, v_{m}$ be the vertices on some path $M$ in $T^{\prime}$. After the $i$ th step in the process (i.e., after "time $i$ "), there is a certain distribution of pebbles on $M$. We let $p(v, i)$ denote the pebble occupying vertex $v$ at time $i$. More generally, we use the index $i$ to denote the value of a parameter at time $i$. In
particular, let $I(i)$ denote the set of improper pebbles on $M$ at time $i$ that are further from $z^{\prime}$ than some proper pebble on $M$ (where distance on $T$ is measured by the usual path metric, i.e., the number of edges in the unique path connecting two vertices). Let $x(i)$ denote the set of all improper pebbles in $T^{\prime}$ that are not in the path $M$. Also, let $P(i)$ denote the set of proper pebbles on $M$ that are closer to $z^{\prime}$ than some improper pebbles on $M$. Further, let $C(i)$ denote the set of proper pebbles $p$ on $M$ that are adjacent to an improper pebble on $M$ further from $z$. Finally, define the function $\phi(i)$, called the potential, by

$$
\begin{equation*}
\phi(i):=|I(i)|+|P(i)|+\min \{|P(i)|,|x(i)|\}-|C(i)| . \tag{5}
\end{equation*}
$$

For example, for the distribution (on the path $M$ ) shown in Fig. 2 (where $\bullet$ denotes a proper pebble, and $\circ$ denotes an improper pebble) we have: $|I|=6,|P|=5,|C|=3$, and (assuming $|x| \geq 5) \phi=13$.


Fig. 2. Pebbles in a path.
The algorithm we employ for reaching the desired state is simply a greedy algorithm: Whenever we can interchange an improper and proper pebble so as to bring the improper pebble closer to $z^{\prime}$, we do it. More specifically, at each step we choose a maximal set of disjoint pairs of this type, and perform the interchanges. We now argue that if we have not yet reached the desired state (i.e., the set of all improper pebbles in $T^{\prime}$ does not yet span a subtree of $T^{\prime}$ containing $\left.z^{\prime}\right)$, then the potential $\phi(i)$ (computed for some specific path $M$ to be chosen later) must decrease at the next step.

To see this, observe that since our greedy algorithm must eventually terminate, we can find some improper pebble $\hat{p}$ that is moved during the last step. Consider the path $M=\left(z^{\prime}=v_{1}, \ldots, v_{m}\right)$, where $v_{m}$ is the location of $\hat{p}$ at time 0 , i.e., $p\left(v_{m}, 0\right)=\hat{p}$. By the definition of our algorithm, no improper pebble is ever moved off of $M$. On the other hand, it is quite possible that new improper pebbles are moved onto $M$. Let us denote the pebble distribution on $M$ in terms of alternating blocks of improper and proper pebbles (see Fig. 3). $P_{j}$ denotes the $j$ th block of proper pebbles (with size


Fig. 3. Pebbles on M.
$\left.\left|P_{j}\right|\right)$ and $I_{j}$ denotes the $j$ th block of improper pebbles. Each $P_{j}$ and $I_{j}, 1 \leq j \leq r$, is nonempty (although $I_{0}$ may be empty). By definition, $\phi(i)$ depends only on $x(i), P_{j}$ and $I_{j}, 1 \leq j \leq r$, and is given by

$$
\phi(i)=\sum_{j=1}^{r}\left|I_{j}\right|+\sum_{j=1}^{r}\left|P_{j}\right|-r+\min \left(\sum_{j=1}^{r}\left|P_{j}\right|,|x(i)|\right) .
$$

Now, when we go to time $i+1$, various changes in $M$ can occur. To begin, the last (i.e., right-most) proper pebble in each $P_{j}$ is replaced by some improper pebble, either the first pebble in $I_{j}$ or some other improper pebble from outside of $M$. Observe that
if $|I(i)|$ increases during a step, then both $|P(i)|$ and $|x(i)|$ must decrease by at least the same amount. By keeping track of all the possible changes that can occur at the next step, it is not difficult (though it is somewhat tedious) to verify that in all cases, $\phi(i+1) \leq \phi(i)-1$. We omit the somewhat lengthy details. Since the potential can never exceed, by definition, the number of vertices in $T^{\prime}$, this completes the proof of the claim.

The next step in the proof of Theorem 1 is to move each component's improper pebbles to their correct components. With $T_{1}, \ldots, T_{r}$ denoting the subtrees formed by the removal of the root $z$, let $\bar{I}\left(T_{j}\right)$ denote the set of improper pebbles in $T_{j}$, and let $\bar{P}\left(T_{j}\right)$ denote the set of proper pebbles in $T_{j}$. It can easily be shown that using at most three steps, two improper pebbles can be moved to their correct destination components. In fact, if $t$ denotes the largest $\left|\bar{I}\left(T_{j}\right)\right|$, then we can move at least $2 t$ improper pebbles to their correct destination components in at most $2 t+1$ steps.

Following this procedure, we can guarantee that all pebbles are in their correct components (and $z$ is occupied by its proper pebble) in at most

$$
\frac{3}{2}\left(\sum_{j}\left|\bar{I}\left(T_{j}\right)\right|-2 t\right)+2 t+1
$$

steps.
Note that by the claim, $T^{\prime \prime}$ can be formed (in $T_{j}$ ) in at most $\left|T_{j}\right|$ steps.
Now, since by induction each $T_{j}$ can now be routed in fewer than $3\left|T_{j}\right|$ steps, then they can all be routed (in parallel) in fewer than $3 \max \left|T_{j}\right|$ steps. Thus, $T$ can be routed in less than

$$
\max _{j}\left|T_{j}\right|+\frac{3}{2}\left(\sum_{j}\left|\bar{I}\left(T_{j}\right)\right|\right)-t+1+3 \max \left|T_{j}\right|
$$

steps. However, $\max _{j}\left|T_{j}\right|-t$ does not exceed the number of proper pebbles in the largest subtree. Let $y$ denote this number of proper pebbles. Then, clearly

$$
\sum_{j}\left|\bar{I}\left(T_{j}\right)\right| \leq n-1-y,
$$

and hence the previous quantity is at most

$$
y+\frac{3}{2}(n-1-y)+1+3 \max \left|T_{j}\right|<\frac{3}{2} n+3(n / 2)=3 n
$$

This completes the induction step; since (3) holds for $n=2$, Theorem 1 is proved.
The bound in Theorem 1 can perhaps be improved. For example, it seems clear that one should not wait to start moving pebbles across $z$ and routing within $T_{i}$ 's until all improper pebbles in each $T_{i}$ have been moved close to $z_{i}$ (i.e., all of these steps can be made in parallel). In fact, the correct value of the constant may be half as large, as suggested by the following conjecture.

Conjecture. For any tree $T_{n}$ on $n$ vertices,

$$
\begin{equation*}
r t\left(T_{n}\right) \leq\left\lfloor\frac{3(n-1)}{2}\right\rfloor \tag{6}
\end{equation*}
$$

Furthermore, we suspect that the equality can only be achieved when the tree is the star $S_{n}$ on $n$ vertices.

The fact that equality in (6) holds for $S_{n}$ was pointed out to us by Goddard [7]. This can be seen as follows.

Denote the center of the star $S_{n}$ by $x$. Each cycle $\left(a_{1} \ldots a_{r}\right)$ of $r \geq 2$ vertices not containing $x$ requires exactly $r+1$ steps to achieve the desired routing. If ( $a_{1} \ldots a_{r}$ ) contains $x$, then exactly $r$ steps are required. Therefore

$$
r t\left(S_{n}, \pi\right)=n-1+t,
$$

where $t$ denotes the number of cycles of $\pi$ of size at least 2 that do not contain $x$. Since $t \leq\left\lfloor\frac{n-1}{2}\right\rfloor$, we obtain the desired bound.

For the case where $T_{n}$ is a path $P_{n}$ on $n$ vertices, our routing problem reduces to a well-studied problem in parallel sorting networks (see [9] for a comprehensive survey). In this case, it can be shown that $\operatorname{rt}\left(P_{n}\right)=n$. In fact, any permutation $\pi$ on $P_{n}$ can be sorted in $n$ steps by labelling consecutive edges in $P_{n}$ as $e_{1}, e_{2}, \ldots, e_{n-1}$ and only making interchanges with even edges $e_{2 k}$ on even steps and odd edges $e_{2 k+1}$ on odd steps.
4. Complete graphs. Let $K_{n}$ denote the complete graph on $n$ vertices. In this case, because $K_{n}$ is so highly connected, the routing number $K_{n}$ is as small as we could hope.

Theorem 2. For the complete graph $K_{n}$ on $n \geq 3$ vertices,

$$
\begin{equation*}
r t\left(K_{n}\right)=2 . \tag{7}
\end{equation*}
$$

Proof. To see that $r t\left(K_{n}\right) \geq 2$, it is enough to consider the permutation $\pi=(a b c)$ consisting of a 3 -cycle on $K_{n}$. It is clear that such a $\pi$ cannot be achieved in a single step.

To show that $r t\left(K_{n}\right) \leq 2$, it suffices to show that any cyclic permutation can be achieved in two steps, since any permutation $\pi$ can be factored into disjoint cycles, which can then all be routed in parallel. Thus, let $\pi_{m}$ denote the cyclic permutation on $\{1,2, \ldots, m\}$ given by

$$
\begin{aligned}
\pi(i) & =i-1, \quad 1<i \leq m \\
\pi(1) & =m
\end{aligned}
$$

Consider the following two routing steps:

$$
S_{1}:(1, m+1-1)(2, m+1-2) \cdots(i, m+1-i) \cdots,
$$

and

$$
S_{2}:(1, m-1)(2, m-2) \cdots(j, m-j) \cdots
$$

We confirm that the composition $S_{1} \circ S_{2}$ sends the following:

$$
\begin{gathered}
i \rightarrow m+1-i \rightarrow m-(m+1-i)=i-1, \quad i \neq 1 \\
1 \rightarrow m
\end{gathered}
$$

This map achieves the desired permutation in two steps. Consequently, $\operatorname{rt}\left(K_{n}\right) \leq 2$, and the theorem is proved.

The following result is due to Goddard [7].
Theorem 3. For the complete bipartite graph $K_{n, n}$ with $n \geq 3$,

$$
\begin{equation*}
r t\left(K_{n, n}\right)=4 \tag{8}
\end{equation*}
$$

Proof. Suppose $K_{n, n}$ has vertex sets $A$ and $B$, where the edges are all between $A$ and $B$. To see that $r t\left(K_{n, n}\right) \geq 4$, we consider the permutation $\pi=\left(a_{1} a_{2} a_{3}\right)$, where $a_{i}$ 's are in $A$. It is not difficult to show that $\pi$ cannot be achieved in three steps.

A pebble is said to be an $A$-pebble if its destination is in $A$. Otherwise, it is called a $B$-pebble. In at most one step, we can move all $A$-pebbles to $B$ and all $B$-pebbles to $A$. To prove that $r t\left(K_{n, n}\right) \leq 4$, it suffices to show that any cyclic permutation $\pi=(1,2, \ldots, 2 m)$ can be achieved in the following three routing steps:
$S_{1}:(1,2)(3,4) \cdots\left(2\left\lfloor\frac{m}{2}\right\rfloor-1,2\left\lfloor\frac{m}{2}\right\rfloor\right)\left(2\left\lfloor\frac{m}{2}\right\rfloor+2,2\left\lfloor\frac{m}{2}\right\rfloor+3\right) \cdots(2 m-2,2 m-1)$, $S_{2}:(1,2 m)(3,2 m-2) \cdots\left(2\left\lceil\frac{m}{2}\right\rceil-1,2\left\lfloor\frac{m}{2}\right\rfloor+2\right)$,
$S_{3}:(3,2 m) \cdots\left(2\left\lfloor\frac{m}{2}\right\rfloor+1,2\left\lceil\frac{m}{2}\right\rceil+2\right)$.
This proves the theorem.
More generally, it is not difficult to show that for a general complete bipartite graph $K_{m, n}, m \leq n$, we have

$$
\begin{equation*}
r t\left(K_{m, n}\right) \leq 2\left\lceil\frac{n}{m}\right\rceil+2 \tag{9}
\end{equation*}
$$

since in at most two steps, $m$ pebbles (in fact, $B$-pebbles, as defined above,) can be routed to their destinations.
5. Cartesian products. For graphs $G=(V, E), G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$, we define the Cartesian product graph $G \times G^{\prime}$ to be the graph with vertex set $V \times V^{\prime}=\left\{\left(v, v^{\prime}\right) \mid v \in\right.$ $\left.V, v^{\prime} \in V^{\prime}\right\}$ and with $\left(u, u^{\prime}\right)\left(v, v^{\prime}\right)$ an edge of $G \times G^{\prime}$ if and only if either $u=v$, $u^{\prime} v^{\prime} \in E^{\prime}$, or $u^{\prime}=v^{\prime}, u v \in E$. Thus, the $n$-cube $Q^{n}$ is just the Cartesian product of $K_{2}$ with itself $n$ times.

The following theorem can be traced back to the early work of Beněs [5]. It was also proved by Baumslag and Annexstein [4].

Theorem 4. We have

$$
\begin{equation*}
r t\left(G \times G^{\prime}\right) \leq 2 r t(G)+r t\left(G^{\prime}\right) \tag{10}
\end{equation*}
$$

Note that since $G \times G^{\prime}$ and $G^{\prime} \times G$ are isomorphic graphs, then (10) can be written in the symmetric form

$$
r t\left(G \times G^{\prime}\right) \leq \min \left\{2 r t(G)+r t\left(G^{\prime}\right), 2 r t\left(G^{\prime}\right)+r t(G)\right\}
$$

We briefly describe the proof of Theorem 4 here. We can picture $G \times G^{\prime}$ as an array $V \times V^{\prime}$, with each row spanning a copy of $G^{\prime}$ and each column spanning a copy of $G$ as illustrated in Fig. 4. To route in $G \times G^{\prime}$, we:
(i) route in columns (copies of $G$ ); then
(ii) route in rows (copies of $G^{\prime}$ ); then
(iii) route in columns (copies of $G$ ).

Let $\pi$ be the desired routing permutation we are trying to achieve. Each pebble $p$ has some destination $\left(\sigma(p), \sigma^{\prime}(p)\right)$, where $\sigma(p) \in V, \sigma^{\prime}(p) \in V^{\prime}$. Let us first classify the pebbles according to their second coordinates. Since $\pi$ is a permutation on $V \times V^{\prime}$, for each $v^{\prime} \in V^{\prime}$, there are exactly $|V|$ pebbles with $\sigma^{\prime}(p)=v^{\prime}$. Hence, by the well-known marriage theorem of Hall (see, for example, [11]), we can select a set of distinct representatives from the columns, i.e., one pebble from each column so that their second coordinates are all distinct. Furthermore, we can now repeat this procedure


Fig. 4. $G \times G^{\prime}$.
(again by Hall's theorem) to obtain another set of distinct representatives, and so on. At the end, we see that we can in fact arrange the pebbles in each column so that the pebbles in each row of the rearranged columns all have distinct values of $\sigma^{\prime}$. By hypothesis, this rearrangement can be accomplished in at most $r t(G)$ (parallel) steps.

Next, we rearrange the pebbles in each row (i.e., copy of $G^{\prime}$ ) so that pebbles $p$ in the column indexed by $v^{\prime} \in V^{\prime}$ have $\sigma^{\prime}(p)=v^{\prime}$. This can be done (by hypothesis) in $r t\left(G^{\prime}\right)$ more steps, and guarantees, when completed, that the pebbles in each column have distinct values of $\sigma$.

The final step, permuting each column (copy of $G$ ), can be done in $\operatorname{rt}(G)$ more steps. Thus, the whole process requires at most $2 r t(G)+r t\left(G^{\prime}\right)$ steps.

Corollary 1. For the $n$-cube $Q^{n}$,

$$
r t\left(Q^{n}\right) \leq 2 n-1
$$

Corollary 2. For the $m$ by $n$ grid graph $P_{m} \times P_{n}, m \leq n$,

$$
r t\left(P_{m} \times P_{n}\right) \leq 2 m+n
$$

Remarks. Routing on the $n$-cube $Q^{n}$ is a very natural question in view of the popular use the $n$-cube structure for models of parallel computation and communication. Indeed, it was this context (through the work of Ramras [10]) that first motivated our considerations of these questions.

Corollary 1 is well known in the literature. The exact value of $r t\left(Q^{n}\right)$ is still unknown. It is easy to see that $r t\left(Q^{n}\right) \geq n$, since $\operatorname{diam}\left(Q^{n}\right)=n$. The permutations shown in Fig. 5 can be checked to show that $\operatorname{rt}\left(Q^{n}\right) \geq n+1$ for $n=2,3$. It is reasonable to conjecture that we always have $\operatorname{rt}\left(Q^{n}\right) \geq n+1$ for $n \geq 2$. Certainly $r t\left(Q^{n}\right) \sim \alpha n$ for some $\alpha \in[1,2]$. Again, we suspect that the correct value of $\alpha$ is closer to 1 than to 2 , but this seems difficult to prove.
6. Flow problems on graphs. Ordinarily, one might expect that $\operatorname{rt}(G \times G)$ is substantially larger than $r t(G)$, e.g., as large as $2 r t(G)$. However, this is not always the case, as the following result shows.

Let $G_{n}$ denote the graph consisting of two copies of $K_{n}$ joined by an edge $e$ (see Fig. 6). It is easy to see that

$$
r t\left(G_{n}\right)=2 n+O(1) .
$$



| $v$ | 0 | 1 |
| :---: | :--- | :--- |
| $\pi(v)$ | 1 | 0 |

$Q^{1}$


| $v$ | 0 | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| $\pi(v)$ | 3 | 1 | 2 | 0 |

$Q^{2}$


$$
\begin{array}{c|cccccccc}
v & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 \\
\hline \pi(v) & 7 & 0 & 6 & 4 & 5 & 2 & 1 & 3
\end{array}
$$

Fig. 5. Bad permutations on $Q^{n}, n \leq 3$.


Fig. 6.

It turns out that $\operatorname{rt}\left(G_{n} \times G_{n}\right)$ is not much larger.
Theorem 5. We have

$$
\begin{equation*}
r t\left(G_{n} \times G_{n}\right)=(1+o(1)) 2 n \tag{11}
\end{equation*}
$$

Proof. We can view $G_{n} \times G_{n}$ as consisting of 4 copies of $K_{n} \times K_{n}$ joined to each other by $n$ parallel edges to form a 4 -cycle (see Fig. 7). Within each $V_{i}=K_{n} \times K_{n}$, the two sets of $n$ vertices incident to "crossing" edges have exactly one common vertex. Initially, each $V_{i}$ has pebbles with destinations lying in the other various $V_{j}$ 's. We group each of $V_{i}$ 's pebbles into sets $S_{i j}$ of size $n$, according to their destinations (so that all pebbles in a set $S_{i j}$ have the same $V_{j}$ destination; there may be mixed groups of $n$ left over). We move the $S_{i j}$ 's as a unit, in that all pebbles in each $S_{i j}$ cross from one $V_{k}$ to another $V_{l}$ at the same time. Further, we restrict our routing algorithm so that crossing moves are only made at even times. Of course, permutations within a $V_{i}$ can occur at all times. Since $r t\left(K_{n} \times K_{n}\right) \leq 6$ (by Theorems 2 and 4), it is not difficult to see that if we have $m S_{i j}$ 's in $V_{k}$ that should cross over to $V_{l}$ (which is adjacent to it), then this can be done in $2 m+O(1)$ steps. Thus, our problem can be reduced


Fig. 7. $G_{n} \times G_{n}$.
to the following continuous flow problem on the 4 -cycle $C_{4}$. We are given one unit of "mass" on each vertex $v$ of $C_{4}$ (where we have rescaled our sets of $n^{2}$ pebbles at each vertex of $C_{4}$ to have total mass 1). Thus, mass is required to "flow" along the edges of $C_{4}$ in order to satisfy a $4 \times 4$ doubly stochastic circulation matrix $C=(C(u, v))$ where, for vertices $u, v$ of $C_{4}, C(u, v)$ denotes the amount of mass initially at $u$ that must end up at $v$. Since $C$ is assumed to be doubly stochastic, then $C(u, v) \geq 0$ and

$$
\sum_{v} C(u, v)=1=\sum_{u} C(u, v) .
$$

Therefore, each vertex of $C_{4}$ also ends up with a total of one unit of mass (hence, our use of the terminology "circulation").

In general, a $C$-circulation $\varphi$ on $G=(V, E)$ is a set of assignments $\varphi_{u v}: E \rightarrow \mathbb{R}^{+}$, $u, v \in V$, such that, for all $u, v$,

$$
\sum_{u x \in E} \varphi_{u v}(u x)=C(u, v)=\sum_{y v \in E} \varphi_{u v}(y v),
$$

while for any $w \neq u, v$,

$$
\sum_{s w \in E} \varphi_{u v}(s w)=\sum_{w t \in E} \varphi_{u v}(w t)
$$

Intuitively, these equations specify that for each pair $u, v \in V, C(u, v)$ units of mass flow from $u$ to $v$. The norm of $\varphi$, denoted by $\|\varphi\|$, is defined to be the maximum amount of mass

$$
\varphi(e)=\sum_{u, v} \varphi_{u v}(e)
$$

assigned to any edge $e$ of $E$, where we distinguish between $e=i j \in E$ and the edge $-e=j i$ with the reverse orientation. We say that $\varphi$ is balanced if $\varphi(e)=\varphi(-e)$ for all edges of $G$.

A little reflection shows that we have proved Theorem 5 if we establish the following lemma.

Lemma 1. For all circulation matrices $C$ on $C_{4}$, there always exists some balanced $C$-circulation $\varphi$ with $\|\varphi\| \leq 1$.

Proof of Lemma 1. Consider a spanning tree $T$ on $C_{4}$. There are four such trees; these are all paths of length 3. (See Fig. 8.) Note that there is a unique balanced $F$-flow $\varphi_{T}$ on $T$. The amount $\varphi_{T}(e)$ that $\varphi_{T}$ assigns to $e$ is just

$$
\varphi_{T}(e)=\sum_{\substack{u \in A \\ v \in B}} C(u, v)
$$

where $A$ and $B$ are the components of $T$ formed by the removal of $e=i j$, and $i \in A, j \in B$. We form our desired $F$-flow $\varphi$ as a convex combination of $\varphi_{T}$ 's, as


Fig. 8.
$T$ ranges over the spanning subtrees of $G$. This guarantees that $\varphi$ is a $C$-circulation and is balanced (since each $\varphi_{T}$ is). In fact, we take the simplest possible convex combination, namely,

$$
\varphi:=\frac{1}{4} \sum_{T} \varphi_{T}
$$

where $T$ ranges over all four spanning trees of $C_{4}$. To compute $\|\varphi\|$, we need to bound the value of $\varphi(e)$ for each edge $e$. For any edge $e$ (by symmetry), the mass $\varphi(e)$ assigned to $e$ is equal to that assigned to the edge in the figure, which is the following:

$$
\begin{array}{rlrl}
\varphi(e)= & 0 & \text { from (a), } \\
& +\frac{1}{4}(f(1,2)+f(4,2)+f(3,2)) & & \text { from (b) } \\
& +\frac{1}{4}(f(4,2)+f(4,3)+f(1,2)+f(1,3)) & \text { from (c) } \\
& +\frac{1}{4}(f(1,2)+f(1,3)+f(1,4)) & & \text { from (d). }
\end{array}
$$



Fig. 9. Spanning trees of $C_{4}$.

However, observe that in Fig. 9, the maximum value that can flow from $A$ to $B$ is just $\min (|A|,|B|)$. Consequently,

$$
\begin{gathered}
f(1,2)+f(4,2)+f(3,2) \leq 1, \\
f(4,2)+f(4,3)+f(1,2)+f(1,3) \leq 2, \\
f(1,2)+f(1,3)+f(1,4) \leq 1,
\end{gathered}
$$

and so,

$$
\varphi(e) \leq 1 .
$$

Since $e$ was arbitrary, $\|\varphi\| \leq 1$ and the lemma is proved.
Now, because $\varphi$ is balanced, we can reinterpret it as pebble movements, where small time delays (due to the nonuniform $S_{i j}$, or bounded movement within the $V_{i}$ 's) are negligible as $n \rightarrow \infty$. We can then conclude that

$$
r t\left(G_{n} \times G_{n}\right)=(1+o(1)) 2 n,
$$

as claimed. $\quad \square$
The same argument applies, with the same conclusion, for the $k$-fold product

$$
G_{n}^{k}=\overbrace{G_{n} \times \cdots \times G_{n}}^{k},
$$

provided we prove the corresponding flow result on $Q^{k}$, the $k$-cube, which actually is of interest in its own right. We do this with the following theorem.

Theorem 6. Let $F$ be a doubly stochastic circulation matrix on $Q^{k}$. Then there always exists a balanced $C$-circulation $\varphi$ on $Q^{k}$ with $\|\varphi\| \leq 1$.

Proof. We follow the same strategy as in the case of $C_{4}=Q^{2}$, and build $\varphi$ as a (uniform) convex combination of tree flows. Define the spanning tree $T_{k}$ on $Q^{k}$ recursively as follows:
(i) $T_{1}$ is just an edge, which is all of $Q^{1}$;
(ii) $T_{k}$ is formed by adding the edge $e_{k}=\{(00 \ldots 0),(10 \ldots 0)\}$ to join the two copies of $T_{k-1}$ in the corresponding two copies of $Q^{k-1}$ that make up $Q^{k}$, namely, $\left\{\bar{x}=\left(x_{1}, \ldots, x_{k}\right) \mid x_{1}=0\right\}$ and $\left\{\bar{x}=\left(x_{1}, \ldots, x_{k}\right) \in Q^{k} \mid x_{1}=1\right\}$.
We observe that for any edge $e$ of $T_{k}$, we can always find a minimum-sized component $A(e)$ of $T_{k}-\{e\}$ that does not contain the origin ( $00 \ldots 0$ ). Hence we conclude (by
induction) that

$$
\begin{align*}
g(k): & =\sum_{e \in T}|A(e)| \\
& =\sum_{e=e_{k}}|A(e)|+\sum_{e \neq e_{k}}|A(e)|  \tag{12}\\
& =2^{k-1}+2 \cdot g(k-1) \\
& =2^{k-1}+2 \cdot(k-1) \cdot 2^{k-2}=k \cdot 2^{k-1}
\end{align*}
$$

where we check that $g(1)=1$ satisfies (12) to start the induction.
Next, we construct the family of trees that is used to form $\varphi$. Let $\operatorname{Aut}\left(Q^{k}\right)$ denote the automorphism group of $Q^{k}$. It is easy to see that $\left|\operatorname{Aut}\left(Q^{k}\right)\right|=2^{k} \cdot k!$ and that for any $h \in \operatorname{Aut}\left(Q^{k}\right), h\left(T_{k}\right)$ is also a spanning tree of $Q^{k}$. Furthermore, for each edge $e$ of $Q^{k}$ and each edge $e^{\prime}$ of $T_{k}$, there are exactly $2(k-1)$ ! choices of $h \in \operatorname{Aut}\left(Q^{k}\right)$ that map $e$ onto $e^{\prime}$ (as undirected edges; this accounts for the factor of 2 . Of course, this does not depend on $e^{\prime}$ being in $T_{k}$.) Define

$$
\varphi=\frac{1}{2^{k} k!} \sum_{T} \varphi_{T}
$$

where $T$ ranges over all $2^{k} \cdot k!$ trees $h\left(T_{k}\right), h \in \operatorname{Aut}\left(Q^{k}\right)$. Note that this is just what we did for $C_{4}$. To bound $\|\varphi\|$, we compute for any $e$,

$$
\varphi(e) \leq \frac{1}{2^{k} \cdot k!} \sum_{h \in \operatorname{Aut}\left(Q^{k}\right)} \min \left(\left|A_{h}(e)\right|,\left|B_{h}(e)\right|\right)=\frac{1}{2^{k} k!} \cdot 2(k-1)!g(k)=1
$$

This completes the proof of Theorem 6.
Corollary 3. For fixed $k$, if $G^{k}$ denotes the $k$-fold Cartesian product $G \times \cdots \times G$ of the graph $G$ shown in Fig. 6, then

$$
r t\left(G^{k}\right)=(1+o(1)) 2 n
$$

Let us define $\operatorname{circ}(G)$, the circulation index of a (connected) graph $G$, by

$$
\begin{equation*}
\operatorname{circ}(G):=\sup _{C} \inf _{\varphi}\|\varphi\| \tag{13}
\end{equation*}
$$

where $\varphi$ ranges over all balanced $C$-circulations on $G$, and $C$ ranges over all doubly stochastic circulation matrices $C$ for $G$. A trivial lower bound for $\operatorname{circ}(G)$ is the resistance of $G$, defined by

$$
\begin{equation*}
\operatorname{res}(G):=\max _{X} \frac{1}{|X|} \min (|A(X)|,|B(X)|) \tag{14}
\end{equation*}
$$

where $X$ ranges over all cutsets of $G$ (i.e., minimal sets of edges whose removal disconnects $G$ ), and $A(X)$ and $B(X)$ are the connected components formed by removing $X$. The inequality

$$
\begin{equation*}
\operatorname{circ}(G) \geq \operatorname{res}(G) \tag{15}
\end{equation*}
$$

follows by considering the circulation matrix that sends all $|A(X)|$ units of mass into $B(X)$, for an extremal cutset $X$, where we assume $|A(X)| \leq|B(X)|$. It is interesting
to note that (15) holds with equality for $Q^{k}$. This is not true in general, as can be shown by considering bounded degree expander graphs $G^{*}$ on $n$ vertices. In that case, we can have

$$
\operatorname{res}(G)=O(1) \quad \text { and } \quad \operatorname{circ}(G)>c \log n
$$

Other classes of graphs $G$ for which equality holds in (15) prove interesting. The technique above can be easily used to show that the set of even cycles is such a class.

It seems likely that the space of balanced $C$-circulations on any graph is spanned by (convex combinations of) the tree circulations on $G$, i.e., the $C$-circulations in the spanning trees of $G$.
7. Eigenvalues, random walks and routing. Here we consider $d$-regular graphs for which all the eigenvalues of the adjacency matrix besides the trivial one have a small absolute value. Let us call a graph $G$ an $(n, d, \lambda)$-graph, if it is a $d$-regular graph on $n$ vertices and the absolute value of every eigenvalue of its adjacency matrix besides the trivial one is at most $\lambda$. If $\lambda$ is small with respect to $d$, then a random walk on such a graph starting from any vertex converges quickly to the uniform distribution on its vertices. We use this property to derive the following theorem, the proof of which is given later.

Theorem 7. Let $G=(V, E)$ be an $(n, d, \lambda)$-graph and let $\sigma$ denote a permutation. Then

$$
r t(G, \sigma) \leq O\left(\frac{d^{2}}{(d-\lambda)^{2}} \log ^{2} n\right)
$$

Note that in $\S 2$, it is shown that $\operatorname{rt}(G)$ is lower bounded by the diameter of $G$ and therefore the routing number of a $d$-regular graph is at least $\log n / \log (d-1)$ and at most

$$
O\left(\frac{d^{2}}{(d-\lambda)^{2}} \log ^{2} n\right)
$$

Now define the expansion coefficient $\alpha$ of $G$ to be the minimum, over all subsets $X$ of at most half the vertices of $G$, of the ratio $|N(X)-X| /|X|$, where $N(X)$ is the set of all neighbors of $X$ in $G$. From $\S 2$, we know that the routing number is bounded below by $2 / \alpha$. As an immediate corollary of Theorem 7 , up to a polylogarithmic factor, $r t(G)$ is bounded above by a polynomial in $1 / \alpha$ for any regular graph with polylogarithmic degrees.

Corollary 4. If $G=(V, E)$ is a d-regular graph on $n$ vertices with expansion coefficient $\alpha$, then

$$
r t(G) \leq O\left(\frac{d^{2}}{\alpha^{4}} \log ^{2} n\right)
$$

Proof. The main result of [1] states that if $\alpha$ is the expansion coefficient of a $d$-regular graph, then the second largest eigenvalue of its adjacency matrix is at most $d-\frac{\alpha^{2}}{4+2 \alpha^{2}}$. Suppose, first, that this is an upper bound for the absolute value of every negative eigenvalue as well. Then, by Theorem $7, r t(G)=O\left(l^{2}\right)$ for $l=O\left(\frac{d}{\alpha^{2}} \log n\right)$. If there are negative eigenvalues of large absolute value, we first add $d$ loops in every vertex and apply the result to the new graph. This completes the proof.

In a similar way, we define the edge expansion coefficient $\beta$ of $G$ to be the minimum, over all subsets $X$ of at most half the vertices of $G$, of the ratio $|\Gamma(X)| /|X|$,
where $\Gamma(X)$ is the set of edges of $G$ leaving $X$ (i.e., with exactly one endpoint in $X$ ). We remark that the inverse of the edge expansion coefficient is exactly the resistence of $G$. From $\S 2$, we know that the routing number is bounded below by $2 / \beta-1$. As a corollary of Theorem 7, up to a polylogarithmic factor, $r t(G)$ is bounded above by a polynomial in $1 / \beta$ for any regular graph with polylogarithmic degrees.

Corollary 5. If $G=(V, E)$ is a d-regular graph on $n$ vertices with edge expansion coefficient $\beta$, then

$$
r t(G) \leq O\left(\frac{d^{4}}{\beta^{4}} \log ^{2} n\right)
$$

Proof. The proof follows from the well-known fact (see [8]) that if $\beta$ is the edge expansion coefficient of a $d$-regular graph, then the second largest eigenvalue of its adjacency matrix is at most $d-\frac{\beta^{2}}{2 d}$.

Note that by the above two corollaries, $r t(G) \leq O\left(\log ^{2} n\right)$ for any bounded degree expander on $n$ vertices (i.e., any regular bounded degree graph on $n$ vertices with expansion coefficient or edge expansion coefficient bounded away from 0 ).

Many interconnection networks studied in the literature are, in fact, Cayley graphs. A simple corollary of the above theorem implies that the routing number of a Cayley graph is intimately related to its diameter.

Corollary 6. For any Cayley graph $G$ of a group of $n$ elements with a polylogarithmic (in n) number of generators, the diameter of $G$ is polylogarithmic, if and only if the routing number $r t(G)$ is polylogarithmic.

Proof. As shown in [3], a Cayley graph of polylogarithmic diameter has an inverse polylogarithmic expansion coefficient; hence the result follows from Corollary 4.

The proof of Theorem 7 follows from the following lemmas. Our first lemma holds for any $d$-regular graph $G$. A random walk of length $l$ starting at a vertex $v$ of $G$ is a randomly chosen sequence $v=v_{0}, v_{1}, \ldots, v_{l}$, where each $v_{i+1}$ is chosen, randomly and independently, among the neighbors of $v_{i},(0 \leq i<l)$. We say that the walk visits $v_{i}$ at time $i$. We make no attempt to optimize the constants here and in what follows.

Lemma 2. Let $G=(V, E)$ be a d-regular graph on $n$ vertices, and suppose that $l \geq \log n$. For any $v \in V$ independently, let $P(v)$ denote a random walk of length $l$ starting at $v$. Let $I(v)$ denote the total number of other walks $P(u)$, such that there exists a vertex $x$ and two indices $0 \leq i, j \leq l,|i-j|<5$ so that $P(v)$ visits $x$ at time $i$ and $P(u)$ visits $x$ at time $j$. Then, almost surely (i.e., with probability that tends to 1 as $n$ tends to infinity), there is no vertex $v$ such that $I(v)>100(l+1)$.

Proof. Let $A$ be the normalized adjacency matrix of $G$, i.e., the matrix $A=$ $\left(a_{u v}\right)_{u, v \in V}$ defined by $a_{u v}=l(u, v) / d$, where $l(u, v)$ is the number of edges between $u$ and $v$. The probability that the random walk $P(u)$ visits $x$ at time $i$ is precisely $e(x)^{t} A^{i} e(u)$, where $e(y)$ is the unit vector having 1 in coordinate $y$ and 0 in any other coordinate. Given the random walk $P(v)$ and a value of $i, 0 \leq i \leq l$, there is a unique vertex $x=x(v, i)$ in which $P(v)$ visits at time $i$. For any given $u \neq v$, the conditional probability that for some $j$ satisfying $|i-j|<5$, the walk $P(u)$ visits $x$ at time $j$ is thus at most $e(x)^{t} \sum_{j:|j-i|<5} A^{j} e(u)$. The probability $p(v, u)$ that there exists some vertex $x$ and two indices $0 \leq i, j \leq l,|i-j|<5$ follows, so that $P(v)$ visits $x$ at time $i$ and $P(u)$ visits $x$ at time $j$ can be bounded by

$$
p(v, u) \leq \sum_{i=0}^{l} e(x(v, i))^{t} \sum_{j:|j-i|<5} A^{j} e(u) .
$$

By summing over all possible starting points $u$ (including $v$ itself, where this last summand corresponds to adding another independent random walk starting at $v$, an addition which may only increase the expectation of $I(v)$ ), we conclude that the expectation of $I(v)$ is at most

$$
\sum_{u \in V} p(v, u) \leq \sum_{i=0}^{l} e(x(v, i))^{t} \sum_{j:|j-i|<5} A^{j} e
$$

where $e$ is the all 1 vector. Since $e$ is an eigenvector of $A$ with eigenvalue 1 , the last expression can be computed precisely by showing that it is strictly less than $10(l+1)$. We have thus shown that for each fixed $v$, the expectation of the random variable $I(v)$ is strictly less than $10(l+1)$. Observe that this random variable is a sum of $n-1$ independent indicator random variables whose expectations are the quantities $p(v, u)$. It thus follows easily from the known estimates for large deviations of sums of independent indicator random variables (see, e.g., [2, Thm. A.12, p. 237]), that for each fixed $v$, the probability that $I(v)$ exceeds, say, $100(l+1)$ is at most

$$
\left(e^{9} / 10^{10}\right)^{10(l+1)} \ll 1 / n^{2}
$$

(A similar estimate can in fact be proved directly. Given a set of $m$ independent events, with the probability of the $i$ th event being $p_{i}$, suppose that $\sum p_{i} \leq r$. Then, the probability that at least $s$ events occur can be bounded by

$$
\sum_{S \subset\{1, \ldots, m\},|S|=s} \Pi_{i \in S} \quad p_{i} \leq \frac{1}{s!}\left(\sum p_{i}\right)^{s} \leq(r e / s)^{s}
$$

In our case, we have $r=10(l+1)$ and $s=10 r$.)
Since there are only $n$ vertices $v$, the probability that there is a vertex $v$ with $I(v)>100(l+1)$ is (much) smaller than $1 / n$, completing the proof.

Lemma 3. Let $G=(V, E)$ be an $(n, d,(1-\epsilon) d)$-graph and let $\sigma$ be a permutation of order two of $V$ (i.e., a product of pairwise disjoint transpositions). Put $l=\frac{10}{\epsilon} \log n$. Then there is a set of $n / 2$ walks $P(v)=P(\sigma(v)), v \in V$, of length $2 l$ each, where $P(v)$ connects $v$ and $\sigma(v)$ such that the following holds. Let $I(v)$ denote the total number of other walks $P(u)$ such that there exists a vertex $x$ and two indices $0 \leq$ $i, j \leq l,|i-j|<5$, so that $P(v)$ visits $x$ at time $i$, and $P(u)$ visits $x$ at time $j$ or at time $2 l-j$. Then $I(v) \leq 400(l+1)$ for all $v$.

Proof. Let $P(v)$ be a random walk of length $2 l$ between $v$ and $\sigma(v)$. As shown in [6] (using an argument similar to the one used previously in [12]), we may assume that each walk $P(v)$ consists of two random walks of length $l$ each, one starting from $v$ and one from $\sigma(v)$. The reason for this is that by our eigenvalue condition, a random walk of length $l$ is almost uniformly distributed on the vertices of $G$, and hence one may view the walk $P(v)$ as being chosen by first choosing its middle point (according to a uniform distribution) and then by choosing its two halves. For more details, see [6]. The result thus follows from Lemma 2.

Proof of Theorem 7. Let $G=(V, E)$ be an $(n, d, \lambda)$-graph. It suffices to consider a permutation $\sigma$ of order two of $V$ (i.e., a product of pairwise disjoint transpositions), since any permutation is a product of at most two such permutations (as proved in Theorem 2). We set $\epsilon=1-\frac{\lambda}{d}$ and $l=\frac{10}{\epsilon} \log n$. We want to show that $r t(G, \sigma)<O\left(l^{2}\right)$. Let $P(v)$ be a system of walks of length $2 l$ satisfying the assumption of the previous corollary. Let $H$ be the graph whose vertices are the walks $P(v)$ in which $P(u)$ and $P(v)$ are adjacent, if there exists a vertex $x$ and two indices $0 \leq i, j \leq l,|i-j|<5$,
so that $P(v)$ visits $x$ at time $i$, and $P(u)$ visits $x$ at time $j$ or at time $2 l-j$. Then the maximum degree of $H$ is $O(l)$ and hence it is $O(l)$-colorable. It follows that we can split all our paths $P(v)$ into $O(l)$ classes of paths such that the paths in each class are not adjacent in $H$. Consider now the following routing algorithm. For each set of paths as above, perform $2 l+1$ steps, where the step numbers $i$ and $2 l+2-i$ correspond to flipping the pebbles along edge numbers $i$ and $2 l+1-i$ in each of the paths in the set for all $i<l$. Step number $l$ flips edge $l$, and step $l+1$ flips edge $l+1$. We can check that by the end of these $2 l+1$ steps, the ends of each path exchange pebbles, and all the other pebbles stay in their original places. (Note that some pebbles that are not at the ends of any of the paths may move several times during these steps, but the symmetric way these are performed guarantees that such pebbles will return to their original places at the completion of the $2 l+1$ steps.) By repeating the above for all the path-classes, the result follows.
8. The route covering number of a graph. We next discuss several problems closely related to the routing number of a graph. One such problem is the following.

Suppose $G=(V, E)$ is a connected graph on $n$ vertices. For a permutation $\pi$, we consider a route set $P$, which is just some set of paths $P_{i}$ joining each vertex $v_{i}$ to its destination vertex $\pi\left(v_{i}\right)$, for $i=1, \ldots, n$. For each edge $e$ of $G$, we consider the number $\operatorname{rc}(e, G, \pi, P)$ of paths $P_{i}$ in $P$ which contain $e$. The route covering number $\operatorname{rc}(G)$ of $G$ is defined to be

$$
\operatorname{rc}(G)=\max _{\pi} \min _{P} \max _{e \in E} \operatorname{rc}(e, G, \pi, P) .
$$

In other words, for each permutation, we want to choose the route set so that the maximum number of occurrences of any edge in the paths of the route set is minimized. It is easy to see that the route covering problem is a special case of $C$-circulation obtained by choosing $C$ to satisfy $C(u, v)=1$ if $v=\pi(u)$, and 0 otherwise, for each permutation $\pi$, and by insisting on integer valued circulation.

For example, for the $n$-cube $Q^{n}$, the method described in Theorem 4 gives

$$
\operatorname{rc}\left(Q^{n}\right) \leq 4
$$

In the other direction, by choosing $\pi$ to be the permutation of vertices in $Q^{n}$ so that the distance between $v$ and $\pi(v)$ is $n$ for every vertex $v$, it can easily be seen that

$$
\operatorname{rc}\left(Q^{n}\right) \geq \frac{\sum_{v} \operatorname{dist}(v, \pi(v))}{\left|E\left(Q^{n}\right)\right|}=2
$$

The problem of determining the exact value of $\mathrm{rc}\left(Q^{n}\right)$ for general $n$ remains unresolved. Also of interest is a "symmetric" version of the route covering problem especially for $Q^{n}$.

An assignment for $Q^{n}$ is a partition of the vertex set of $Q^{n}$ into subsets of size 2 or less. Is it possible to find edge-disjoint paths joining vertices in the same subset for any assignment of $Q^{n}$ ?

The answer is negative when $n$ is even. However, for odd $n$ this problem remains open.
9. Concluding remarks. Numerous unanswered questions remain, some of which we now mention.
(1) Is it true that, for any tree $T_{n}$ on $n$ vertices,

$$
r t\left(T_{n}\right) \leq \frac{3}{2} n+o(n) ? \quad \frac{3}{2} n+O(1) ?
$$

(2) Is it true that, for the $n$-cube $Q^{n}$,

$$
r t\left(Q^{n}\right)=n+o(n) ? \quad n+O(1) ?
$$

(3) Is it true that, for every graph $G$,

$$
r t(G \times G) \geq r t(G) ?
$$

(4) Is it true that, for an expander graph $G$ of bounded degree,

$$
r t(G)=O(\log n) ?
$$

(5) Characterize graphs $G$ with $\operatorname{circ}(G)=\operatorname{res}(G)$.
(6) Are the balanced $C$-circulations on a graph always spanned by the spanning tree $C$-circulations on the graph?
(7) What is the computational complexity of determining $\operatorname{rt}(G)$ ?
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#### Abstract

This paper addresses a prediction problem occurring frequently in practice. The problem consists in predicting the value of a function on the basis of discrete observational data that are incomplete in two senses. Only certain arguments of the function are observed, and the function value is observed only for certain combinations of values of these arguments. The problem is considered under a monotonicity condition that is natural in many applications. Applications to tax auditing, medicine, and real estate valuation are discussed. In particular, a special class of problems is identified for which the best monotone prediction can be found in polynomial time.
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1. Introduction. The problem of establishing cause-effect relationship based on incomplete observations was studied in [7]. In this paper we address the problem of finding a good approximation of an unknown discrete function on the basis of a set of observations, which is incomplete in two senses. We observe the values of only some of the arguments of the function and we observe the function value only for certain combinations of values of these arguments. Our goal is to predict the value of the function for any combination of values for these arguments. Such problems occur frequently, and we begin with some examples.

Suppose that a tax bureau must decide which tax forms to audit, with the goal of auditing only those for which the increased return justifies the auditing expense. The observation set consists of data records corresponding to forms audited in the past. Each record indicates whether the audit was justified and lists some attributes of the taxpayer. The problem is to determine, on the basis of these attributes, when future tax forms should be audited.

A taxpayer's attributes form a vector $x$ of Boolean ( $0-1$ ) variables, where each $x_{j}$ indicates whether a certain threshold is exceeded. For example, one $x_{j}$ may have the value 1 when the taxpayer claims too many dependents for a person of his age, and another may have the value 1 when he claims too many charitable contributions relative to his income.

The observation set partially defines a function $g$ whose value is 1 when auditing was justified, and 0 otherwise. Whether an audit was justified depends not only on the recorded attributes used to make the auditing decision, but on a number of hidden factors as well. The arguments of $g$ therefore consist of a vector $x$ of the recorded

[^59]attributes and a vector $y$ of hidden attributes. So, each data record can be written in the form $(x, g(x, y))$. In practice, the function $g$ is only partially defined because its value $g(x, y)$ is not given for every possible vector $(x, y)$ of attributes. We cannot even assume there is an observation for every possible $x$.

Our problem is to predict the value of $g(x, y)$ on the basis of $x$ alone. To do this, we derive an approximation $f$ of $g$ that is a function of $x$ only. Deriving $f$ requires that we interpolate a value when $x$ has not been observed. However, even when $x$ has been observed, we may need to reconcile different observed values of $g(x, y)$ for different $y$ 's.

We focus on problems in which $f$ is monotone, in the sense that $f(x) \nsucc f\left(x^{\prime}\right)$ whenever $x \preceq x^{\prime}$, where $\prec$ is a partial order on the outcomes and $\prec$ a partial order on the $x$ 's. In the tax auditing example, the two outcomes are linearly ordered ( $0 \prec 1$ ), and $\prec$ is defined by $x \preceq x^{\prime}$ whenever $x_{j} \leq x_{j}^{\prime}$ for all $j$. Monotonicity is a reasonable assumption for this problem, because every 1 among the attributes is another reason for suspecting that the form should be audited. If one form with certain suspicious traits should be audited, then another form with these and still other suspicious traits should certainly be audited.

We also generalize our approach to problems in which more than two outcomes are possible, where these outcomes are partially ordered. The tax auditor, for example, might classify forms as needing no audit, needing a second look to determine the desirability of an audit, and needing an audit right away. These outcomes happen to be linearly ordered in a natural way (in the order listed), and it is reasonable to assume that $f$ is monotone.

The attributes as well as the outcome can have more than two values. Suppose, for example, that we have a battery of 45 biochemical tests for carcinogenicity, each of which can have outcomes negative, indefinite, and positive. We do not apply every test to a given chemical; when a test is not applied, we say that the test "result" is no data. The 45 test results are viewed as attributes of the chemical tested. Since the tests are not foolproof, we first apply them to a number of chemicals that have been previously tested clinically for carcinogenicity, with possible outcomes harmless, undetermined (indicating inconclusive clinical experience), potentially dangerous (meaning that the chemical causes cancer when ingested in very large doses), and dangerous. The problem is to find a function $f$ that predicts the outcome of clinical trials for a new chemical.

To check for monotonicity, we must impose a partial ordering on the attribute vectors and on the outcomes. The four possible values of each attribute $x_{j}$ submit to a partial order: negative is less than indefinite and no data, which are less than positive; but indefinite and no data are incomparable. We can therefore say that $x \preceq x^{\prime}$ when $x_{j} \preceq x_{j}^{\prime}$ for all $j$. The four outcomes have a similar partial ordering: harmless is less than potentially dangerous and undetermined, both of which are less than dangerous; but we may be unable to order potentially dangerous and undetermined with respect to each other. It is reasonable to assume that $f$ is monotone with respect to these orderings.

Whenever $f$ incorrectly predicts the outcome for a given observation, a penalty is incurred, where the size of the penalty depends on the correct and predicted outcomes. For us, the best approximation $f$ is one that minimizes the total penalty. In [4] we investigate the issue of defining "best approximation" from a statistical point of view and distinguish the analysis described here from logit and categorical data analysis.

If there is no restriction on $f$, finding the best approximation is relatively easy, since we can treat each $x$ separately. That is, for any fixed $x, f(x)$ should have the value
that minimizes the sum of the penalties over observations of the form $(x, y)$. If $x$ occurs in no observations, $f(x)$ can be set to an arbitrary value. However, if $f$ is required to be monotone (or to have some other restrictive property), the problem cannot in general be decomposed this way, and the observed values of $f(x)$ for unobserved $x$ are in general restricted. In [4] we consider some other possible restrictions on $f$ (when it is a Boolean function). More examples for similar problems can be found in [6], [21], [22].

In this paper, we show that a network flow model can be used to determine the best approximation $f$ when the partial ordering of the outcomes belongs to a special class of partial orders, including interval orders. An interval order is one in which every element can be associated with an interval of real numbers, such that $\alpha \prec \beta$ if and only if the upper end of the interval associated with $\alpha$ is smaller than the lower end of that associated with $\beta$. A special case of an interval order is one that is layered, in the sense that the elements are partitioned into a sequence of sets $S_{1}, \ldots, S_{m}$, such that all the elements in each $S_{i}$ are incomparable, but everything in $S_{i}$ is less than or equal to everything in $S_{i+1}$. The outcomes of the clinical trials for carcinogenicity have this sort of ordering. A linear order, as in the tax auditing problem, is, of course, an interval order.

Another instance that might call for an interval ordering is estimating the value of a piece of property. Suppose that we suspect that certain combinations of property attributes justify assessing the value to be within certain ranges. The ranges may overlap, but the outcomes nonetheless have an interval order. If higher-ranked attribute values are more desirable, it may be reasonable to assume monotonicity.

We begin in the next section with a precise statement of the problem and a small example. In $\S 3$ we show that finding the best monotone approximation is equivalent to a generalization of the "maximal closure" problem on a directed graph [16]. When there are two ordered outcomes, the generalization coincides with the maximal closure problem. In $\S 4$ we describe a special class of partial orders, the so-called aligned orders. We prove that aligned orders can be recognized in polynomial time and that interval orders are aligned. Finally, in $\S 5$ we show that the generalized maximal closure problem can be reduced to the maximal closure problem when the outcomes form an aligned order. Since the maximal closure problem can be solved via a minimum cut computation, we can solve the best approximation problem likewise. The complexity of our algorithm is $O\left(n^{3} m^{3}\right)$, where $n$ is the number of distinct input attribute vectors $x$ and where $m$ is the number of possible outcomes.
2. Problem statement and main results. Let $(X, \prec)$ be a finite partially ordered set of (observed) attribute vectors $x$ and $(V, \prec)$ a finite partially ordered set of outcomes. The mapping $\mu: X \times V \longmapsto \mathbb{Z}$ indicates the number of times an attribute vector $x$ resulted in a given outcome; that is, $\mu(x, \alpha)$ is the number of observations $(x, y)$ for which $g(x, y)=\alpha$. The penalty function is $c: V \times V \longmapsto \mathbb{Z}$, where $c_{\beta, \alpha}$ is the penalty for predicting outcome $\beta$ when the observed outcome is $\alpha$. The problem is to find a $V$-monotone function $f(x)$, i.e., one for which $f(x) \nsucc f\left(x^{\prime}\right)$ whenever $x \preceq x^{\prime}$, so as to minimize the total penalty,

$$
\begin{equation*}
\varepsilon[f]=\sum_{x \in X} \sum_{\alpha \in V} c_{f(x), \alpha} \mu(x, \alpha) \tag{2.1}
\end{equation*}
$$

As a matter of fact, we want to define the function $f(x)$ only on the set $X$ of observed attribute vectors. For an unobserved value $x^{\prime}$, we can let $f\left(x^{\prime}\right)$ take any value for which $f\left(x^{\prime}\right) \nsucc f(x)$ for all observed values $x$ satisfying $x^{\prime} \preceq x$ and for which $f(x) \nsucc$
$f\left(x^{\prime}\right)$ for all observed values $x$ satisfying $x \preceq x^{\prime}$. The above problem is called the monotone approximation problem, and an instance of this problem is denoted by $\mathcal{M}=$ ( $X, V, c, \mu$ ).

Let us observe that the objective function in the above problem is separable in the sense that it can be written as

$$
\varepsilon[f]=\sum_{x \in X} h_{x}(f(x)),
$$

where

$$
h_{x}(f(x))=\sum_{\alpha \in V} c_{f(x), \alpha} \mu(x, \alpha),
$$

and the function $h_{x}$ depends only on $x$ but not on other elements of $X$. The problem of separable optimization subject to precedence (-like) constraints, in general, can be formulated as follows:

$$
\begin{gather*}
\min \sum_{x \in X} h_{x}(f(x)) \\
\text { s.t. } f(x) \in V \quad \text { for all } x \in X, \quad \text { and }  \tag{SOP}\\
\quad f(x) \nsucc f(y) \quad \text { whenever } \quad x \prec y .
\end{gather*}
$$

Here $(X, \succ)$ and $(V, \succ)$ are partially ordered sets, $X$ is a finite set, and $h_{x}: V \rightarrow \mathbb{R}$ are given real-valued functions for $x \in X$.

If $(V, \prec)$ is the set of reals with the usual order $<$ and if $h_{x}$ are convex functions, (SOP) is known in the statistical literature as the isotonic regression problem; see, e.g., [2]. There is a bewildering variety of algorithms created to solve this problem in various special cases, many of which are not polynomial. An equivalent problem was considered in [14], [19] in the context of inventory/production systems. An $O\left(|X|^{4}\right)$ algorithm was provided in these papers for the case when the functions $h_{x}$ are special convex differentiable functions for $x \in X$. For general convex functions and for the case of handling general upper and lower bounds, an algorithm of similar complexity is given in [18]. For a somewhat more general class of objective functions, a different algorithm of the same complexity is presented in [5]. The methods of the last two papers extend to the case when ( $V, \succ$ ) is a linearly ordered discrete (finite or infinite) set. In the further specialized case, when $(X, \succ)$ is a linear order and $h_{x}$ are convex quadratic real functions, an $O(|X|)$-time algorithm is provided in [3].

None of the above methods can handle the problem (SOP) in polynomial time if the objective function is not special (usually convex, or something almost as restrictive). The authors are not aware of any results for the case where $(V, \succ)$ is not linearly ordered.

In this paper, we address the problem (SOP) in the case when $(V, \succ)$ is a finite partially ordered set and no restrictions are imposed on the functions $h_{x}, x \in X$. The main result of this paper is that the problem (SOP) can be solved in polynomial time in the case when $(V, \succ)$ belongs to a special class of partially ordered sets. We say that a partial order $(V, \succ)$ is aligned if there is a linear extension of $\succ$, i.e., a labeling $V=\left\{\nu_{0}, \ldots, \nu_{v}\right\}$ of the elements of $V$ satisfying the following two conditions:

Table 1
A sample observation set.

|  | $x_{1}$ | $x_{2}$ | $\mu(x, \alpha)$ |  |  |  | $\sum_{\beta} c_{\alpha \beta} \mu(x, \beta)$ |  |  |  | $f_{0}$ | $f_{1}$ | $w_{x h}$ | $w_{x u}$ | $w_{x p}$ | $w_{x d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $h$ | $u$ | $p$ | $d$ | $h$ | $u$ | $p$ | $d$ |  |  |  |  |  |  |
| 1 | $N$ | $N$ | 2 | 1 | 0 | 0 | 2 | 4 | 5 | 8 | $h$ | $h$ | -2 | -2 | -3 | -1 |
| 2 | I | $N$ | 1 | 1 | 0 | 1 | 5 | 4 | 5 | 5 | $u$ | $u$ | -5 | 1 | 0 | -1 |
| 3 | I | $U$ | 1 | 0 | 0 | 0 | 0 | 2 | 2 | 3 | $h$ | $u$ | 0 | -2 | -2 | 1 |
| 4 | $P$ | $U$ | 1 | 1 | 2 | 0 | 6 | 4 | 3 | 9 | $p$ | $p$ | -6 | 2 | 3 | -8 |
| 5 | I | $P$ | 0 | 0 | 1 | 2 | 8 | 5 | 4 | 2 | d | d | -8 | 3 | 4 | -1 |

(C1) $\quad \forall \nu_{i} \prec \nu_{j} \quad \exists$ an index $k$ such that $i \leq k, k+1 \leq j$, and $\nu_{k} \prec \nu_{k+1}$;

$$
\begin{equation*}
\nu_{k} \prec \nu_{k+1} \Rightarrow \nu_{j} \prec \nu_{k+1} \quad \forall j \leq k . \tag{C2}
\end{equation*}
$$

We show that (SOP) can be solved in $O\left(|X|^{3}|V|^{3}\right)$ time if $(V, \succ)$ is aligned. We also show that, given a partial order $(V, \succ)$, we can recognize in $O\left(|V|^{2}\right)$ time whether it is aligned, and we prove that interval orders are aligned.

We use the following as a running example throughout the remainder of the paper. Suppose that we wish to determine the carcinogenicity of chemicals on the basis of only two tests. We have clinical data for five chemicals (Table 1). $N, U, I$, and $P$, respectively, denote the possible test results (negative, no data, indefinite, and positive), and $h, u, p$, and $d$ denote the four possible outcomes (harmless, undetermined, potentially dangerous, and dangerous). The table displays the number $\mu(x, \alpha)$ of times chemicals with attribute vector $x$ lead to clinical result $\alpha$.

To define the penalty for error, let us rank the outcomes as follows: $h$ has rank $1, u$ and $p$ have rank 2 , and $d$ has rank 3 . Then we might say that the penalty for an error is 1 more than the distance between the ranks of the predicted and observed outcome when the outcomes are different, and 0 otherwise. For instance, predicting a potentially dangerous ( $p$ ) chemical to be harmless ( $h$ ) brings penalty 2 , and predicting it to be undetermined ( $u$ ) brings penalty 1 . The total penalty $\sum_{\beta} c_{\alpha \beta} \mu(x, \beta)$ for predicting that chemicals described by $x$ have clinical outcome $\alpha$ appears in the middle of the table. For instance, the penalty for predicting that chemicals with test results ( $N, N$ ) are dangerous is 8 , because they were observed to be harmless on two occasions and to have undetermined effect on one occasion.

If there are no restrictions on the approximating function $f$, the best approximation is clearly the function $f_{0}$ shown in the table. We set $f_{0}(N, N)=h$, for instance, since predicting $h$ results in the least penalty $\left(\sum_{\beta \in V} c_{h, \beta} \mu((N, N), \beta)=2 c_{h, h}+c_{h, u}=\right.$ $2)$. In general, $f_{0}$ is defined such that the sum $\sum_{\beta \in V} c_{f_{0}(x), \beta} \mu(x, \beta)$ is minimal for $x \in X$. In this example, however, $f_{0}$ is not monotone, since $f_{0}(I, N) \succ f_{0}(I, U)$ even though $(I, N) \preceq(I, U)$. Our task is to find the best monotone approximation.
3. Maximal $V$-partitions. Let $G=(N, A, w)$ be a directed graph, where $N$ denotes the set of nodes and where $A$ denotes the set of arcs. A subset $C \subseteq N$ of the nodes is called a terminal set of $G$ if $(x, y) \in A, x \in C$ implies that $y \in C$. Clearly, the intersection of two terminal sets is again a terminal set. For a given subset $S$ of the nodes, its closure $\operatorname{cl}(S)$ is defined as the minimal terminal set containing $S$. In


Fig. 1. Illustration of a $V$-chain.
other words, $\operatorname{cl}(S)$ contains exactly those vertices $y$ of $G$ that are either belonging to $S$ or accessible from $S$ by a directed path of $G$. Given real weights $w_{x}, x \in N$ associated with the nodes, a maximal closure of the graph $G$ is a terminal set $C$ for which $w(C)=\sum_{x \in C} w_{x}$ is maximal.

To an instance $\mathcal{M}=(X, V, \mu, c)$ of the monotone approximation problem, we associate a directed graph $G_{\mathcal{M}}=(X, A)$ in which the observed attribute vectors are the nodes and where there is an arc from $x$ to $y$ whenever $x \prec y$.

As an example, consider the graph $G_{0}$ in Fig. 1, which has nodes corresponding to the five values of $x$ in Table 1. (Ignore for now the large sets circled in Fig. 1.) $G_{0}$ contains an arc $\left(x, x^{\prime}\right)$ whenever $x \preceq x^{\prime}$. The closure of a set $C$ of nodes ( $x$ 's) is the set of all $x$ 's greater than or equal to the $x$ 's in $C$. For instance, the closure of $\{3\}$ is $\{3,4,5\}$.

Picard [16] introduced the problem of finding a maximal closure in a given directed graph and showed that the maximal closure can be found as the source side of a minimum cut in an associated network. This problem has many interesting applications, e.g., [1], [11]--[13], [15], [17], [20], [23].

In this section, we introduce a generalization of this problem, which is shown to be equivalent to the problem of $V$-monotone approximation and which is reducible in certain cases to the problem of maximal closures.

Let us consider a partially ordered finite set $(V, \prec)$ and let $\alpha \| \beta$ denote the fact that $\alpha$ and $\beta$ are incomparable elements of $V$. A partition $\mathcal{P}=\left\{P_{\alpha} \mid \alpha \in V\right\}$ of the nodes of $G$ (i.e., $\bigcup_{\alpha \in V} P_{\alpha}=N$ ) is called a $V$-partition if

$$
\begin{equation*}
\forall(i, j) \in A, \quad i \in P_{\alpha} \quad \text { and } \quad j \in P_{\beta} \quad \text { imply that } \alpha \nsucc \beta . \tag{3.1}
\end{equation*}
$$

For example, suppose that we let $V=\{h, u, p, d\}$, as in Table 1. One possible $V$ partition is given by the circled sets in Fig. 1, that is, $P_{h}=\{1\}, P_{u}=\{2,3\}, P_{p}=\{4\}$, and $P_{d}=\{5\}$.

Note that the sets in this $V$-partition are determined by the function $f_{1}$, displayed in Table 1. Namely, the set $P_{d}$ is the set of nodes classified by $f_{1}$ as dangerous $\left(f_{1}(x)=d\right), P_{p}$ is the set of nodes classified as potentially dangerous $\left(f_{1}(x)=p\right), P_{u}$ is the set of nodes classified as undetermined $\left(f_{1}(x)=u\right)$, and $P_{h}$ is the set of nodes classified as harmless $\left(f_{1}(x)=h\right)$.

Note that the function $f_{1}$ that defines the above $V$-partition of Fig. 1 is $V$ monotone. In fact, we have the following result.

Theorem 1. Let $G_{\mathcal{M}}=(X, A)$ be the directed graph associated with a given instance of the monotone approximation problem. Then there is a one-to-one correspondence between the $V$-monotone functions and the $V$-partitions of $G$.

Proof. Let us assume first that $f: X \longmapsto V$ is a $V$-monotone function. For $\alpha \in V$, let

$$
\begin{equation*}
P_{\alpha}=\{x \mid f(x)=\alpha\} \tag{3.2}
\end{equation*}
$$

and let $\mathcal{P}_{f}=\left\{P_{\alpha} \mid \alpha \in V\right\}$. We show that $\mathcal{P}_{f}$ is a $V$-partition.
Now condition (3.1) is implied by the monotonicity of $f$, as follows. Let $(x, y) \in A$ be an arbitrary arc with $x \in P_{\alpha}$ and with $y \in P_{\beta}$. We now have $\alpha=f(x)$ and $\beta=f(y)$ by (3.2). The monotonicity of $f$ implies that

$$
\begin{equation*}
f(x) \nsucc f(y) . \tag{3.3}
\end{equation*}
$$

It follows then that either $\alpha \preceq \beta$ or $\alpha \| \beta$, and hence (3.1) follows.
For the converse relation, let $\mathcal{P}=\left\{P_{\alpha} \mid \alpha \in V\right\}$ be a $V$-partition of $G_{\mathcal{M}}$. Then the function $f_{\mathcal{P}}$, defined by

$$
\begin{equation*}
f_{\mathcal{P}}(x)=\alpha \quad \text { if } x \in P_{\alpha} \tag{3.4}
\end{equation*}
$$

is clearly an $X \longmapsto V$ mapping, and property (3.1) immediately implies its $V$ monotonicity.

Let $w_{x, \alpha}$ be given real weights for $x \in N$ and $\alpha \in V$ and let the weight $w(\mathcal{P})$ of the $V$-partition $\mathcal{P}$ be defined as

$$
\begin{equation*}
w(\mathcal{P})=\sum_{\alpha \in V} \sum_{\beta \succeq \alpha} \sum_{x \in P_{\beta}} w_{x, \alpha} \tag{3.5}
\end{equation*}
$$

Then a maximum-weight $V$-partition of the weighted graph $G=(N, A)$ is a $V$-partition $\mathcal{P}$, which maximizes $w(\mathcal{P})$.

Let us again consider the directed graph $G_{\mathcal{M}}=(X, A)$ associated with an instance $\mathcal{M}=(X, V, \mu, c)$ of the monotone approximation problem. Let us now define weights $w_{x, \alpha}$ for $x \in X$ and $\alpha \in V$ by the following set of equations:

$$
\begin{equation*}
\sum_{\beta \preceq \alpha} w_{x, \beta}=-h_{x}(\alpha)\left(=-\sum_{\beta \in V} c_{\alpha, \beta} \mu(x, \beta)\right) \quad \text { for all } \alpha \in V \text {. } \tag{3.6}
\end{equation*}
$$

It is easy to observe that, if we arrange the elements of $V$ according to an arbitrary linear extension of $\prec$, then the coefficient matrix on the left-hand side of (3.6) becomes a lower triangular matrix with 1's in the main diagonal. Hence, for any integral parameter vectors $c$ and $\mu$, the system of equations (3.6) has a unique integral solution.

We show below that the problem of monotone approximation is equivalent to a maximum-weight $V$-partition problem in the associated graph.

We know that finding a $V$-partition is equivalent to finding a monotone approximation $f$, but, to equate the maximal $V$-partition problem to the monotone approximation problem, we must relate the weight of a $V$-partition to the penalty associated with an approximation. This is done in the example of Table 1 as follows. The negative of the weight $w_{x h}$ contributed by each $x$ lying in $P_{h}$ to a $V$-partition is the penalty that results from predicting chemicals with attributes $x$ to be harmless. The negative of the total weight $w_{x h}+w_{x u}$ contributed by each $x$ in $P_{u}$ is the penalty for predicting chemicals with attributes $x$ to be undetermined, and similarly for $w_{x h}+w_{x p}$. The negative of the total weight $w_{x h}+w_{x u}+w_{x p}+w_{x d}$ contributed by each $x$ in $P_{d}$ is the penalty for predicting $x$ to be dangerous. The resulting weights $w_{x \alpha}$ for each outcome $\alpha$ appear on the right side of Table 1. Suppose, for instance, that the predictions are given by $f_{1}$. The penalty incurred for each $x$ is shown in boldface in the middle of the table. The penalty for each $x$ is the same as the negative of the sum of the boldface weights that appear at the end of that row. It is clear that finding a maximal-weight
$V$-partition over these weights is equivalent to finding predictions that minimize the penalty.

Theorem 2. Given an instance $\mathcal{M}=(X, V, c, \mu)$ of the monotone approximation problem and an arbitrary V-monotone function $f: X \longmapsto V$, let $\mathcal{P}_{f}=\left\{P_{\alpha} \mid \alpha \in V\right\}$ be the $V$-partition of the graph $G_{\mathcal{M}}$, defined by (3.2). Then

$$
\begin{equation*}
\varepsilon[f]=-w\left(\mathcal{P}_{f}\right) \tag{3.7}
\end{equation*}
$$

where $w_{x, \alpha}, \alpha \in V$ is the unique solution of (3.6) for every $x \in X$ and where $w\left(\mathcal{P}_{f}\right)$ is defined by (3.5).

Proof. We prove (3.7) as follows.

$$
\begin{align*}
w\left(\mathcal{P}_{f}\right) & =\sum_{\alpha \in V} \sum_{\beta \succeq \alpha} \sum_{x \in P_{\beta}} w_{x, \alpha} \\
& =\sum_{\alpha \in V} \sum_{\beta \succeq \alpha} \sum_{f(x)=\beta} w_{x, \alpha} \\
& =\sum_{x \in X} \sum_{\alpha \preceq f(x)} w_{x, \alpha}  \tag{3.8}\\
& =\sum_{x \in X}\left(-\sum_{\beta \in V} c_{f(x), \beta} \mu(x, \beta)\right) \\
& =-\sum_{x \in X} \sum_{\beta \in V} c_{f(x), \beta} \mu(x, \beta) \\
& =-\varepsilon[f] .
\end{align*}
$$

Here, the second line comes from the first one by the definition of $\mathcal{P}_{f}$, the third line comes by a simple rearrangement, and the fourth equation is obtained by applying (3.6). For the last equation, we simply applied (2.1).

Corollary 1. For a given instance $\mathcal{M}=(X, V, c, \mu)$ of monotone approximation, let $w=\left(w_{x, \alpha} \mid x \in X, \alpha \in V\right)$ be determined by (3.6). Then finding the best $V$-monotone fit to $\mathcal{M}$ is equivalent to finding the maximum-weight $V$-partition in the associated graph $G_{\mathcal{M}}$.
4. Aligned partial orders. In this section, let us consider aligned partial orders $(V, \prec)$, i.e., partial orders satisfying conditions (C1) and (C2).

Let us first prove that this property of a partial order can be recognized in polynomial time.

Lemma 1. Given a partial order $(V, \succ)$, one can either find a labeling $V=\left\{\nu_{0}, \nu_{1}, \ldots, \nu_{v}\right\}$ satisfying conditions $(\mathrm{C} 1)$ and $(\mathrm{C} 2)$ or conclude that $(V, \succ)$ is not aligned in $O\left(|V|^{2}\right)$ time.

Proof. For an $\alpha \in V$, let $S_{\alpha}=\{\beta \mid \beta \prec \alpha\}$. Furthermore, let $\gamma \in V$ such that $\left|S_{\gamma}\right|$ is maximal.

We show that $(V, \succ)$ is aligned if and only if the induced relation $\left(V \backslash S_{\gamma}, \succ\right)$ is an empty relation and the induced partial order ( $S_{\gamma}, \succ$ ) is aligned. The recognition algorithm and its complexity follows immediately from this.

Let us first assume that ( $V \backslash S_{\gamma}, \succ$ ) is an empty relation and that the induced partial order $\left(S_{\gamma}, \succ\right)$ is aligned. Let $S_{\gamma}=\left\{\nu_{0}, \ldots, \nu_{\left|S_{\gamma}\right|-1}\right\}$ be an appropriate labeling of the elements of $S_{\gamma}$ satisfying conditions (C1) and (C2). It is easy to verify that, by
defining $\nu_{\left|S_{\gamma}\right|}=\gamma$ and taking an arbitrary labeling $\left\{\nu_{\left|S_{\gamma}\right|+1}, \ldots, \nu_{v}\right\}=V \backslash\left(S_{\gamma} \cup\{\gamma\}\right)$, we can obtain a labeling of $V$ that satisfies conditions (C1) and (C2).

To see the converse direction, let us assume that $(V, \succ)$ is an aligned partial order and the labeling $V=\left\{\nu_{0}, \ldots, \nu_{v}\right\}$ satisfies conditions (C1) and (C2). Let $k$ be the largest index for which $\nu_{k-1} \prec \nu_{k}$. Then $S_{\nu_{k}}=\left\{\nu_{j} \mid j=0, \ldots, k-1\right\}$ follows from condition (C2). Furthermore, condition (C1) implies that there are no indices $j>i \geq k$ such that $\nu_{j} \succ \nu_{i}$. It follows then that $S_{\nu_{i}} \subseteq S_{\nu_{k}}$ for any $i \neq k$, and hence $\left|S_{\nu_{k}}\right|$ is maximal. It is also clear that the induced partial order ( $S_{\nu_{k}}, \succ$ ) is also aligned (with the same labeling) and that the induced partial order ( $\left\{\nu_{k}, \ldots, \nu_{v}\right\}, \succ$ ) is an empty relation.

The only thing left to show is that the claim remains true for any other index $k^{\prime}$ for which $\left|S_{\nu_{k^{\prime}}}\right|$ is also maximal. Let us observe that, in this case, $k^{\prime}>k$ and $S_{\nu_{k^{\prime}}}=S_{\nu_{k}}$ follow from properties (C1) and (C2). Therefore, by interchanging the elements $\nu_{k}$ and $\nu_{k^{\prime}}$, we obtain another good labeling of $V$, which proves the lemma.

We show next that interval orders are aligned.
Lemma 2. Interval orders are aligned.
Proof. Let us recall (see [9]) that ( $V, \prec$ ) is an interval order, by definition, if there are real intervals $\left[a_{\alpha}, b_{\alpha}\right] \subseteq \mathbb{R}$ for $\alpha \in V$ such that $\alpha \prec \beta$ if and only if $b_{\alpha}<a_{\beta}$. Let us consider such a set of intervals realizing $(V, \succ)$.

It is clear that

$$
S_{\alpha}=\left\{\beta \mid b_{\beta}<a_{\alpha}\right\}
$$

It follows then that $S_{\alpha} \subseteq S_{\beta}$ if $a_{\alpha} \leq a_{\beta}$; therefore $\left|S_{\alpha}\right|$ is maximal if and only if $a_{\alpha}$ is maximal. Let $\alpha \in V$ be such that $a_{\alpha}$ is maximal. Then, for every $\beta \in V$, either $b_{\beta}<a_{\alpha}$ (in which case, $\beta \in S_{\alpha}$ ) or $a_{\beta} \leq a_{\alpha} \leq b_{\beta}$. This implies that there is a common point $a_{\alpha}$ of all intervals associated to the elements of $V$ that are not in $S_{\alpha}$, and hence there cannot be any relation between these elements.

Since $\left(S_{\alpha}, \succ\right)$ is again an interval order and since $\left|S_{\alpha}\right|<|V|$, we can continue, and the recognition algorithm described in the previous lemma will not fail.

It is easy to see that aligned orders are not necessarily interval orders. For example, let us consider $V=\left\{\nu_{0}, \nu_{1}, \nu_{2}, \nu_{3}, \nu_{4}\right\}$, in which $\nu_{0} \prec \nu_{2}, \nu_{0} \prec \nu_{4}, \nu_{1} \prec \nu_{2}$, and $\nu_{1} \prec \nu_{3}$. This partial order is clearly aligned, but it is not interval, since neither $\nu_{0} \prec \nu_{3}$ nor $\nu_{1} \prec \nu_{4}$.
5. Maximal $\boldsymbol{V}$-partitions via maximal closures. In this section, we show that if $(V, \prec)$ is an aligned partial order, then a maximal weight $V$-partition can be determined in polynomial time.

Let $G=(N, A)$ be a given directed graph, let $(V, \prec)$ be an aligned order, and let $V=\left\{\nu_{0}, \ldots, \nu_{v}\right\}$ be a labeling of the elements of $V$ satisfying conditions (C1) and (C2). Furthermore, let $w_{x, \alpha}$ be given reals for $x \in N$ and $\alpha \in V$.

It follows then that, for any $V$-partition, $\mathcal{P}=\left\{P_{\alpha} \mid \alpha \in V\right\}$ and, for any index $i$ for which $\nu_{i-1} \prec \nu_{i}$,

$$
\begin{equation*}
\hat{P}_{\nu_{i}}=\bigcup_{j=i}^{v} P_{\nu_{j}} \tag{5.1}
\end{equation*}
$$

In the example, we can let $\left\{\nu_{0}, \nu_{1}, \nu_{2}, \nu_{3}\right\}=\{h, u, p, d\}$ as an appropriate labeling. As we can observe easily, this partial order is not only aligned but is also an interval order.


Fig. 2. Maximal closure formulation of an approximation problem.

Let $k_{\mathcal{P}}(x)$ be defined for any $x \in N$ as the index of $f_{\mathcal{P}}(x)$ in this linear order, where $f_{\mathcal{P}}$ is again the function defined by (3.4). In other words, $f_{\mathcal{P}}(x)=\nu_{k_{\mathcal{P}}(x)}$ for every $x \in N$.

Let us define a directed graph, $\hat{G}=(\hat{N}, \hat{A})$ associated with $G$ and $(V, \prec)$, as follows. The graph $\hat{G}$ contains $v|N|$ nodes, and each node $x \in N$ has $v$ "relatives" in $\hat{N}$, denoted by $x_{1}, x_{2}, \ldots, x_{v}$. We include the $\operatorname{arcs}\left(x_{i}, y_{i}\right)$ for $(x, y) \in A$ and for indices $i$ with $\nu_{i-1} \prec \nu_{i}$ in the partially ordered set $(V, \prec)$. We also add the $\operatorname{arcs}\left(x_{i}, x_{i-1}\right)$ to $\hat{A}$ for every $x \in N$ and $i=2, \ldots, v$. In other words, we place $v$ copies of the node set $N$ on top of each other and we include all the arcs of $G$ in the $i$ th level, if $\nu_{i-1}$ and $\nu_{i}$ are comparable; otherwise the $i$ th level is an empty graph. In addition to these, we include a directed arc from each vertex to its lower relative, too. The graph $\hat{G}$ associated with the graph of Fig. 1 appears in Fig. 2.

We define real weights $\hat{w}_{x_{i}}$ associated with every vertex $x_{i} \in \hat{N}$ as follows:

$$
\begin{equation*}
\hat{w}_{x_{i}}=\left(\sum_{\beta \preceq \nu_{i}} w_{x, \beta}-\sum_{\beta \preceq \nu_{i-1}} w_{x, \beta}\right) \quad \text { for } i=1, \ldots, v, \text { and } x \in N . \tag{5.2}
\end{equation*}
$$

The weights $\hat{w}_{x_{i}}$ for our example also appear in Fig. 2.
Theorem 3. There is a one-to-one correspondence between the $V$-partitions of $G$ and the terminal sets of $\hat{G}$. Furthermore, if $\mathcal{P}=\left\{P_{\alpha} \mid \alpha \in V\right\}$ is a V-partition of $G$, and if $\hat{C}$ is the corresponding terminal set of $\hat{G}$, then

$$
\begin{equation*}
w(\mathcal{P})=\sum_{x \in N} w_{x, \nu_{0}}+\hat{w}(\hat{C}), \tag{5.3}
\end{equation*}
$$

where $\hat{w}$ is the vector defined by (5.2).
Since $\sum_{x \in N} w_{x, \nu_{0}}$ is a constant, it follows that finding a maximal $V$-partition in $G$ is equivalent with finding a maximum-weight terminal set in $\hat{G}$.

Proof. Let us consider first a $V$-partition of $G, \mathcal{P}=\left\{P_{\alpha} \mid \alpha \in V\right\}$, and define a subset of the nodes of $\hat{G}$ as follows:

$$
\begin{equation*}
\hat{C}_{\mathcal{P}}=\bigcup_{i=1}^{v}\left\{x_{i} \mid x \in \bigcup_{j=i}^{v} P_{\nu_{j}}\right\} . \tag{5.4}
\end{equation*}
$$

We show that $\hat{C}_{\mathcal{P}}$ is a terminal set in $\hat{G}$.
For $x_{i} \in \hat{C}_{\mathcal{P}}$, it follows that $x_{i-1} \in \hat{C}_{\mathcal{P}}$ by definition (5.4). Let us consider an $\operatorname{arc}\left(x_{i}, y_{i}\right) \in \hat{A}$ of $\hat{G}$, where $x_{i} \in \hat{C}_{\mathcal{P}}$. By the definition of $\hat{G},\left(x_{i}, y_{i}\right) \in \hat{A}$ only if $\nu_{i-1} \prec \nu_{i}$. Therefore it follows from (5.1) and (3.1) that $\bigcup_{j=i}^{v} P_{\nu_{j}}$ is a terminal set of $G$. By definition, $x_{i} \in \hat{C}_{\mathcal{P}}$ implies that $x \in P_{\nu_{j}}$ for some $j \geq i$, i.e., that $x \in \bigcup_{j=i}^{v} P_{\nu_{j}}$. From $\left(x_{i}, y_{i}\right) \in \hat{A}$, it also follows that $(x, y) \in A$ and therefore $y \in$ $\bigcup_{j=i}^{v} P_{\nu_{j}}$, thus implying that $y_{i} \in \hat{C}_{\mathcal{P}}$.

Conversely, let us consider a terminal set $\hat{C}$ of $\hat{G}$. Let $P_{\nu_{0}}=\left\{x \mid x_{1} \notin \hat{C}\right\}$, let $P_{\nu_{i}}=\left\{x \mid x_{i} \in \hat{C}\right.$ but $\left.x_{i+1} \notin \hat{C}\right\}$, for $i=1,2, \ldots, v-1$, and let $P_{\nu_{v}}=\left\{x \mid x_{v} \in \hat{C}\right\}$. We show that $\mathcal{P}=\left\{P_{\nu_{i}} \mid i=0,1, \ldots, v\right\}$ is a $V$-partition of $G$ such that $\hat{C} \equiv \hat{C}_{\mathcal{P}}$.

Since $\hat{C}$ is a terminal set of $\hat{G}$, it follows that, for every $x \in N$, either $x_{1} \notin \hat{C}$, or $x_{v} \in \hat{C}$, or there is a unique $0 \leq i<v$ such that $x_{i} \in \hat{C}$ but $x_{i+1} \notin \hat{C}$. Therefore $\mathcal{P}$ is a partition of $N$.

Let us now consider an arbitrary $\operatorname{arc}(x, y) \in A$ of $G$ for which $x \in P_{\nu_{i}}$ and $y \in P_{\nu_{j}}$, and let us assume that $\nu_{j} \prec \nu_{i}$. Then, on the one hand, $x_{i} \in \hat{C}$, but $x_{j+1} \notin \hat{C}$, by the above definition of $\mathcal{P}$. On the other hand, by property (C1), there must be an index $k$ such that $j \leq k, k+1 \leq i$, and $\nu_{k} \prec \nu_{k+1}$. Then the arc ( $x_{k+1}, y_{k+1}$ ) belongs to the graph $\hat{G}$, and thus the vertices $x_{i}, x_{i-1}, \ldots, x_{k+1}, y_{k+1}, y_{k}, \ldots, y_{j+1}$ form a directed path from $x_{i}$ to $x_{j+1}$ in $\hat{G}$, which starts in the terminal set $\hat{C}$ and ends outside of it. This contradiction shows that $\nu_{j} \nprec \nu_{i}$, i.e., that $k_{\mathcal{P}}(y) \nprec k_{\mathcal{P}}(x)$ for any $\operatorname{arc}(x, y) \in A$ of $G$, and thus it proves that $\mathcal{P}$ is a $V$-partition of $G$.

Finally, (5.3) follows easily by (5.2) and (5.4):

$$
\begin{align*}
\hat{w}(\hat{C}) & =\sum_{x_{i} \in \hat{N}} \hat{w}_{x_{i}} \\
& =\sum_{x \in N} \sum_{i=1}^{k_{P}(x)} \hat{w}_{x_{i}} \\
& =\sum_{x \in N}\left(\sum_{\alpha \preceq f_{\mathcal{P}}(x)} w_{x, \alpha}-w_{x, \nu_{0}}\right)  \tag{5.5}\\
& =w(\mathcal{P})-\sum_{x \in N} w_{x, \nu_{0}} .
\end{align*}
$$

The maximal closure for Fig. 2 is encircled in the figure. Note that this solution corresponds to the function $f_{1}$ defined in Table 1. Thus $f_{1}$ is a best approximation to the data.

We conclude by indicating in Table 2 the possible values of $f_{1}(x)$ for both observed and unobserved values of $x$. The observed values are in boldface. Note, for instance, that $f_{1}(N, U)$ cannot be $d$, since $(N, U) \preceq(I, U), f_{1}(I, U)=u$, and $d \succ u$. In this example, the value of $f_{1}(x)$ is completely determined for only one unobserved $x$, namely, $x=(P, P)$.

Table 2
Function values consistent with an optimal approximation.

| $x$ | $f_{1}(x)$ |
| :---: | :--- |
| $(\mathbf{N}, \mathbf{N})$ | $\mathbf{h}$ |
| $(U, N)$ | $h, u, p$ |
| $(N, U)$ | $h, u, p$ |
| $(\mathbf{I}, \mathbf{N})$ | $\mathbf{u}$ |
| $(N, I)$ | $h, u, p, d$ |
| $(U, U)$ | $h, u, p$ |
| $(\mathbf{I}, \mathbf{U})$ | $\mathbf{u}$ |
| $(P, N)$ | $u, p, d$ |
| $(U, I)$ | $h, u, p, d$ |
| $(I, I)$ | $u, p, d$ |
| $(N, P)$ | $h, u, p, d$ |
| $(\mathbf{P}, \mathbf{U})$ | $\mathbf{p}$ |
| $(P, I)$ | $u, p, d$ |
| $(U, P)$ | $h, u, p, d$ |
| $(\mathbf{I}, \mathbf{P})$ | $\mathbf{d}$ |
| $(P, P)$ | $d$ |
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# A CODING APPROACH TO SIGNED GRAPHS* 
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#### Abstract

The cocycle code of an undirected graph $\Gamma$ is the linear span over $F_{2}$ of the characteristic vectors of cutsets. (If $\Gamma$ is complete bipartite, this is the generalized Gale-Berlekamp code.) The natural bijection between the cosets of this code and the switching classes of signed graphs based on $\Gamma$ is used to show that the number of such classes is equal to the number of even-degree subgraphs of $\Gamma$ in both the labeled and unlabeled cases and to improve by coding theory previous bounds on $D(\Gamma)$, the maximum line index of imbalance of signings of $\Gamma$. Bounds on $D(\Gamma)$ are obtained in terms of the genus of $\Gamma$ and on the number of unlabeled even-degree subgraphs in terms of $D(\Gamma)$. Numerous examples are treated, including the "grid" (or "lattice") graphs that are of interest in the Ising model of spin glasses.
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1. Introduction. Graphs with signed edges, called signed graphs, were introduced in the 1950s [12] in connection with a problem in attitudinal psychology [7] and have since often been rediscovered, notably in the theory of spin glasses [31]. The fundamental feature of a signed graph is the list of circuits that are positive, that is, have an even number of negative edges. We call two signed graphs switching equivalent if they have the same base graph and the same positive circuits. The equivalence classes (called switching classes) of signings of a graph correspond to the additive cosets of the binary cocycle space of $\Gamma$; by considering this space as a linear code (the cocycle code or cutset code), we can use coding theory to obtain results on two problems about signed graphs.

A signed graph is called balanced if every cycle is positive. One measure of the degree to which a signed graph fails to be balanced is the smallest number of edges whose negation produces a balanced signed graph. This quantity is known as the line index of imbalance or frustration index. (The former name is from [13]; the concept, in different formulations, originates in [1] and [13] and later from spin glass theory [3, §2.2]-whence comes the term "frustration"-and possibly elsewhere.) The question is how large the index can be, given $\Gamma$. We obtain new upper and lower bounds on the maximum index, improving the results of [2], by observing that it equals the covering radius of the cutset code.

Using an approach to imbalance in signed planar graphs first developed in [15] and our recent results on the covering radius of cycle codes [29], we obtain lower bounds on the line index of imbalance of a signed graph based on a graph of known genus.

[^60]The number of switching classes of signings of a graph $\Gamma$ is known to equal the number of even-degree subgraphs of $\Gamma$. This is trivial if $\Gamma$ is labeled, a theorem of Wells if $\Gamma$ is unlabeled [32]. We observe that Wells's theorem is precisely the application to cutset codes of a standard automorphism property of a linear code. Then we use the cutset code to obtain a lower bound on the number of unlabeled even-degree subgraphs.
2. The cutset code of a graph. We let $\Gamma$ denote a finite, loopless graph with vertex set $V=V(\Gamma)$ and edge set $E=E(\Gamma)=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. We write $n=|V|, m=|E|$, and $c=$ the number of connected components of $\Gamma$. A cocycle or cutset is an edge set that consists of all edges having one endpoint in some set $X \subseteq V$ and one endpoint not in $X$. Under the operation of set sum (i.e., symmetric difference), the cutsets form a subspace of the binary vector space of all subsets of $E$. Replacing subsets $S$ of $E$ by their characteristic vectors $x_{S} \in \mathbf{F}_{2}^{m}$ gives a subspace of $\mathbf{F}_{2}^{m}$, which we call the cutset or cocycle code, $C^{*}(\Gamma)$. The dual code is the cycle code $C(\Gamma)$, defined as the linear span of the characteristic vectors of circuits of $\Gamma$. As is well known, both codes have length $m$; their dimensions are $n-c$ for the cocycle code and $m-n+c$ for the cycle code.

The cosets of a linear code $C$ are the additive cosets of $C$ in $\mathbf{F}_{2}^{m}$. The weight $w(x)$ of an element $x$ of $\mathbf{F}_{2}^{m}$ is the number of 1s it contains. The distance from $x$ to $y$ in $\mathbf{F}_{2}^{m}$ is $d(x, y)=w(x-y)$. The minimum weight of a coset $x+C$ is $\min _{y \in C} w(x+y)$. The covering radius $R(C)$ is the largest minimum weight of a coset taken over all cosets.
3. Signed graphs and switching classes. A signed graph is a pair $(\Gamma, \sigma)$, where $\sigma$ is a function from the edges of $\Gamma$ into $\{-1,+1\}$. A signed graph ( $\Gamma, \sigma^{\prime}$ ) is said to be obtained by switching $(\Gamma, \sigma)$ at $X \subseteq V$ if

$$
\sigma^{\prime}(x y)= \begin{cases}\sigma(x y) & \text { if } x, y \in X \text { or } x, y \in V \backslash X \\ -\sigma(x y) & \text { if } x \in X \text { and } y \notin X \text { or } x \notin X \text { and } y \in X,\end{cases}
$$

where $x y$ denotes an edge whose endpoints are $x$ and $y$. Two signed graphs are said to be switching equivalent if they are based on the same graph and are exchanged by switching at some $X$. It is easy to see that switching equivalence is an equivalence relation. It is also easy to show that two signings of $\Gamma$ are switching equivalent if and only if they have the same positive circuits (see [33, Prop. 3.2], for instance).

Switching is derived ultimately from [16], where it was employed to study twographs, which are, in effect, signed graphs ( $K_{n}, \sigma$ ) on the complete graph $K_{n}$. The precise definition is as follows: a two-graph on $n$ vertices is a class of three-element subsets of an $n$-set $V$ such that each four-element subset of $V$ contains an even number of members of the class. The original article on two-graphs is [30]. An excellent exposition of this line of development is [24].

A simple but crucial lemma is the following.
Lemma 1. The mapping $+1 \rightarrow 0, \quad-1 \rightarrow 1$ induces one-to-one correspondences (i) between signed graphs based on $\Gamma$ and elements of $\mathbf{F}_{2}^{m}$, and (ii) between switching classes of signed graphs based on $\Gamma$ and cosets of $C^{*}(\Gamma)$.

Proof. (i) is obvious. (ii) Switching at $X$ in $(+1,-1)$ notation is equivalent to adding in $(0,1)$ notation the cocycle determined by $X$ and its complement. Thus a switching class is, in $(0,1)$ notation, a coset of $C^{*}(\Gamma)$.
4. Covering radius and index of imbalance. It is clear that a signed graph is balanced if and only if it is switching equivalent to the all-plus signed graph $(\Gamma,+1)$. The smallest number $d(\Gamma, \sigma)$ such that $(\Gamma, \sigma)$ can be changed into a balanced graph by
changing the sign of $d(\Gamma, \sigma)$ edges is called the line index of imbalance of $(\Gamma, \sigma)$. The largest possible line index of imbalance over all signings of a graph $\Gamma$, call it $D(\Gamma)$, was investigated in [2]. These authors proved inter alia that

$$
\begin{equation*}
\frac{m}{2}-\sqrt{n m} \leq D(\Gamma) \leq \frac{m}{2} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
D\left(K_{t, t}\right) \leq \frac{t^{2}}{2}-c_{0} t^{3 / 2} \tag{2}
\end{equation*}
$$

for some constant $c_{0}$ that can be taken as $c_{0}=\pi / 480$.
We can improve these results by using known facts on the covering radius of codes (some of which were originally expressed in terms of $\pm 1$ matrices). Theorem 1 improves the lower bound in (1). Our proof is, moreover, conceptually simpler than the proof of (1). Formula (6) sharpens (2), and Theorem 2 shows that the quantity $m / 2-D(\Gamma)$ can be bounded away from zero more generally than is done in (2).

Theorem 1. It is the case that

$$
\begin{equation*}
\frac{m}{2}-\sqrt{\frac{\ln 2}{2}} \sqrt{m(n-c)} \leq D(\Gamma) \tag{3}
\end{equation*}
$$

We mention that (3) is derived in [26] from a slightly stronger formula, which in our notation is

$$
\begin{equation*}
D(\Gamma) \geq m H^{-1}\left(1-\frac{n-c}{m}\right) \tag{4}
\end{equation*}
$$

where $H$ is the binary entropy function ( $H_{2}$ in [17, pp. 308-309]).
Theorem 2. If $\Gamma$ is simple and bipartite,

$$
\begin{equation*}
D(\Gamma) \leq \frac{m-\sqrt{m}}{2} \tag{5}
\end{equation*}
$$

Theorem 3. [5, p. 266, Thm.]. We have

$$
\begin{equation*}
\frac{t^{2}}{2}-\frac{t^{3 / 2}}{2}+o\left(t^{3 / 2}\right) \leq D\left(K_{t, t}\right) \leq \frac{t^{2}}{2}-\frac{t^{3 / 2}}{\sqrt{2 \pi}}+o\left(t^{3 / 2}\right) . \tag{6}
\end{equation*}
$$

The error term in the upper bound of Theorem 3 was reduced to $O\left(t^{1 / 2}\right)$ in $[9$, Cor. 3 and Rem.].

For the proofs, we first need a lemma.
Lemma 2.
(i) The line index of imbalance of a signed graph based on $\Gamma$ is equal to its minimum weight as a coset of $\Gamma$.
(ii) $D(\Gamma)$ is equal to the covering radius of $C^{*}(\Gamma)$.

Proof. (i) is clear by translating $(+1,-1)$ notation into $(0,1)$ notation. (ii) is clear from (i), since the covering radius of a code is the largest possible minimum weight of a coset.

Proof of Theorem 1. For any $[N, K]$ code, a simple consequence of the spherecovering bound is $R \geq N / 2-\sqrt{\frac{1}{2} N K \ln 2}$ (stated in [20]; the proof is given in [26, Thm. 2]). Here $N=m, K=n-c$, and $R=D(\Gamma)$.

Proof of Theorem 2. Furthermore, if a binary code is of strength 2 and contains the all-one vector, then $R \leq(N-\sqrt{N}) / 2[14$, Thm. 3]. Here the strength is 2 because the minimum distance of the cycle code is $\geq 3 . C^{*}(\Gamma)$ contains the all-one vector if and only if $\Gamma$ is bipartite.

Note that, for any graph, the bound $D(\Gamma) \leq m / 2$ of [2] is also implied by the results of [14].

Proof of Theorem 3. We indicate how the quantity evaluated in [5], which is the minimum number of -1 s in line negations of a $\pm 1$-matrix (of order $p \times q$, say), maximized over all such matrices, equals $D\left(K_{p, q}\right)$. Let $V\left(K_{p, q}\right)=X \cup Y$, where $X=$ $\left\{x_{1}, \ldots, x_{p}\right\}$ and $Y=\left\{y_{1}, \ldots, y_{q}\right\}$. An entry $a_{i j}$ in the matrix is the sign of the edge $x_{i} y_{j}$. Switching a vertex, say $x_{i}$, corresponds to negating a line, in this case, row $i$.

Interest in $D\left(K_{p, q}\right)$, although not by that name, was aroused by the GaleBerlekamp switching game [5], [8]-[10] and the corresponding binary code, which happens to be $C^{*}\left(K_{10,10}\right)$. The code $C^{*}\left(K_{p, q}\right)$ is usually described as the $p$ by $q$ array code whose codewords are sums of matrices of the form

$$
\left[\begin{array}{ccc} 
& 1 & \\
0 & \vdots & 0 \\
& 1 &
\end{array}\right] \text { or } \quad\left[\begin{array}{ccc} 
& 0 & \\
1 & \cdots & 1 \\
& 0 &
\end{array}\right] .
$$

This is a $[p q, p+q-1]$ code, which might be called a generalized Gale-Berlekamp code because it corresponds to the $p$ by $q$ Gale-Berlekamp switching game. Identifying rows (respectively, columns) with the first set (respectively, second set) of the bipartition of $K_{p, q}$, we see that the code is $C^{*}\left(K_{p, q}\right)$. Indeed, switching at a point in $K_{10,10}$ is the same as switching a commutator in the Gale-Berlekamp switching game.

Theorems 1 and 3 suggest that the best general asymptotic lower bound on $D(\Gamma)$ has the form

$$
\frac{m}{2}-c_{1} \sqrt{m n}+o(\sqrt{m n}) \leq D(\Gamma)
$$

where $c_{1}$ is a positive constant lying between $\sqrt{\frac{1}{2} \ln 2} \approx .59$ and $1 / 2 \sqrt{\pi} \approx .28$. We would like to know the exact value of $c_{1}$, both for all graphs and for narrower classes, especially for classes in which $m / n^{2}$ is bounded away from zero and for the class of $k$-connected graphs, where $k \geq 1$.

For the latter, the graphs $K_{p, q}$ with $k \leq p \leq q$ are relevant. It is known [9, Thm. 3], [10, p. 396, Ex. b] that

$$
\begin{equation*}
D\left(K_{p, q}\right) \leq \frac{p q}{2}-\frac{p q}{2^{p}}\binom{p-1}{\left\lfloor\frac{p-1}{2}\right\rfloor} \approx \frac{1}{\sqrt{2 \pi}} \sqrt{m n} \quad \text { if } q \gg p \tag{7}
\end{equation*}
$$

Exact values are known when $p \leq 5$. It is easy to prove that

$$
D\left(K_{1, q}\right)=0, \quad D\left(K_{2, q}\right)=\left\lfloor\frac{q}{2}\right\rfloor, \quad D\left(K_{3, q}\right)=\left\lfloor\frac{3 q}{4}\right\rfloor
$$

for all $q$. It is true, but difficult to prove, that

$$
D\left(K_{4, q}\right)=\left\lfloor\frac{5}{4} q\right\rfloor-\alpha_{4}
$$

where $\alpha_{4}=0$, except $\alpha_{4}=1$ if $q \equiv 1,4,5(\bmod 8)$, and that

$$
D\left(K_{5, q}\right)=\left\lfloor\frac{25}{16} q\right\rfloor-\alpha_{5},
$$

where $\alpha_{5}=0$, except $\alpha_{5}=1$ if $q \equiv 2,4,9,13,15(\bmod 16)$. (The formulas for $p \leq 4$ were published in [5] without proof. That for $p=5$ is new.) We conclude that, as $q \rightarrow \infty$ while $p$ is fixed,

$$
D\left(K_{p, q}\right)=\frac{p q}{2}-b_{p} \sqrt{m n}+O(1)
$$

where $b_{1}=\frac{1}{2}, b_{2}=\sqrt{2} / 4 \approx .35, b_{3}=\sqrt{3} / 4 \approx .43, b_{4}=\frac{3}{8}=.375$, and $b_{5}=3 \sqrt{5} / 16 \approx$ .42. (The values approach $1 / \sqrt{2 \pi} \approx .40$, by (7).)

The exact values $D\left(K_{t, t}\right)$ are also known, for $t \leq 10$. They are published in [8, Table 1] as the values $R_{t}$ of the covering radius of the Gale-Berlekamp codes $C^{*}\left(K_{t, t}\right)$.

Concerning Theorem 2, we conjecture that a somewhat similar upper bound holds for all simple graphs.

Conjecture 1. $D(\Gamma) \leq m / 2-(n-c) / 4$.
The conjectured bound is sharp since it is essentially equal to $D$ for $K_{n}$, since $\left.D\left(K_{n}\right)=\lceil(n-1) / 2)^{2}\right\rceil$. (This was stated implicitly in [1, Thm. 14]. It was proved in [21].) Conjecture 1 is stronger than Theorem 2 for most bipartite graphs, including all those in which $q \geq p+2 \sqrt{p}+1$.

For graphs with large girth, stronger upper bounds than those of (1) and Theorem 2 follow from the generalized Norse bounds of [28]. We let $\mu_{k}(m)$ denote the $k$ th centered moment of a $B\left(m, \frac{1}{2}\right)$ binomial probability distribution. Some small values, taken from [28], are

$$
\mu_{2}(m)=\frac{m}{2^{2}}, \quad \mu_{4}(m)=\frac{3 m^{2}-2 m}{2^{4}}, \quad \mu_{6}(m)=\frac{15 m^{3}-30 m^{2}+16 m}{2^{6}} .
$$

Theorem 4. If $\Gamma$ has girth $g \geq 2 s+2$, where $s$ is a positive integer, then

$$
D(\Gamma) \leq \frac{m}{2}-\left(2^{1-1 /(2 s+1)}-1\right) \mu_{2 s}(m)^{1 / 2 s}
$$

If $\Gamma$ is bipartite, then

$$
D(\Gamma) \leq \frac{m}{2}-\mu_{2 s}(m)^{1 / 2 s}
$$

Proof. The proof follows from [28, Thms. 6 and 1].
When $s=1$, the latter part of this theorem is Theorem 2.
The next result is an asymptotic version of Theorem 4.
Theorem 5. If $\Gamma$ has girth $g \geq 2 s+2$, where $s$ is a fixed positive integer, then, as $m \rightarrow \infty$, we have

$$
D(\Gamma) \leq \frac{m}{2}-\frac{\sqrt{m}}{2}\left(2^{1-1 /(2 s+1)}-1\right)\left(\frac{(2 s)!}{s!}\right)^{1 / 2 s}+o(\sqrt{m})
$$

and, if $\Gamma$ is bipartite,

$$
D(\Gamma) \leq \frac{m}{2}-\frac{\sqrt{m}}{2}\left(\frac{(2 s)!}{s!}\right)^{1 / 2 s}+o(\sqrt{m})
$$

Proof. The proof follows from [28, Thms. 7 and 3].
For general graphs with fixed minimum girth, better estimates are attainable. For instance, from [28, Thms. 4 and 5], we obtain Theorem 6.

Theorem 6. If $\Gamma$ has girth $\geq 4$, then

$$
D(\Gamma) \leq \frac{m}{2}-f_{1} \frac{\sqrt{m}}{2}
$$

where $f_{1} \approx .68$.
If $\Gamma$ has girth $g \geq 6$, then

$$
D(\Gamma) \leq \frac{m}{2}-h_{2} \mu_{4}(m)^{1 / 4}
$$

where $h_{2} \approx .82$.
The exact values of $f_{1}$ and $h_{2}$ can be obtained from [28].
The bounds of Theorem 6 are stronger than those of Theorem 4 evaluated at $s=1$ and 2 . However, they are still probably rather weak. (Since they are so general, applying to all binary codes, that is not surprising. The same remark applies to all general results of this section, although they are the best known bounds on $D(\Gamma)$.) For instance, the Petersen graph $P$ has girth 5. Theorem 6 gives $D(P) \leq 5.7$, but it can be shown that $D(P)=3$. For an example falling under Theorem 2 (i.e., the case where $s=1$ and $\Gamma$ is bipartite of Theorem 4), see Example 10.
5. Embedded graphs. In this section, all graphs are connected. For many planar graphs $\Gamma, D(\Gamma)$ is easy to compute because of duality. Let $\Gamma^{*}$ be the planar dual of $\Gamma$. Then $C^{*}(\Gamma)=C\left(\Gamma^{*}\right)$; hence $D(\Gamma)=R\left(C\left(\Gamma^{*}\right)\right)$. However, this equals $\left\lfloor\frac{1}{2} n^{*}\right\rfloor$ (where $n^{*}=\left|V\left(\Gamma^{*}\right)\right|=$ the number of faces of a planar embedding of $\Gamma$, that is, $m+2-n$ ) for many graphs, for instance, if $\Gamma^{*}$ is Hamiltonian or if it is connected, $k$-regular, and $k$-edge-connected [29].

As far as we know, the first to apply planar duality to find the imbalance of signed graphs were Katai and Iwai $[15, \S 4]$. They used minimum $T$-joins in $\Gamma^{*}$, for suitable $T$, to calculate $d(\Gamma, \sigma)$. ( $T$-joins and their connection to the cycle code are explained in [29].) Previously, $d(\Gamma,-1)$ had been obtained similarly in [19], where it was regarded as the largest cut size in the plane graph $\Gamma$.

Example 1. $K_{2, q}$ is planar. Its dual graph is $C_{q}$ with doubled edges, which is Hamiltonian. We recover the result of $\S 4, D\left(K_{2, q}\right)=\lfloor q / 2\rfloor$.

Example 2. A wheel $W_{n}$ is the join of a circuit $C_{n-1}$ and a vertex. It is planar and self-dual. Because it is Hamiltonian, $D\left(W_{n}\right)=\lfloor n / 2\rfloor$.

Example 3. A biwheel $B_{n}$ is the join $C_{n-2} \vee \bar{K}_{2}$, where $\bar{K}_{p}$ is the edgeless graph of order $p$. Its planar dual is a circular ladder $C L_{n-2}$, which consists of two vertexdisjoint $C_{n-2}$ 's, say with vertex sets $\left\{x_{1}, x_{2}, \ldots, x_{n-2}\right\}$ and $\left\{y_{1}, y_{2}, \ldots, y_{n-2}\right\}$, and edges $x_{i} y_{i}$ for all $i$. This is Hamiltonian (and cubic and three-edge-connected), so we have $D\left(B_{n}\right)=n-2$.

Example 4. Dually, $D\left(C L_{n}\right)=\lfloor n / 2\rfloor+1$ since $B_{n+2}$ is Hamiltonian.
Example 5. The ladder $L_{n}$ is $C L_{n}$ with the edges $x_{1} x_{n}$ and $y_{1} y_{n}$ deleted. We see that $D\left(L_{n}\right)=\lfloor n / 2\rfloor$, since its dual contains the Hamiltonian spanning subgraph $P_{n-1} \vee K_{1}$, where $P_{n-1}$ is a path of order $n-1$. The latter (a fan) is self-dual; hence $D\left(P_{n-1} \vee K_{1}\right)=\lfloor n / 2\rfloor$, as well.

Example 6. The rectangular grid $G_{p, q}$ is of some interest as a finite spin-glass model [31], [3]. It has vertex set $\{1,2, \ldots, p\} \times\{1,2, \ldots, q\}$ and edge set $\left\{\left(i_{1}, j_{1}\right)\right.$ $\left.\left(i_{2}, j_{2}\right):\left|i_{1}-i_{2}\right|+\left|j_{1}-j_{2}\right|=1\right\}$. So $n=p q$ and $m=2 p q-p-q$. Its planar
dual $G_{p, q}^{*}$ is $G_{p-1, q-1}$ with an extra vertex adjacent to every outer vertex of $G_{p-1, q-1}$. Since $G_{p, q}^{*}$ is Hamiltonian and has $(p-1)(q-1)+1$ vertices,

$$
D\left(G_{p, q}\right)=\left\lfloor\frac{p q-p-q+2}{2}\right\rfloor
$$

The bounds given by Theorems 1 and 2 are far from the true value. Theorem 1, for instance, approximately gives $D>p q(1-\sqrt{\ln } 2) \approx .17 p q$ for $G_{p, q}$.

We can generalize this work to nonplanar graphs as follows: Let $\chi$ denote the largest Euler characteristic of any surface in which $\Gamma$ embeds and $\chi_{0}$ the maximum over orientable embedding surfaces. We call $\gamma=\frac{1}{2}\left(2-\chi_{0}\right)$ the genus and $\hat{\gamma}=2-\chi$ the demi-genus of $\Gamma$. A simple use of the Euler formula yields the following lemma.

Lemma 3. Let $\Gamma^{*}$ denote the dual of $\Gamma$ as cellularly embedded in a compact surface of demi-genus d. Then

$$
\operatorname{dim} C\left(\Gamma^{*}\right)-\operatorname{dim} C^{*}(\Gamma)=d
$$

Proof. Subtract $\operatorname{dim} C\left(\Gamma^{*}\right)=m-n^{*}+1$ from $\operatorname{dim} C(\Gamma)=n-1$ and apply Euler's formula $n-m+n^{*}=2-d$.

Using simple results of coding theory yields the following result. We denote the covering radius of $C(\Gamma)$ by $\tau(\Gamma)$.

Theorem 7. We have the bounds

$$
\left\lfloor\frac{n\left(\Gamma^{*}\right)}{2}\right\rfloor \leq \tau\left(\Gamma^{*}\right) \leq D(\Gamma) \quad \text { and } \quad \tau\left(\Gamma^{*}\right) \geq\left\lfloor\frac{D(\Gamma)}{1+\hat{\gamma}}\right\rfloor .
$$

Proof. $C^{*}(\Gamma) \subseteq C\left(\Gamma^{*}\right)$, hence their covering radii satisfy the reversed relationship $\tau\left(\Gamma^{*}\right) \leq D(\Gamma)$. However, $\tau\left(\Gamma^{*}\right) \geq\left\lfloor n\left(\Gamma^{*}\right) / 2\right\rfloor$ by [29]. The second lower bound on $\tau\left(\Gamma^{*}\right)$ follows from Lemma 3 and the theorem of Simonis [25].

Corollary 1. $D(\Gamma) \geq\lfloor 1-\hat{\gamma} / 2+(m-n) / 2\rfloor$.
Proof. Substitute from Euler's formula into the first bound of Theorem $7 . \quad \square$
For fixed $\hat{\gamma}$, this bound is better than Theorem 1, as the following examples (taken from [4]) show.

Example 7. The Heawood graph. $n=14, m=21$, and the genus is 1 . We may take $\hat{\gamma}=2$. Corollary 1 yields $D \geq 3$, while Theorem 1 yields $D \geq 2$.

Example 8. The Franklin graph. $n=12, m=18$, and we may take $\hat{\gamma}=2$. This gives a lower bound of 3 . Theorem 1 only gives 1 .

Example 9. The $r$-dimensional hypercube graph $Q_{r}$ has $n=2^{r}$ and $m=2^{r-1} r$. By Theorems 1 and 2,

$$
\begin{equation*}
2^{r-2} r\left(1-\sqrt{\frac{4 \ln 2}{r}}\right)<D\left(Q_{r}\right) \leq 2^{r-2} r-\sqrt{2^{r-3} r} \tag{8}
\end{equation*}
$$

(Here $4 \ln 2=2.772 \ldots$ )
Computing $D\left(Q_{r}\right)$ exactly is surely hard, but we know

$$
D\left(Q_{1}\right)=0, \quad D\left(Q_{2}\right)=1, \quad D\left(Q_{3}\right)=3
$$

The values for $r \leq 2$ are obvious. $Q_{3}$ is planar, and $Q_{3}^{*}$ is the octahedral graph. The latter is Hamiltonian, so $D\left(Q_{3}\right)=\tau\left(Q_{3}^{*}\right)=\left\lfloor\frac{1}{2} n^{*}\right\rfloor=3$. (From (8), we only obtain $1 \leq D\left(Q_{3}\right) \leq 4$.)

We also know that the minimum $\hat{\gamma}$ for $Q_{r}$ is $2+2^{r-2}(r-4)$ if $r \geq 3$ ([23]; see [11, Thm. 3.5.8]). Corollary 1 then gives the lower bound

$$
\begin{equation*}
D\left(Q_{r}\right) \geq 2^{r-3} r=\frac{m}{4} \tag{9}
\end{equation*}
$$

For instance, $8 \leq D\left(Q_{4}\right) \leq 13$, which is a wide range of uncertainty, but less than that allowed by (8). It is interesting that (9) holds with equality for $r=2$ and 3. Formula (8) shows this cannot be true for $r \geq 12$.

Example 10. The toroidal grid $G_{p, q}^{\prime}$ has been used as a spin glass model [31], [3]. It consists of $G_{p, q}$ (Example 6), together with "wraparound" edges $(i, 1)(i, q)$ and $(1, j)(p, j)$. It has $n=p q, m=2 p q$, and $\hat{\gamma}=2$. Thus, by Corollary $1, D\left(G_{p, q}^{\prime}\right) \geq$ $\lfloor p q / 2\rfloor$. Theorem 7 gives the same result, since $G_{p q}^{\prime}$ is self-dual in the torus, and it is Hamiltonian so $\tau\left(G_{p, q}^{\prime}\right)=\lfloor p q / 2\rfloor$.

On the other hand, if $\Gamma_{1} \subseteq \Gamma_{2}$, clearly $D\left(\Gamma_{2}\right) \leq D\left(\Gamma_{1}\right)+m_{2}-m_{1}$. Taking $G_{p, q} \subseteq G_{p, q}^{\prime}$, our best estimate for the toroidal grid is therefore

$$
\left\lfloor\frac{p q}{2}\right\rfloor \leq D\left(G_{p, q}^{\prime}\right) \leq\left\lfloor\frac{p q+p+q+2}{2}\right\rfloor
$$

Exactly where the true value lies we do not know. It is at neither extreme, since we can show that

$$
D\left(G_{1, q}^{\prime}\right)=q+1 \quad \text { and } \quad D\left(G_{2, q}^{\prime}\right)=q+2
$$

Theorems 1 and 2 give very poor estimates, similar to those for the rectangular grid in Example 6.
6. Switching classes and even-degree subgraphs. Now we turn to our second problem. An even-degree subgraph of $\Gamma$ is a spanning subgraph in which all degrees are even. In other words, it is a spanning subgraph whose edge set is an element of the cycle space $C(\Gamma)$, the dual code of $C^{*}(\Gamma)$. It is easy to see the next theorem by comparing the dimensions of $C(\Gamma)$ and $\mathbf{F}_{2}^{m} / C^{*}(\Gamma)$.

Theorem 8. For a labeled graph $\Gamma$, the number of switching classes of signings of $\Gamma$ equals the number of even-degree subgraphs.

What happens in the unlabeled case, specifically if we let the automorphism group of $\Gamma$ act on the cosets of $C^{*}(\Gamma)$ and the words of $C(\Gamma)$ ? Call two subgraphs of $\Gamma$, or (switching classes of) signings, $\Gamma$-isomorphic if one is carried to the other by an automorphism of $\Gamma$. Then we have the following result.

Theorem 9. (see [32]). The number of $\Gamma$-isomorphic even-degree subgraphs of $\Gamma$ is equal to the number of $\Gamma$-isomorphic switching classes of signed graphs based on $\Gamma$.

This result was proved for $\Gamma=K_{n}$ in [18], then in a cohomological context in [6], and later generalized to arbitrary $\Gamma$, again with a cohomological proof [32, Thm. 1.3].

Proof. We apply to the cycle code the well-known fact [22, p. 211] that a group acting on the coordinate places of a linear code $C$ has as many orbits on the codewords of $C$ as on the cosets of its dual.

We now use imbalance to obtain a lower bound on the number in Theorem 9.
Theorem 10. The number of $\Gamma$-isomorphic even-degree subgraphs of $\Gamma$ is at least equal to $D(\Gamma)+1$.

Proof. Since two $\Gamma$-isomorphic signed graphs based on $\Gamma$ correspond to equivalent cosets of $C^{*}(\Gamma)$, they have the same line index of imbalance. Hence, there are at least $D(\Gamma)+1$ signed graphs based on $\Gamma$ that are $\Gamma$-nonisomorphic and, from Theorem 9, at least that many even-degree subgraphs in $\Gamma$.

Corollary 2. There are at least $\left\lfloor(n-1)^{2} / 4\right\rfloor+1$ two-graphs on $n$ vertices.
Proof. From [21], we know that $D\left(K_{n}\right)=\left\lfloor(n-1)^{2} / 4\right\rfloor$.
Call a binary linear code completely transitive [27] if its covering radius equals the number of orbits of cosets under the action of its automorphism group (not counting the code itself).

Corollary 3. If $D(\Gamma)+1$ equals the number of $\Gamma$-isomorphic even-degree subgraphs of $\Gamma$, then $C^{*}(\Gamma)$ is completely transitive.

Proof. From Theorem 9 and Lemma 1, $D(\Gamma)+1$ counts the number of $\Gamma$ isomorphism classes of cosets of $C^{*}(\Gamma)$. However, every automorphism of $\Gamma$ induces a coordinate automorphism of $C^{*}(\Gamma)$.

Example 11. Consider $C^{*}\left(K_{4}\right)$. Note that $K_{4}=W_{4}$. Hence, from $\S 5$ or [21], we know that $D\left(K_{4}\right)=2$. All even subgraphs of $K_{4}$ are isomorphic to either $\bar{K}_{4}, K_{3}$, or $C_{4}$. Thus we obtain a completely transitive $[8,3]$ code with covering radius 2.

Example 12. $C^{*}\left(K_{3,3}\right)$ is completely transitive. A direct proof is given in [27]. All even subgraphs are isomorphic to either $\bar{K}_{6}, C_{4}$, or $C_{6}$. It is known from [5] (and easily proved) that $D\left(K_{3,3}\right)=2$. So we have a completely transitive $[9,5]$ code with covering radius 2 .
7. Conclusion and open problems. In this paper, we have shown how coding theory could be used to generalize certain enumerative results on two-graphs and to improve certain estimates on the line index of imbalance of signed graphs. The next question is to see if graph theory can be of some use in designing good new covering codes or decoding classical ones.
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#### Abstract

In this paper the second and the third generalized Hamming weight of Melas codes are computed and results on the second generalized Hamming weight of dual Melas codes are obtained. The authors' main tool is the theory of elliptic curves over finite fields.
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1. Introduction. Let $\mathcal{C}$ be a binary linear $(n, k)$-code of length $n$ and dimension $k$. Since Wei proved in [W] that the performance of $\mathcal{C}$, when used on the wire-tap channel of type II, is determined by the generalized Hamming weights of $\mathcal{C}$, renewed interest in these parameters of a code has been observed (see, e.g., [C], [FTW], [GV2], [GV3], [HKY], [HTV], [W], [YKS]).

We recall that for $1 \leq r \leq k$, the $r$ th generalized Hamming weight of $\mathcal{C}$ is defined by

$$
\begin{equation*}
d_{r}(\mathcal{C})=\min \{\# S(\mathcal{D}) \mid \mathcal{D} \text { is an }(n, r) \text {-subcode of } \mathcal{C}\} \tag{1}
\end{equation*}
$$

where $S(\mathcal{D})$ is the support of $\mathcal{D}$, i.e., the set of coordinate places where not all words in $\mathcal{D}$ have a coordinate 0 . Since projection of $\mathcal{D}$ on a coordinate place is an $\mathbb{F}_{2}$-linear map, we easily see that $d_{r}(\mathcal{C})$ can also be defined as

$$
\begin{equation*}
d_{r}(\mathcal{C})=\frac{1}{2^{r-1}} \min \left(\sum_{d \in \mathcal{D}} w(d): \mathcal{D} \text { is an }(n, r) \text {-subcode of } \mathcal{C}\right), \tag{2}
\end{equation*}
$$

where $w(d)$ is the weight of the word $d$.
In general it is not easy to determine $d_{1}(\mathcal{C})$ and results on $d_{r}(\mathcal{C})$ for $r \geq 2$ are even more scarce until now. In this paper we obtain results on $d_{2}$ and $d_{3}$ of the classical Melas codes $M(q)$ of length $q-1$ with $q=2^{m}$ and on $d_{2}$ of their dual codes. The Melas codes were introduced in [M].
2. Melas codes and their duals. Let $\mathbb{F}_{q}$ be the finite field of cardinality $q=$ $2^{m}$ with $m \geq 3$. By $\alpha$ we denote a generator of the multiplicative group $\mathbb{F}_{q}^{*}$. The Melas code $M(q)$ of length $n=q-1$ is the binary cyclic code with parity check matrix

$$
H=\left(\begin{array}{cccc}
1 & \alpha & \cdots & \alpha^{n-1} \\
1 & \alpha^{-1} & \cdots & \alpha^{-(n-1)}
\end{array}\right)
$$

The code $M(q)$ is reversible (i.e., if $\left(c_{0}, c_{1}, \ldots, c_{n-1}\right) \in M(q)$, then $\left(c_{n-1}, \ldots, c_{1}, c_{0}\right) \in$ $M(q))$. For $m \geq 3$, the dimension of $M(q)$ is $q-1-2 m$ and the minimum distance

[^61]is 3 for even $m$, while it is 5 for odd $m \geq 5$ (see [MacWS] and [SV]). In [SV] it was shown that the dual code $M(q)^{\perp}$ can be described as the binary code with words
$$
c(a, b)=\left(\operatorname{Tr}\left[a x+\frac{b}{x}\right]_{x \in \mathbb{F}_{q}^{*}}\right) \quad \text { with } a, b \in \mathbb{F}_{q},
$$
where we denote by $\operatorname{Tr}$ the trace map from $\mathbb{F}_{q}$ to $\mathbb{F}_{2}$.
The weights occurring in $M(q)^{\perp}$ were determined by Lachaud and Wolfmann in [LW]. If we define $t_{\min }=\min \left\{t \in \mathbb{Z}: t^{2}<4 q\right.$ and $\left.t \equiv 1(\bmod 4)\right\}$, then the following theorem holds (see [SV]).

Theorem 2.1. The minimum weight in $M(q)^{\perp}$ is $\left(q-1+t_{\min }\right) / 2$ and the number of words of minimum weight is $(q-1) \tilde{h}\left(t_{\min }^{2}-4 q\right)$.

Here $\tilde{h}$ denotes a class number. Namely, for positive definite integral binary quadratic forms $Q(X, Y)=a X^{2}+b X Y+c Y^{2}$ we have

$$
\tilde{h}(\Delta)=\#\left\{Q(X, Y): b^{2}-4 a c=\Delta\right\} / S L_{2}(\mathbb{Z}) \text { - equivalence. }
$$

Note that $\tilde{h}(\Delta)$ is nonzero only for $\Delta \in \mathbb{Z}_{<0}$ and $\Delta \equiv 0$ or $1(\bmod 4)$.
The theory of reduced quadratic forms yields

$$
\tilde{h}(\Delta)=\#\left\{(a, b, c) \in \mathbb{Z}^{3}: b^{2}-4 a c=\Delta,|b| \leq a \leq c, \text { and } b \geq 0, \text { if } a=|b| \text { or } a=c\right\}
$$

This expression makes $\tilde{h}(\Delta)$ very easy to compute. For details we refer the reader to $[\mathrm{O}]$.

The multiplicative group $\mathbb{F}_{q}^{*}$ and the Galois group $\operatorname{Gal}\left(\mathbb{F}_{q} / \mathbb{F}_{2}\right)$ of the field extension $\mathbb{F}_{q} / \mathbb{F}_{2}$ act in a canonical way on $M(q)^{\perp}$. This leads to the following lemma.

Lemma 2.2. If $c(a, b)$ is a word of minimum weight in $M(q)^{\perp}$, then
(i) for every $\beta \in \mathbb{F}_{q}^{*}$, the word $c\left(\beta a, \beta^{-1} b\right)$ has minimum weight,
(ii) for every $\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q} / \mathbb{F}_{2}\right)$, the word $c(\sigma(a), \sigma(b))$ has minimum weight.

Proof. (i) The map defined by $x \longmapsto \beta x$ is a permutation of $\mathbb{F}_{q}^{*}$. Hence $c\left(\beta a, \beta^{-1} b\right)$ is equivalent with $c(a, b)$ and thus has the same weight.
(ii) Likewise $\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q} / \mathbb{F}_{2}\right)$ also permutes $\mathbb{F}_{q}^{*}$ and the trace map is invariant under the action of $\sigma$. This implies that $w(c(a, b))=w(c(\sigma(a), \sigma(b)))$.

Due to this lemma, there exist words of minimum weight of the form $c(a, 1)$, necessarily with $a \in \mathbb{F}_{q}^{*}$, and their number is $\tilde{h}\left(t_{\min }^{2}-4 q\right)$ (see [SV, Thm. 3.3]).
3. Determination of $\boldsymbol{d}_{\mathbf{2}}\left(\boldsymbol{M}(\boldsymbol{q})^{\perp}\right)$. First we consider the case where $m$ is even. Then $\mathbb{F}_{q}$ contains a primitive third root of unity, which we denote by $\rho$.

Theorem 3.1. For even $m \geq 4$, there exists a two-dimensional subcode of $M(q)^{\perp}$ all of whose nontrivial words have minimum weight.

Proof. Let $c(a, 1)$ be a word of minimum weight. Then, according to Lemma 2.2, the weight of $c\left(\rho a, \rho^{2}\right)$ is also minimal. These two $\mathbb{F}_{2}$-independent words generate a two-dimensional subcode of the kind we are looking for, since $c(a, 1)+c\left(\rho a, \rho^{2}\right)=$ $c\left(\rho^{2} a, \rho\right)$ also has minimum weight.

Corollary 3.2. For even $m \geq 4$, the second generalized Hamming weight of $M(q)^{\perp}$ satisfies

$$
d_{2}\left(M(q)^{\perp}\right)=3 d_{1}\left(M(q)^{\perp}\right) / 2=3\left(q-1+t_{\min }\right) / 4
$$

Now we consider the case where $m$ is odd.

Theorem 3.3. Let $c(a, 1)$ be a word of minimum weight in $M(q)^{\perp}$. If there exists an automorphism $\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q} / \mathbb{F}_{2}\right)$ such that $\operatorname{Tr}(\sigma(a) / a)=0$, then $d_{2}\left(M(q)^{\perp}\right)=$ $3 d_{1}\left(M(q)^{\perp}\right) / 2$.

Proof. Consider the words $c(a, 1)$ and $c\left(\beta \sigma(a), \beta^{-1}\right)$ with $\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q} / \mathbb{F}_{2}\right)$ and $\beta \in \mathbb{F}_{q}-\mathbb{F}_{2}$. Now we want the sum of these two words to be of the form $c\left(\gamma a, \gamma^{-1}\right)$ for a certain $\gamma \in \mathbb{F}_{q}-\mathbb{F}_{2}$. Therefore we have to find $\sigma \in \operatorname{Gal}\left(\mathbb{F}_{q} / \mathbb{F}_{2}\right)$ and $\beta, \gamma \in \mathbb{F}_{q}-\mathbb{F}_{2}$ satisfying

$$
\begin{align*}
a+\beta \sigma(a) & =\gamma a \\
1+\beta^{-1} & =\gamma^{-1} \tag{3}
\end{align*}
$$

By substitution (3) yields

$$
\begin{equation*}
\beta^{2}+\beta=a / \sigma(a) . \tag{4}
\end{equation*}
$$

This equation has two solutions $\beta \in \mathbb{F}_{q}-\mathbb{F}_{2}$ if and only if $\operatorname{Tr}(a / \sigma(a))=0$ or $\operatorname{Tr}\left(\sigma^{-1}(a) / a\right)=0$. Hence our condition implies the existence of a two-dimensional subcode of $M(q)^{\perp}$, all of whose nontrivial words have minimum weight.

COROLLARY 3.4. If $M(q)^{\perp}$ contains a minimum weight word $c(a, 1)$ with $\operatorname{Tr}(a)=$ 0 , then $d_{2}\left(M(q)^{\perp}\right)=3 d_{1}\left(M(q)^{\perp}\right) / 2$.

Due to a result in [GV1] we can translate the condition $\operatorname{Tr}(a)=0$ into a condition that has to be satisfied by $t_{\text {min }}$. Namely, the word $c(a, 1)=\left(\operatorname{Tr}\left[a x+\frac{1}{x}\right]_{x \in \mathbb{F}_{q}^{*}}\right)$ corresponds to the elliptic curve $E_{a}$ with affine equation $y^{2}+y=a x+\frac{1}{x}$. The $\mathbb{F}_{q^{-}}$ rational points on $E_{a}$ form in a natural geometric way an abelian group $E_{a}\left(\mathbb{F}_{q}\right)$ of order $q+1-t_{\min }$ (see [S]). In [GV1] the following theorem was deduced.

Theorem 3.5. Let $q=2^{m}$ with $m \geq 3$ and let $E_{a}$ be an elliptic curve over $\mathbb{F}_{q}$ of the form $y^{2}+y=a x+\frac{1}{x}$. Then $E_{a}\left(\mathbb{F}_{q}\right)$ has a point of order 8 if and only if $\operatorname{Tr}(a)=0$.

Corollary 3.6. If $t_{\min } \equiv 1(\bmod 8)$, then $d_{2}\left(M(q)^{\perp}\right)=3 d_{1}\left(M(q)^{\perp}\right) / 2$.
Proof. The condition $t_{\min } \equiv 1(\bmod 8)$ implies that the abelian group $E_{a}\left(\mathbb{F}_{q}\right)$ on the elliptic curve involved has a subgroup of order 8. Then it follows that $E_{a}\left(\mathbb{F}_{q}\right)$ has a point of order 8 since $E_{a}\left(\mathbb{F}_{q}\right)$ has only one point of order 2 (see [S, Prop. 3.4]). We find our result if we combine Theorem 3.5 with Corollary 3.4.

Example 3.7. For $m=11$ the code $M(q)^{\perp}$ is a $(n=2047, k=22)$-code. From Theorem 2.1 we infer that $t_{\min }=-87 \equiv 1(\bmod 8)$. Hence $d_{1}\left(M(2047)^{\perp}\right)=(2047-$ 87) $/ 2=980$ and $d_{2}\left(M(2047)^{\perp}\right)=1470$.

Remark 3.8. In the case where $m$ is odd, there exist dual Melas codes that do not have the property $d_{2}=(3 / 2) d_{1}$. Namely, for $m=5$ we find $t_{\min }=-11$ and $\tilde{h}\left(t_{\min }^{2}-4 q\right)=\tilde{h}(-7)=1$. This implies that $c(1,1)$ has minimum weight and the set of minimum weight words is given by $\left\{c\left(\beta, \beta^{-1}\right): \beta \in \mathbb{F}_{q}^{*}\right\}$. Then we conclude that there is no two-dimensional subcode of $M(32)^{\perp}$ containing three minimal words. In fact, $d_{1}\left(M(32)^{\perp}\right)=10$ and $d_{2}\left(M(32)^{\perp}\right)=16$.

Note that $m=5$ is the only odd $m$ for which $\tilde{h}\left(t_{\min }^{2}-4 q\right)=1$.
Finally, we derive a simple upper bound for $d_{2}\left(M(q)^{\perp}\right)$.
Theorem 3.9. For odd $m \geq 7$, the second generalized Hamming weight satisfies the inequality

$$
d_{2}\left(M(q)^{\perp}\right) \leq\left(3 q-2+2 t_{\min }\right) / 4
$$

Proof. Take a word $c(a, 1)$ of minimum weight. Since $m \geq 7$ we may assume that $a \neq 1$. Then $c(a, 1)$ and $c\left(a^{2}, 1\right)$ generate a two-dimensional subcode that contains two
words of weight $\left(q-1+t_{\text {min }}\right) / 2$ and one word of weight $q / 2$. Using (2), the upper bound easily follows.
4. Determination of $d_{2}(M(q))$ and $d_{3}(M(q))$. In this section we label the coordinate places of a word in $M(q)$ by the elements of $\mathbb{F}_{q}^{*}$ in the same order as in the first row of the parity check matrix $H$ for $M(q)$ given in $\S 2$.

First we consider the difficult case, i.e., the case where $m$ is odd, $m \geq 5$. Fix two different coordinate places $t_{1}, t_{2}$. From (2) we see that the words of weight 5 in $M(q)$ that have ones in the places $t_{1}, t_{2}$ play an important role in the determination of generalized Hamming weights. If we look at the parity check matrix $H$ it follows that these words are closely related to the solutions $\left(x_{1}, x_{2}, x_{3}\right) \in\left(\mathbb{F}_{q}^{*}\right)^{3}$ of the system of equations

$$
\begin{gather*}
x_{1}+x_{2}+x_{3}=t_{1}+t_{2}, \\
\frac{1}{x_{1}}+\frac{1}{x_{2}}+\frac{1}{x_{3}}=\frac{1}{t_{1}}+\frac{1}{t_{2}} . \tag{5}
\end{gather*}
$$

Theorem 4.1. For $q=2^{m}$ with odd $m \geq 5$, the number $N_{3}\left(t_{1}, t_{2}\right)$ of solutions of (5) is at least $q-5-2 \sqrt{q}$.

Proof. We replace (5) by

$$
\begin{align*}
x_{1}+x_{2}+x_{3} & =x_{4} \\
\frac{1}{x_{1}}+\frac{1}{x_{2}}+\frac{1}{x_{3}} & =\frac{A}{x_{4}}, \tag{6}
\end{align*}
$$

where $A=\left(t_{1}+t_{2}\right)^{2} / t_{1} t_{2}$. Substituting the expression for $x_{4}$ in the second equation we obtain

$$
\left(x_{1}+x_{2}+x_{3}\right)\left(x_{1} x_{2}+x_{1} x_{3}+x_{2} x_{3}\right)=A x_{1} x_{2} x_{3} .
$$

This equation represents a plane projective curve $C_{A}$. For odd $m$ we have $A \neq 1$, which implies that $C_{A}$ is nonsingular. Furthermore, $C_{A}$ has genus 1 and an $\mathbb{F}_{q}$-rational point; so $C_{A}$ is an elliptic curve over $\mathbb{F}_{q}$. The Riemann hypothesis for elliptic curves over finite fields, proved by Hasse in 1933 , yields that the number $\# C_{A}\left(\mathbb{F}_{q}\right)$ of $\mathbb{F}_{q}$-rational points on $C_{A}$ satisfies

$$
\# C_{A}\left(\mathbb{F}_{q}\right) \geq q+1-2 \sqrt{q}
$$

Now the projective points $\left(x_{1}: x_{2}: x_{3}\right)=(1: 0: 0),(0: 1: 0),(0: 0: 1),(1: 1:$ $0),(1: 0: 1),(0: 1: 1)$ do not induce solutions of (6) and we conclude that (6) has at least $q-5-2 \sqrt{q}$ solutions for fixed $x_{4} \in \mathbb{F}_{q}^{*}$. Replacing $x_{4}$ by $t_{1}+t_{2}$ we obtain at least $q-5-2 \sqrt{q}$ solutions of (5).

If we denote the number of words in $M(q)$ of weight 5 with ones in the positions $t_{1}$ and $t_{2}$ by $A_{5}\left(t_{1}, t_{2}\right)$, we have the following corollary.

Corollary 4.2. The number of words $A_{5}\left(t_{1}, t_{2}\right)$ satisfies

$$
A_{5}\left(t_{1}, t_{2}\right) \geq(q-5-2 \sqrt{q}) / 6
$$

Proof. We verify that the solutions $\left(x_{1}, x_{2}, x_{3}\right)$ of (5) satisfy $x_{i} \in \mathbb{F}_{q}^{*}-\left\{t_{1}, t_{2}\right\}$ for $i=1,2,3$. Keeping in mind that the symmetric groups $S_{3}$ acts on the solutions of (5), Theorem 4.1 implies the inequality for $A_{5}\left(t_{1}, t_{2}\right)$.

This corollary leads to the following theorem.

Theorem 4.3. For the Melas codes $M(q)$ of length $n=q-1$, where $q=2^{m}$ with $m \geq 4$, we have for even $m$,
(i) $d_{2}(M(q))=6$,
(ii) $d_{3}(M(q))=9$;
while for odd $m$,
(iii) $d_{2}(M(q))=8$,
(iv) $d_{3}(M(q))=10$.

Proof. (i) and (ii). For $m$ even, $m \geq 4$, the code $M(q)$ has ( $q-1$ )/3 words of weight 3 (see [SV]), namely, the shifts of the word that has ones in the positions corresponding to $1, \alpha^{(q-1) / 3}, \alpha^{2(q-1) / 3}$. First we conclude that $d_{2}(M(q))=6$. For a three-dimensional subcode $\mathcal{D} \subset M(q)$ with a basis of words of weight 3 we have $\# S(\mathcal{D})=9$. Since $M(q)$ has no words of weight 4 (see [SV]), we find that $\# S(\mathcal{D}) \geq 9$ for three-dimensional subcodes $\mathcal{D}$ that have no basis consisting of words of weight 3 . Hence $d_{3}(M(q))=9$.
(iii) Since $M(q)$ has minimum distance 5, the expression (2) for $d_{r}(\mathcal{C})$ implies that $d_{2}(M(q)) \geq 8$. From the inequality in Corollary 4.2 we immediately see that $A_{5}\left(t_{1}, t_{2}\right) \geq 2$. Two words of weight 5 with ones in the positions $t_{1}$ and $t_{2}$ generate a two-dimensional subcode $\mathcal{D}$ with $S(\mathcal{D})=8$, which proves $d_{2}(M(q))=8$.
(iv) From (2) we derive $d_{3}(M(q)) \geq 10$. Let $P\left(t_{1}, t_{2}\right)$ be the set of words of weight 5 in $M(q)$ with ones in two fixed positions $t_{1}$ and $t_{2}$. Then it follows from Corollary 4.2 that the support $S\left(P\left(t_{1}, t_{2}\right)\right)$ of $P\left(t_{1}, t_{2}\right)$ satisfies

$$
\# S\left(P\left(t_{1}, t_{2}\right)\right) \geq 3\left(\frac{q-5-2 \sqrt{q}}{6}\right)+2
$$

Take a word $\omega$ in $P\left(t_{1}, t_{2}\right)$ with support $t_{1}, t_{2}, \omega_{1}, \omega_{2}, \omega_{3}$ and consider words $\neq \omega$ in $P\left(t_{1}, \omega_{1}\right)$. If the support of this set is not disjoint from $S\left(P\left(t_{1}, t_{2}\right)\right)$, we have three words (namely two words, including $\omega$, in $P\left(t_{1}, t_{2}\right)$ and a word $\neq \omega$ in $P\left(t_{1}, \omega_{1}\right)$ ) that generate a three-dimensional subcode of $M(q)$ that occupies 10 positions, thereby proving $d_{3}(M(q))=10$. If the supports of our second set and $P\left(t_{1}, t_{2}\right)$ are disjoint, we carry on by considering sets of words $P\left(t_{i}, \omega_{j}\right)-\{\omega\}$ for $i \in\{1,2\}$ and $j \in\{1,2,3\}$. If all the supports of these sets are disjoint, we use at least

$$
3\left(\frac{q-5-2 \sqrt{q}}{6}\right)+2+6 \cdot 3 \cdot\left(\frac{q-11-2 \sqrt{q}}{6}\right)=(7 q-67-14 \sqrt{q}) / 2
$$

positions. Since we have only $q-1$ positions available, we get a contradiction. Hence there is a nonempty intersection, which provides us with three words, including $\omega$, that generate a three-dimensional subcode of $M(q)$ of support size 10 . This proves $d_{3}(M(q))=10$.

For the even weight subcodes of Melas codes of length $q=2^{m}$ with $m$ odd, $m \geq 5$, it can be proved along the same lines that $d_{2}=9$ and $d_{3}=11$.
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#### Abstract

A diagram $D$ is a graph that is of finite volume with respect to a measure (weights) on the vertices and edges. The author gives the basic definitions for a diagram, and defines the cases where it is an expander. Let $\Delta$ be the Laplacian on $L_{2}(D)$, and let $\lambda$ be the infimum of its spectrum on the subspace of functions that are orthogonal to the constant function. The strong connection between $\lambda$ being large and $D$ being a good expander is shown. For a $k$-regular infinite diagram, the largest possible $\lambda$ is $k-2 \sqrt{k-1}$, and when this is achieved, it is called a Ramanujan diagram. Using representation theory of $P G L_{2}$, many infinite families of infinite Ramanujan diagrams are explicitly constructed.
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1. Introduction. An $(n, d)$-expander is a graph $\Gamma=(V, E)$ with $n$ vertices, such that for any set $S \subseteq V$ with $|S| \leq n / 2$, the set of neighbors of $S, \Gamma(S)=$ $\{v \in V \mid(v, u) \in E$ for some $u \in S\}$, satisfies

$$
|\Gamma(S) \backslash S| \geq d(1-|S| / n)|S| .
$$

Expanders have a wide area of interest, and are particularly useful in theoretical computer science when proving lower bounds, asymptotically optimal algorithms, and construction of communication networks. They were first introduced by Pinsker [Pin], Pippenger [Pip], and Margulis [Ma1]. Later, Gaber and Galil [GG] and Margulis [Ma1] gave explicit constructions for families of $k$ regular $(n, d)$-expanders with fixed $k, d$, and $n \rightarrow \infty$. Although Pinsker [Pin] showed that much better families exist, for a long time no one knew how to build them explicitly (even though many applications require an explicit construction) until the Ramanujan graphs were built by Lubotzky, Phillips, and Sarnak [LPS], and Margulis [Ma2], independent of one another. Ramanujan graphs are the best possible families in terms of eigenvalues, which are a measure of expansion, but better families of expander graphs may exist, for example, random graphs.

Let $\Gamma$ be a finite $k$-regular connected graph with $n$ vertices, and let $A$ be its adjacency matrix. Let $\lambda(\Gamma)$ be the second smallest eigenvalue of $k I-A$. The following theorems have been proved.

Theorem A [AM], [Ta]. $\Gamma$ is an $(n, 4 \lambda /(2 \lambda+k))$-expander.
Theorem $\mathrm{B}\left[\mathrm{Al}\right.$ ]. If $\Gamma$ is a $k$-regular ( $n, d$ )-expander, then $\lambda(\Gamma) \geq d^{2} / 4 k$.
Hence, to look for a good expander is approximately equivalent to looking for a large $\lambda$, but for this there is a limit.

Theorem C [Al]. Let $\left\{\Gamma_{i}=\left(V_{i}, E_{i}\right)\right\}_{i=1}^{\infty}$ be an infinite family of $k$-regular graphs. If $\lim _{i \rightarrow \infty}\left|V_{i}\right|=\infty$, then $\lim \sup _{i \rightarrow \infty} \lambda\left(\Gamma_{i}\right) \leq k-2 \sqrt{k-1}$.

In [LPS], for every prime $p \neq 2$, many families of $k=p+1$ regular graphs with $\lambda \geq k-2 \sqrt{k-1}$ are explicitly constructed. This is achieved by using the Ramanujan

[^62]conjecture (proved by Deligne [De]). These graphs are therefore called Ramanujan graphs. The technique is to divide the tree of $P G L_{2}\left(Q_{p}\right)$ (on which $P G L_{2}\left(Q_{p}\right)$ acts as a group of automorphisms) by a co-compact lattice that acts freely. To obtain $q+1$ regular Ramanujan graphs for $q$, a prime power, it is reasonable to replace $Q_{p}$ by a suitable completion $k$ of the function field $\mathbb{F}_{q}(x)$ over the field with $q$ elements, see [Mo2]. Then $P G L_{2}(k)$ contains lattices that are not co-compact and act on the tree with "large" stabilizers (i.e., no finite index sub-lattice acts freely). The quotient is then more complicated. It is an infinite graph of finite volume by weights attached to vertices and edges (i.e., the lattice measure), and we call it a diagram. While interesting themselves, more surprising is the fact that in some, the regular part (where all weights are 1, i.e., a usual graph) contains graphs of great interest (as shown in [Mo1]).

Many questions arise. What is an expanding diagram? What is the analogue of $\lambda$, and how does it relate to expansion? What is the best possible expansion? Can one reach it? In §2, we give the definitions and see that the analogue of $\lambda$ (which is also called $\lambda$ ) satisfies Theorem A. Yet only a weaker version of Theorem B is proved: $\lambda \geq d^{\prime 2} / 4 k$, where $d^{\prime}$ expresses the expansion of the best family of finite sub-diagrams of $D$ that grows up to $D$. We leave open a few questions concerning the best possible expansion.

We then prove a stronger version of Theorem C: Even for a single $k$-regular infinite diagram, $\lambda \leq k-2 \sqrt{k-1}$. The same holds true for limsup $\lambda$ in a family of finite diagrams where the number of vertices (and particularly where the volume) approaches infinity. The best diagrams, where $\lambda=k-2 \sqrt{k-1}$, are called Ramanujan diagrams. Finally, in $\S 3$, using representation theory of $P G L_{2}$, we explicitly construct many families of infinite, $q+1$-regular Ramanujan diagrams for every prime power $q$, and sketch the proof that these are Ramanujan diagrams.

## 2. The Laplacian of a diagram.

Definition 2.1. A diagram is a triple $D=(V, E, w)$, where $\Gamma=(V, E)$ is an undirected graph, $|V| \leq \aleph_{0}, w: V \cup E \rightarrow(0,1]$ is the weight function, and for any $e=(u, v) \in E, w(e) \geq w(u), w(v)$. For $S \subseteq V, \mu(S)=\sum_{u \in S} w(u)$ is the measure on $D$, and we assume that $\mu(V)<\infty$ (we also write $\mu(D)$ for $\mu(V)$ ). $D$ is called infinite if $|V|=\aleph_{0}$. Call $\theta(u, v)=w(e) / w(u)$ the entering degree of $e=(u, v)$ to $u$, and for a vertex $u$, in-degree $(u)=\sum_{(u, v) \in E} \theta(u, v) . D$ is called $k$-regular if, for every $u \in V$, in-degree $(u)=k$.

On the functions on $D$, an inner product is defined by

$$
\langle f, g\rangle=\int_{D} f \cdot \bar{g} d \mu=\sum_{v \in V} f(v) \overline{g(v)} w(v)
$$

Then $\|f\|$ and $L_{2}(D)$ are defined as usual. Define $\Delta$, the Laplacian on $L_{2}(D)$, by

$$
\begin{align*}
\Delta(f)(u) & =\operatorname{in} \text {-degree }(u) \cdot f(u)-\sum_{(u, v) \in E} \theta(u, v) \cdot f(v) \\
& =\sum_{(u, v) \in E} \theta(u, v)(f(u)-f(v)) . \tag{1}
\end{align*}
$$

Using the Cauchy-Schwartz inequality, it is easy to see that if, for every $u \in V$, in-degree $(u) \leq k$, then $\Delta: L_{2}(D) \rightarrow L_{2}(D)$ is bounded and $\|\Delta\| \leq 2 k$.

Lemma 2.2. $\Delta$ is Hermitian.

Proof.

$$
\begin{aligned}
\langle\Delta f, g\rangle & =\sum_{u \in V} \Delta f(u) \overline{g(u)} w(u)=\sum_{u \in V} \sum_{(u, v) \in E} \theta(u, v)(f(u)-f(v)) \overline{g(u)} w(u) \\
& =\sum_{e=(u, v)}[f(u) \overline{g(u)}-f(v) \overline{g(u)}-f(u) \overline{g(v)}+f(v) \overline{g(u)}] w(e) \\
& =\sum_{u \in V} \sum_{(u, v) \in E} \theta(u, v)[\overline{g(u)-g(v)}] f(u) w(u) \\
& =\sum_{u \in V} \overline{\Delta g(u)} f(u) w(u)=\langle f, \Delta g\rangle .
\end{aligned}
$$

For a $k$-regular connected diagram $D$, the constant function $1_{V}$ is an eigenvector for the eigenvalue 0 . Look at the following orthogonal complement of $1_{V}$ :

$$
L_{2}^{0}(D)=\left\{f \in L_{2}(D) \mid \sum_{v \in V} f(v) w(v)=0\right\}
$$

Because $\Delta$ is Hermitian, $L_{2}^{0}(D)$ is invariant under $\Delta$ and

$$
\lambda(D)=\inf \left\{\langle\Delta f, f\rangle \mid f \in L_{2}^{0}(D),\|f\|=1\right\}=\inf \operatorname{spec}\left(\Delta \mid L_{2}^{0}(D)\right)
$$

Definition 2.3. $A$-regular diagram $D$ is called $a\left(\mu_{0}, d\right)$-expander if $\mu(V)=$ $\mu_{0}$ and, for any $S \subseteq V$ with $\mu(S) \leq \mu_{0} / 2$, the set of neighbors of $S, \Gamma(S)$ satisfies $\mu(\Gamma(S) \backslash S) \geq d\left(1-\mu(S) / \mu_{0}\right) \mu(S)$. Let $d(D)=\sup \left\{d \mid D\right.$ is an $\left(\mu_{0}, d\right)$-expander $\}$.

Following Alon [Al], we prove the analog of Theorem A, as follows.
Theorem 2.4. A connected $k$-regular diagram with $\mu(V)=\mu_{0}$ is a $\left(\mu_{0}, 4 \lambda /\right.$ $(2 \lambda+k))$-expander.

Proof. For $S \subseteq V$, let $\bar{S}=V \backslash(S \cup \Gamma(S))$. Define the function $g \in L_{2}(D)$,

$$
g(v)= \begin{cases}1 / \mu(S) & v \in S \\ -1 / \mu(\bar{S}) & v \in \bar{S} \\ \frac{1}{2}(1 / \mu(S)-1 / \mu(\bar{S})) & v \in \Gamma(S) \backslash S\end{cases}
$$

Let $\sigma=\sum_{v \in V} g(v) w(v) / \mu_{0}$, and let $f(v)=g(v)-\sigma$. Then

$$
\sum_{v \in V} f(v) w(v)=\sum_{v \in V} g(v) w(v)-\sigma \sum_{v \in V} w(v)=0 .
$$

So, $f \in L_{2}^{0}(D)$, and hence $\langle\Delta f, f\rangle \geq \lambda\|f\|^{2}$. Therefore,

$$
\begin{aligned}
\lambda\left(\frac{1}{\mu(S)}+\frac{1}{\mu(\bar{S})}\right) \leq & \lambda\left[\left(\frac{1}{\mu(S)}-\sigma\right)^{2} \mu(S)+\left(\frac{1}{\mu(\bar{S})}+\sigma\right)^{2} \mu(\bar{S})\right] \\
= & \lambda \sum_{v \in S \cup \bar{S}} f^{2}(v) w(v) \leq \lambda\|f\|^{2} \leq\langle\Delta f, f\rangle \\
= & \sum_{e=(u, v) \in E}(f(u)-f(v))^{2} w(v) \\
& \leq \sum_{e \in E(S, \Gamma(S) \backslash S)}(f(u)-f(v))^{2} w(v) \\
& +\sum_{e \in E(\Gamma(S) \backslash S, \bar{S})}(f(u)-f(v))^{2} w(v) \\
\leq & \frac{1}{4}\left(\frac{1}{\mu(S)}+\frac{1}{\mu(\bar{S})}\right)^{2} \cdot k \mu(\Gamma(S) \backslash S) \\
& \leq \frac{1}{4}\left(\frac{1}{\mu(S)}+\frac{1}{\mu(\bar{S})}\right) \cdot \frac{k \mu(\Gamma(S) \backslash S) \mu_{0}}{\mu(S) \mu(\bar{S})} .
\end{aligned}
$$

Hence,

$$
\mu(\Gamma(S) \backslash S) \geq \frac{4 \lambda}{k \mu_{0}} \mu(\bar{S}) \mu(S)=\frac{4 \lambda}{k}\left(\frac{\mu_{0}-\mu(S)}{\mu_{0}}-\frac{\mu(\Gamma(S) \backslash S)}{\mu_{0}}\right) \mu(S)
$$

Thus,

$$
\left(1+\frac{4 \lambda}{k \mu_{0}} \mu(S)\right) \mu(\Gamma(S) \backslash S) \geq \frac{4 \lambda}{k}\left(1-\frac{\mu(S)}{\mu_{0}}\right) \mu(S),
$$

and

$$
\mu(\Gamma(S) \backslash S) \geq \frac{4 \lambda}{4 \lambda \frac{\mu(S)}{\mu_{0}}+k}\left(1-\frac{\mu(S)}{\mu_{0}}\right) \mu(S) \geq \frac{4 \lambda}{2 \lambda+k}\left(1-\frac{\mu(S)}{\mu_{0}}\right) \mu(S)
$$

Definition 2.5. Let $D$ be a connected $k$-regular infinite diagram. A family $\mathcal{F}=$ $\left\{f_{i}\right\}_{i=1}^{\infty}$ of finite sub-diagrams (which certainly are not $k$ regular) of $D$ is essential in $D$ if $\lim _{i \rightarrow \infty} \mu\left(f_{i}\right)=\mu(D)$. Let

$$
d(\mathcal{F})=\inf \{d \mid \forall f \in \mathcal{F}, \quad f \text { is } a(\mu(f), d) \text {-expander }\}
$$

and

$$
d^{\text {ess }}(D)=\sup \{d(\mathcal{F}) \mid \mathcal{F} \text { is essential in } D\}
$$

Theorem 2.6. If $D$ is $k$ regular, then $\lambda(D) \geq d^{\operatorname{ess}}(D)^{2} / 4 k$.
Of course $d^{\text {ess }}(D) \leq d(D)$, but they are equal for all diagrams that we can imagine, especially for those in $\S 3$.

Question 2.7.
(a) Is $d(D)$ equal to $d^{\text {ess }}(D)$ ? If not,
(b) is the last theorem true with $d(D)$, instead of $d^{\text {ess }}(D)$ ? If not,
(c) can we find an example where $D$ is a good expander, $d(D) \gg d^{\text {ess }}(D)$, and $\lambda(D)$ is "small"?

If the answer to (a) and (b) is "no," then (c) seems to be a very hard task to accomplish, because the only known way to prove expansion is by showing that $\lambda$ is large (or by statements implying it).

Proof of Theorem 2.6. $\lambda(D)=\inf \left\{\langle\Delta t, t\rangle \mid t \in L_{2}^{0}(D),\|t\|=1\right\}$. Let $\varepsilon>0$, and let $t \in L_{2}^{0}(D)$ be such that, $|\lambda-\langle\Delta t, t\rangle|<\varepsilon$ and $\|t\|=1$. Let $\mathcal{F}$ be an essential family in $D$ with $\left|d(\mathcal{F})-d^{\text {ess }}(D)\right|<\varepsilon$, and hence every $M \in \mathcal{F}$ is a ( $\mu(M), d^{\text {ess }}-\varepsilon$ ) expander. Let $M^{\prime} \in \mathcal{F}$ be such that

$$
\begin{equation*}
\sum_{v \in D \backslash M^{\prime}}|t(v)|^{2} w(v)<\varepsilon, \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\sum_{v \in D \backslash M^{\prime}} \Delta t(v) \cdot \overline{t(v)} \cdot w(v)\right|<\varepsilon \tag{3}
\end{equation*}
$$

Let $v_{0} \in \Gamma\left(M^{\prime}\right) \backslash M^{\prime}$, and let $M \in \mathcal{F}$ be such that $M^{\prime} \cup \Gamma\left(M^{\prime}\right) \subseteq M$ and

$$
\begin{equation*}
|\sigma| \stackrel{\text { def }}{=}\left|\sum_{v \in D \backslash M} \frac{t(v) w(v)}{w\left(v_{0}\right)}\right| \leq \frac{\varepsilon}{1+\left|t\left(v_{0}\right)\right|+\sum_{\left(u, v_{0}\right) \in E}|t(u)|} \tag{4}
\end{equation*}
$$

(It is obvious that (2) and (3) are still true for $M$.) The Laplacian of $M, \Delta_{M}$, is defined as in (1) (here, in-degree $(u)=\sum_{(u, v) \in E(M)} \theta(u, v)$ ). Again, 0 is an eigenvalue of multiplicity one, and $\lambda(M)=\inf \left\{\left\langle\Delta_{M} f, f\right\rangle \mid f \in L_{2}^{0}(M),\|f\|=1\right\}$. Define $\tilde{t} \in L_{2}^{0}(M)$ by

$$
\tilde{t}(v)= \begin{cases}t(v) & v \neq v_{0} \\ t\left(v_{0}\right)+\sum_{v \in D \backslash M} \frac{t(v) w(v)}{w\left(v_{0}\right)} & v=v_{0}\end{cases}
$$

By (2) and (4),

$$
\begin{aligned}
\left(1-\|\tilde{t}\|^{2}\right) & =\left(\|t\|^{2}-\|\tilde{t}\|^{2}\right) \\
& \leq\left|\sum_{v \in D \backslash M} t(v) w(v)\right|+2\left|t\left(v_{0}\right)\right||\sigma| w\left(v_{0}\right)+\sigma^{2} w\left(v_{0}\right) \\
& \leq \varepsilon+2 \varepsilon+\varepsilon^{2} \leq 4 \varepsilon .
\end{aligned}
$$

Furthermore, since $\left\|\Delta_{M}\right\| \leq 2 k$,

$$
\begin{equation*}
\left|\left\langle\Delta_{M} \tilde{t}, \tilde{t}\right\rangle-\frac{\left\langle\Delta_{M} \tilde{t}, \tilde{t}\right\rangle}{\|\tilde{t}\|^{2}}\right| \leq\left|1-\|\tilde{t}\|^{2}\right| \frac{\left\langle\Delta_{M} \tilde{t}, \tilde{t}\right\rangle}{\|\tilde{t}\|^{2}} \leq 8 k \varepsilon . \tag{5}
\end{equation*}
$$

Using (2) and (3), we also have that
(6)

$$
\begin{aligned}
& \left|\left\langle\Delta_{M} \tilde{t}, \tilde{t}\right\rangle-\langle\Delta t, t\rangle\right| \leq\left|\sum_{v \in D \backslash M} \Delta t(v) \overline{t(v)} w(v)\right| \\
& \quad+\sum_{v \in M \backslash M^{\prime}(u, v) \in E, u \notin M} \theta(v, u)|(t(v)-t(u)) \overline{t(v)}| w(v) \\
& \quad+\left|\sum_{\left(u, v_{0}\right) \in E, u \in M} \theta\left(v_{0}, u\right)\left[\left(t\left(v_{0}\right)+\sigma-t(u)\right)\left(\overline{t\left(v_{0}\right)+\sigma}\right)-\left(t\left(v_{0}\right)-t(u)\right) \overline{t\left(v_{0}\right)}\right] w\left(v_{0}\right)\right| \\
& \quad+\left|\sum_{\left(u, v_{0}\right) \in E, u \in M} \theta\left(u, v_{0}\right)\left[\left(t(u)-t\left(v_{0}\right)-\sigma\right) \overline{t(u)}-\left(t(u)-t\left(v_{0}\right)\right) \overline{t(u)}\right] w(u)\right| \\
& \leq \varepsilon+2 k \varepsilon+4 k \varepsilon+k \varepsilon \leq 8 k \varepsilon .
\end{aligned}
$$

From (5) and (6) we have that

$$
\begin{equation*}
\lambda=\lambda(D) \geq\langle\Delta t, t\rangle-\varepsilon \geq \frac{\left\langle\Delta_{M} \tilde{t}, \tilde{t}\right\rangle}{\|\tilde{t}\|^{2}}-17 k \varepsilon \geq \lambda(M)-17 k \varepsilon \tag{7}
\end{equation*}
$$

Following an idea of Dodziuk [Do], we now estimate $\lambda(M)$. Let $f \in L_{2}^{0}(M)$ be an eigenfunction for $\lambda(M)$ with $\|f\|=1$. Since $\Delta_{M}$ is Hermitian, we may assume that $f$ is real. Let $M^{+}=\{v \in M \mid f(v)>0\}$, and

$$
g(v)= \begin{cases}f(v) & v \in M^{+} \\ 0 & \text { otherwise } .\end{cases}
$$

Since $f$ can be replaced by $(-f)$, we may assume that $\mu\left(M^{+}\right) \leq \mu(M) / 2$. Let us agree that when we write $\sum_{e=(u, v) \in E}$, we sum once for each edge (the direction is of no consequence), but $\sum_{v} \sum_{e=(v, u) \in E}$ implies that we sum each edge twice, once for each direction.

Observe that

$$
\begin{aligned}
& \sum_{e=(u, v) \in E(M)} w(e)[g(v)-g(u)]^{2} \\
= & \sum_{v \in M} \sum_{e=(v, u) \in E(M)} w(e)[g(v)-g(u)] g(v) \\
= & \sum_{v \in M} \sum_{e=(v, u) \in E(M)} \theta(v, u)[g(v)-g(u)] g(v) w(v)=\langle\Delta g, g\rangle
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{v \in M^{+}} \sum_{(v, u) \in E(M)} \theta(v, u)[f(v)-g(u)] f(v) w(v)  \tag{8}\\
& \leq \sum_{v \in M^{+}} \sum_{(v, u) \in E(M)} \theta(v, u)[f(v)-f(u)] f(v) w(v) \\
& =\sum_{v \in M^{+}} \Delta f(v) \cdot f(v) w(v)=\lambda(M) \sum_{v \in M^{+}}|f(v)|^{2} w(v)=\lambda(M)\|g\|^{2} .
\end{align*}
$$

The main idea behind obtaining the inequality above is that

$$
\sum_{v \in M^{+}} \sum_{(u, v) \in E(M), u \notin M^{+}} \theta(v, u) f(u) f(v) w(v) \leq 0 .
$$

Consider now the sum

$$
\sum=\sum_{e=(u, v) \in E(M)}\left|g^{2}(u)-g^{2}(v)\right| w(e) .
$$

Using the Cauchy-Schwartz inequality and (8), we have that

$$
\begin{align*}
\sum & =\sum_{e=(u, v) \in E(M)}(g(u)-g(v))(g(u)+g(v)) w(e)  \tag{9}\\
& \leq\left[\sum_{e=(u, v) \in E(M)}(g(u)-g(v))^{2} w(e)\right]^{1 / 2}\left[\sum_{e=(u, v) \in E(M)}(g(u)-g(v))^{2} w(e)\right]^{1 / 2} \\
& \leq \lambda^{1 / 2}(M)\|g\|\left[\sum_{e=(u, v) \in E(M)}\left(g^{2}(u)+g^{2}(v)\right) w(e)\right]^{1 / 2} \\
& =\lambda^{1 / 2}(M)\|g\|\left[\sum_{v \in M} g^{2}(v) \sum_{e=(v, u) \in E(M)} \theta(v, u) w(v)\right]^{1 / 2} \\
& =\lambda^{1 / 2}(M)\|g\| k^{1 / 2}\|g\|=(k \lambda(M))^{1 / 2}\|g\|^{2} .
\end{align*}
$$

From the other side, let $0=s_{r}<\cdots<s_{1}$ be all the different values of $g^{2}$, and let $L_{i}=\left\{v \in M \mid g^{2}(v) \geq s_{i}\right\} . M=L_{r} \supset L_{r-1}=M^{+} \supset \cdots \supset L_{1}$. It is easy to see that

$$
\begin{aligned}
\sum & =\sum_{i=1}^{r} \sum_{\substack{v \in M \\
g^{2}(v)=s_{i}}} \sum_{j>i} \sum_{\substack{e=(v, u) \in E(M) \\
g^{2}(u)=s_{j}}} \sum_{k=i}^{j-1}\left(s_{k}-s_{k+1}\right) w(e) \\
& =\sum_{i=1}^{r-1}\left(s_{i}-s_{i+1}\right) \sum_{\substack{e=(v, u), v \in L_{i}, u \notin L_{i}}} w(e) \\
& \geq \sum_{i=1}^{r-1}\left(s_{i}-s_{i+1}\right) \sum_{e=(v, u), v \in L_{i}, u \notin L_{i}} w(u) \geq \sum_{i=1}^{r-1}\left(s_{i}-s_{i+1}\right) \mu\left(\Gamma\left(L_{i}\right) \backslash L_{i}\right) .
\end{aligned}
$$

Recall that $M$ is a $\left(\mu(M), d^{\text {ess }}(D)-\varepsilon\right)$ expander, and that for $i \leq r-1, L_{i} \subseteq M^{+}$. Hence $\mu\left(L_{i}\right) \leq \frac{1}{2} \mu(M)$. We obtain that

$$
\begin{align*}
\sum & \geq \sum_{i=1}^{r-1}\left(s_{i}-s_{i+1}\right)\left(d^{\mathrm{ess}}-\varepsilon\right) \frac{1}{2} \mu\left(L_{i}\right) \\
& =\frac{\left(d^{\mathrm{ess}}(D)-\varepsilon\right)}{2}\left[s_{1} \mu\left(L_{i}\right)+\sum_{i=2}^{r-1} s_{1}\left(\mu\left(L_{i}\right)-\mu\left(L_{i-1}\right)\right)\right]  \tag{10}\\
& =\frac{\left(d_{\mathrm{ess}}(D)-\varepsilon\right)}{2}\|g\|^{2} .
\end{align*}
$$

Putting together (9) and (10), we have that

$$
\begin{equation*}
\lambda(M) \geq \frac{\left(d^{\mathrm{ess}}(D)-\varepsilon\right)^{2}}{4 k} \tag{11}
\end{equation*}
$$

This, together with (7), gives that for any $\varepsilon>0, \lambda(D) \geq\left(\left(d^{\operatorname{ess}}(D)-\varepsilon\right)^{2} / 4 k\right)-17 \varepsilon$, and hence $\lambda(D) \geq\left(d^{\text {ess }}\right)^{2} / 4 k$.

Although we cannot say what is the best possible expansion, we can say what is the best possible $\lambda$.

Theorem 2.8. (a) For a $k$-regular infinite diagram $D, \lambda(D) \leq k-2 \sqrt{k-1}$. (b) For a family $\left\{D_{i}=\left(V_{i}, E_{i}, w_{i}\right)\right\}_{i=1}^{\infty}$ of finite $k$-regular diagrams subject to $\left|V_{i}\right| \rightarrow \infty$ (and especially if $\mu\left(V_{i}\right) \rightarrow \infty$ ), limsup ${ }_{i \rightarrow \infty} \lambda\left(D_{i}\right) \leq k-2 \sqrt{k-1}$.

Proof. We simply modify the proof of Alon and Boppana (see [Al]) to suit the case of diagrams. Let $n \in \mathbb{N}$, and assume that $\left(u_{1}, v_{1}\right)$ and ( $u_{2}, v_{2}$ ) are two edges of $D$ of distance greater than $2 n+2$. Let

$$
\begin{gathered}
V_{0}^{(1)}=\left\{u_{1}, v_{1}\right\} \\
V_{i}^{(1)}=\left\{v \in V \mid \operatorname{distance}\left(v, V_{0}^{(1)}\right)=i\right\} \quad i=1,2,3, \ldots,
\end{gathered}
$$

and

$$
V_{0}^{(2)}, V_{1}^{(2)}, \ldots
$$

are defined similarly. Define a function $f: V \rightarrow \mathbb{R}$ as follows:

$$
f(v)= \begin{cases}a_{1}(k-1)^{-i / 2} & v \in V_{i}^{(1)} \text { and } i \leq n \\ a_{2}(k-1)^{-i / 2} & v \in V_{i}^{(2)} \text { and } i \leq n, \\ 0 & \text { otherwise }\end{cases}
$$

where $a_{1}, a_{2}$ are chosen so that $f \in L_{2}^{0}(D)$. Clearly, $\|f\|^{2}=A_{1}+A_{2}$, where $A_{j}=$ $a_{j}^{2} \sum_{i=0}^{n} \mu\left(V_{i}^{(j)}\right)(k-1)^{-i}, j=1,2$. From the other side, let $E\left(V_{i}^{(j)}, V_{i+1}^{(j)}\right)=\{e=$ $\left.(u, v) \mid u \in V_{i}^{(j)}, v \in V_{i+1}^{(j)}\right\}$. Then

$$
\langle\Delta f, f\rangle=\sum_{e=(u, v) \in E} w(e)[f(u)-f(v)]^{2}=B_{1}+B_{2}
$$

where

$$
\begin{aligned}
B_{j}= & a_{j}^{2} \sum_{i=0}^{n-1} \mu\left(E\left(V_{i}^{(j)}, V_{i+1}^{(j)}\right)\right)\left(\frac{1}{(k-1)^{i / 2}}-\frac{1}{(k-1)^{(i+1) / 2}}\right)^{2} \\
& +\mu\left(E\left(V_{n}^{(j)}, V_{n+1}^{(j)}\right)\right)\left(\frac{1}{(k-1)^{n / 2}}\right)^{2} \\
\leq & a_{j}^{2}\left[\sum_{i=0}^{n-1}(k-1) \mu\left(V_{i}^{(j)}\right)\left(\frac{1}{(k-1)^{i / 2}}-\frac{1}{(k-1)^{(i+1) / 2}}\right)^{2}\right. \\
& \left.+(k-1) \mu\left(V_{n}^{(j)}\right) \frac{1}{(k-1)^{n}}\right] \\
= & a_{j}^{2}\left[\sum_{i=0}^{n} \frac{\mu\left(V_{i}^{(j)}\right)}{(k-1)^{i}}(k-2 \sqrt{k-1})+(2 \sqrt{k-1}-1) \frac{\mu\left(V_{n}^{(j)}\right)}{(k-1)^{n}}\right] \\
\leq & A_{j}\left[(k-2 \sqrt{k-1})+\frac{2 \sqrt{k-1}-1}{n+1}\right] .
\end{aligned}
$$

For the two inequalities above, observe that, if $u \in V_{i}^{(j)}$ and $e_{1}=\left(u, v_{1}\right), \ldots, e_{s}=$ $\left(u, v_{s}\right)$ are all edges that touch $u$, then at most $s-1$ of $\left\{v_{1}, \ldots, v_{s}\right\}$ are in $V_{i+1}^{(j)}$. Let us assume that $v_{1}$ is not. Since $\theta\left(u, v_{r}\right) \geq 1$ for $1 \leq r \leq s$, we have that

$$
\begin{align*}
\sum_{r=2}^{s} w\left(v_{r}\right) & \leq \sum_{r=2}^{s} w\left(e_{r}\right)=w(u) \sum_{r=2}^{s} \theta\left(u, v_{r}\right) \\
& \leq w(u)\left[\sum_{r=1}^{s} \theta\left(u, v_{r}\right)-1\right]=(k-1) w(u) \tag{12}
\end{align*}
$$

From this, the first inequality is clear. For the second inequality, it is enough to show that $\mu\left(V_{i+1}^{(j)}\right) \leq(k-1) \mu\left(V_{i}^{(j)}\right)$, which is again clear from (12).

Combining the above, we have that

$$
\lambda(D) \leq \frac{\langle\Delta f, f\rangle}{\langle f, f\rangle}=\frac{B_{1}+B_{2}}{A_{1}+A_{2}} \leq \max \left\{\frac{B_{1}}{A_{1}}, \frac{B_{2}}{A_{2}}\right\} \leq k-2 \sqrt{k-1}+\frac{2 \sqrt{k-1}-1}{n+1} .
$$

Because in both cases of our theorem we are able to do it for $n$ as large as we want, we obtain $\lambda(D) \leq k-2 \sqrt{k-1}$ for an infinite diagram, and $\lim \sup \lambda\left(D_{i}\right) \leq k-2 \sqrt{k-1}$ in the other case. $\quad$

Definition 2.9. (a) An infinite $k$-regular diagram with $\lambda(D)=k-2 \sqrt{k-1}$ is called a Ramanujan diagram.
(b) A family $\left\{D_{i}=\left(V_{i}, E_{i}, w_{i}\right)\right\}_{i=1}^{\infty}$ of finite $k$-regular diagrams, subject to $\left|V_{i}\right| \rightarrow$ $\infty$ and $\lim _{i \rightarrow \infty} \lambda\left(D_{i}\right)=k-2 \sqrt{k-1}$, is called a family of Ramanujan diagrams.
3. Explicit construction of infinite Ramanujan diagrams. $\mathbb{F}_{q}$ is the field with $q$ elements, $v_{\infty}$ is the valuation at infinity of $\mathbb{F}_{q}(x)$ (i.e., $v_{\infty}(f(x) / g(x))=$ degree $(g)$ - $\operatorname{degree}(f))$. It is well known that $k=\mathbb{F}_{q}((1 / x))$-the Laurent series in the variable $1 / x$ over $\mathbb{F}_{q}$-is the completion of $\mathbb{F}_{q}(x)$ with respect to the metric $|a|=q^{-v_{\infty}(a)}$, and that $\mathcal{O}=F[[1 / x]]$-the Taylor series in $1 / x$ over $\mathbb{F}_{q}$-are the integers of $k$. Let $G=P G L_{2}(k)$ be the $2 \times 2$ invertible matrices over $k$, divided by its center. $K=P G L_{2}(\mathcal{O})$ (i.e., $2 \times 2$ matrices over $\mathcal{O}$ with determinant in $\mathcal{O}^{*}$, divided by its center) is a maximal compact subgroup. In [Se] the structure of the $q+1$ regular tree is put on $G / K$, and it is shown that $\Gamma(1)=P G L_{2}\left(\mathbb{F}_{q}[x]\right)$ is a lattice in $G$ that is not co-compact (i.e., discrete and of finite co-volume, but $\Gamma(1) \backslash G$, and therefore $\Gamma(1) \backslash G / K$, are infinite). Since for every $g(x) \in \mathbb{F}_{q}[x]$,

$$
\Gamma(g)=\left\{\left.\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right) \in \Gamma(1) \right\rvert\, a-1, d-1, b, c, \equiv 0(\bmod g(x))\right\}
$$

is of finite index in $\Gamma(1)$, it is also such a lattice in $G . \Gamma(g)$ acts (by multiplications from the left) as a group of automorphisms of the tree $G / K$. The quotient $D_{g}=\Gamma(g) \backslash G / K$ is an infinite $q+1$ regular diagram (as a quotient of that $q+1$ regular tree), under the weights $w(\Gamma(g) a K)=|\{\gamma \in \Gamma(g) \mid \gamma \cdot a K=a K\}|^{-1}$, and in the same way for an edge $e, w(e)=|\{\gamma \in \Gamma(g) \mid \gamma e=e\}|^{-1}$. See [Mo1] for the exact structure of $D_{g}$. In [Mo1] we also proved the following theorem.

Theorem 3.1. $D_{g}$ is a Ramanujan diagram.
Main steps of the proof. The continuous spectrum of the Laplacian $\Delta$ on $L_{2}^{0}\left(D_{g}\right)$ is well known from the theory of Eisenstein series ([Ge, $\S 8]$, for example). It is exactly the segment $\left[k-2 q^{1 / 2}, k+2 q^{1 / 2}\right]$ (see also a direct computation for the case of $\Gamma(1)$ in [Ef]).

As in [Lu], it is shown that $\lambda$ is an eigenvalue of $\Delta$ if and only if the irreducible, unitary, class one representation $\rho^{\lambda}$ appears in the regular representation of $G$ in $L_{2}(\Gamma(g) \backslash G)$, where $\rho^{\lambda}$ is such that its unique spherical function is an eigenvector for the Laplacian on $L_{2}(\Gamma(g) \backslash G)$ with eigenvalue $\lambda$. Then, using strong approximation, $\rho^{\lambda}$ is lifted to a cuspidal, class-one representation of the Adeles of $G$. So, by Drinfeld's theorem [Dr], it is a principle series representation. In particular, $k-2 q^{1 / 2} \leq \lambda \leq k+2 q^{1 / 2}$.

Although we give $D_{g}$ as a quotient of the infinite tree, it can be made very explicit. In [Mo1] we showed that $D_{g}$ is the following diagram: Let degree $(g)=$ $d, \mathcal{R}=\mathbb{F}_{q}[x] / g(x) \mathbb{F}_{q}[x]$ be represented by all polynomials (over $\mathbb{F}_{q}$ ) of degree smaller than $d$, (if $g$ is irreducible this is just $\mathbb{F}_{q^{d}}$ ). $H=P G L_{2}(\mathcal{R}), B_{0}=P G L_{2}\left(\mathbb{F}_{q}\right)$, and

$$
B_{n}=\left\{\left.\left(\begin{array}{cc}
a & b \\
0 & 1
\end{array}\right) \right\rvert\, a \in \mathbb{F}_{q}^{*}, b \in \mathcal{R}, \text { degree }(b) \leq n\right\} \quad n=1,2, \ldots, d-1
$$

The vertices of $D_{g}$ are divided into sets $V_{0}, V_{1}, \ldots, V_{d-1}$, and cusps. Where, for $i=$ $0,1,2, \ldots, d-2, V_{i}=H / B_{i}$, edges are allowed only between $V_{i}$ and $V_{i+1}$ and an edge exists between $a B_{i}$ and $b B_{i+1}$, if and only if $a B_{i} \cap b B_{i+1} \neq \phi$. So the edges between $a B_{i}$ and $b B_{i+1}$ are just the cosets of $B_{i} \cap B_{i+1}$, which are contained in $a B_{i} \cap b B_{i+1}$ (if there are such cosets). Everything is finite and all weights are 1. Then on every vertex $a_{0}$ of $V_{d-1}$, the same infinite cusps of the form

are glued, where $w\left(a_{i}\right)=w\left(e_{i}\right)=q^{-i}$. This gives $D_{g}$ explicitly, and one can easily see that $D_{g}$ is trivial almost everywhere, except for the graph between $V_{0}$ and $V_{1}$, which is of great interest. For $q \geq 5$, it results in a bounded concentrator. (For more details see [Mo1].)
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#### Abstract

A graph $G$ is called path-tough, if, for each nonempty set $S$ of vertices, the graph $G-S$ can be covered by at most $|S|$ vertex disjoint paths. The authors prove that every graph of order $n$ and minimum degree at least $[3 /(6+\sqrt{3})] n$ is Hamiltonian if and only if it is path-tough. Similar results involving the degree sum of two or three independent vertices, respectively, are given. Moreover, it is shown that every path-tough graph without three independent vertices of degree 2 contains a 2 -factor. The authors also consider complexity aspects and prove that the decision problem of whether a given graph is path-tough is NP-complete.
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1. Introduction. It is well known that 1 -toughness is a necessary condition for a graph to be Hamiltonian, but it is not sufficient. The purpose of our work is the study of some properties of so-called path-tough graphs, where path-toughness is another necessary condition for Hamiltonicity related to 1-toughness.

We begin with some definitions and convenient notation. A good reference for any undefined terms is [8]. All graphs here are finite and undirected without loops or multiple edges. The vertex set of a graph $G$ is $V(G)$, and the edge set of $G$ is $E(G)$. We use $\omega(G)$ for the number of components of $G$, and $\alpha(G)$ denotes the cardinality of a maximum set of independent vertices. If $v \in V(G)$, then $N_{G}(v)$ is the set of all vertices in $V(G)$ adjacent to $v$ and $d_{G}(v)=\left|N_{G}(v)\right|$ is the degree of $v$. The minimum degree and the maximum degree of $G$ are denoted by $\delta(G)$ and $\Delta(G)$, respectively. Furthermore, for $k \geq 2$, let $\sigma_{k}(G)=\min \sum_{i=1}^{k} d_{G}\left(v_{i}\right)$, where the minimum is taken over all independent subsets $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\} \subseteq V(G)$. Here we adopt the convention $\min \varnothing=+\infty$, and so $\sigma_{k}(G)=+\infty$, if $\alpha(G)<k$. For disjoint $U, V \subseteq V(G)$, we denote by $G[U]$ the subgraph of $G$ induced by $U$, and by $G[U, V]$ the bipartite subgraph of $G$ having vertex set $U \cup V$ and edge set $\{u v \in E(G) \mid u \in U, v \in V\}$. Moreover, we let $e(U, V)=|E(G[U, V])|$. As introduced by Chvátal [12], a graph $G$ is $t$-tough, if $|S| \geq t \omega(G-S)$ for every subset $S \subseteq V(G)$ with $\omega(G-S)>1$. The toughness of $G$, denoted by $t(G)$, is the maximum value of $t$ for which $G$ is $t$-tough $\left(t\left(K_{n}\right)=+\infty\right.$ for $n \geq 1$ ). Finally, the path-covering number $\mu(G)$ of $G$ is the minimum number of pairwise vertex-disjoint paths that cover all vertices of $G$. This parameter has been investigated by Goodman and Hedetniemi [18] and Boesch, Chen, and McHugh [7]. If no ambiguity arises, we sometimes write $d(v)$ instead of $d_{G}(v), \alpha$ instead of $\alpha(G)$, and so forth.

Let $G$ be a graph with a Hamilton cycle $C$ and let $S$ be a nonempty subset of $V(G)$. Obviously, we have $\mu(G-S) \leq \mu(C-S) \leq|S|$, and therefore $\mu(G-S) \leq|S|$ for

[^63]all nonempty sets $S \subseteq V(G)$ is a necessary condition for Hamiltonicity. This condition appeared in Häggkvist [19] and Hendry [21] (see $\S \S 2$ and 5), and, following a suggestion of J. A. Bondy (personal communication), we call graphs with this property path-tough. The reason for this notion inspired our first proposition, which follows easily from the inequality $\mu(G) \geq \omega(G)$.

Proposition 1. Let $G$ be a path-tough graph. Then $G$ is 1 -tough or $G \cong \bar{K}_{2}$.
For any path-tough graph $G$, it follows directly from the definition that every vertex-deleted subgraph $G-v, v \in V(G)$, is traceable (that is, there exists a Hamilton path). The next proposition shows that the converse also holds.

Proposition 2. A graph $G$ is path-tough if and only if $G-v$ is traceable for every vertex $v \in V(G)$.

Proof. We consider only the nontrivial implication. Let $S$ be any nonempty subset of $V(G)$. Choose a vertex $v \in S$ and let $S^{\prime}=S-\{v\}$. Since $G-v$ has a Hamilton path $P$, we have

$$
\mu(G-S) \leq \mu\left(P-S^{\prime}\right) \leq\left|S^{\prime}\right|+1=|S|
$$

as required.
2. Main results. Two well-known sufficient conditions for Hamiltonicity are due to Dirac [13] and Ore [24].

Theorem 1. (Dirac [13]). Let $G$ be a graph on $n \geq 3$ vertices. If $\delta(G) \geq n / 2$, then $G$ is Hamiltonian.

Theorem 2 (Ore [24]). Let $G$ be a graph on $n \geq 3$ vertices. If $\sigma_{2}(G) \geq n$, then $G$ is Hamiltonian.

The complete bipartite graph $K_{k, k-1}$, which is not 1-tough, shows that the degree bounds for $\sigma_{2}$ and $\delta$ are the best possible. Jung [23] improved Theorem 2 for 1-tough graphs as follows.

Theorem 3. Let $G$ be a 1-tough graph with $n \geq 11$ vertices. If $\sigma_{2} \geq n-4$, then $G$ is Hamiltonian.

Corollary 1. Let $G$ be a 1 -tough graph with $n \geq 11$ vertices. If $\delta \geq \frac{1}{2}(n-4)$, then $G$ is Hamiltonian.

Let the net $N$ be the graph obtained by adding three independent edges between a triangle and three independent vertices. For $n \geq 7$, odd, the graph $J_{n}=K_{(n-5) / 2}+$ $\left.[(n-7) / 2] K_{1} \cup N\right)$, which is not path-tough, shows that the degree bounds for $\sigma_{2}$ and $\delta$ are the best possible (here " + " denotes the join, and " $\cup$ " denotes the union of two disjoint graphs).

We now present four degree conditions for path-tough graphs to be Hamiltonian. The proofs are given in $\S 4$.

Theorem 4. Let $G$ be a path-tough graph with $n \geq 3$ vertices. If $\delta \geq[3 /(6+$ $\sqrt{3})] n$, then $G$ is Hamiltonian.

This theorem improves the first part of the following result due to Häggkvist [19].
Theorem 5. Let $G$ be a non-Hamiltonian graph of order $n$ with $\delta \geq \frac{8}{17}(n-1)$. Then $G$ is not path-tough. Moreover, $G$ contains a set $S$ of at least $3 \delta-n+2$ vertices such that $G-S$ cannot be covered by $|S|$ vertex disjoint paths.

Let $p, q, r$ be integers such that $p \geq q \geq r \geq 3$ and $p+q+r=n$. Let $G_{p q r}$ denote the graph with $n$ vertices obtained from three disjoint complete graphs $H_{1}=$ $K_{p}, H_{2}=K_{q}$, and $H_{3}=K_{r}$ by adding the edges of two triangles between two disjoint triples of vertices, each containing one vertex of each of $H_{1}, H_{2}, H_{3}$. It is easy to confirm that $G_{p q r}$ is an edge-maximal non-Hamiltonian path-tough graph. $G_{p q r}$ has minimum degree $\delta=r-1$, and so, for $p=q=r$, we have $\delta=(n-3) / 3$, showing that the bound in Theorem 4 must be at least $(n-2) / 3$. We conjecture that Theorem

4 remains valid under this weaker hypothesis, with the exception of the Petersen graph, which is a non-Hamiltonian, path-tough graph with $\delta=(n-1) / 3$. A stronger conjecture has already been posed by the third author, Schiermeyer, at the 13th British Combinatorial Conference, 1991.

Conjecture 1. Let $G$ be a path-tough graph with $n \geq 3$ vertices. If $\sigma_{3} \geq n-2$, then $G$ is Hamiltonian or isomorphic to the Petersen graph.

The proof of Theorem 4 is based on our following result.
Theorem 6. Let $G$ be a graph. If $\delta+\Delta \geq n \geq 3$, then either $G$ is Hamiltonian or $G$ is not path-tough.

For $p=n-6$ and $q=r=3$, the graph $G_{p q r}$ has $\delta+\Delta=n-3$, showing that the bound in Theorem 6 is almost the best possible.

Replacing "path-tough" by "1-tough" in Theorem 6, we find that the lower bound for $\delta+\Delta$ must be at least $(3 n-6) / 2$, as indicated by the graph $J_{n}$, for $n \geq 9$.

Theorem 7. Let $G$ be a path-tough graph with $n \geq 3$ vertices. If $\sigma_{2} \geq \frac{4}{5}(n-1)$, then $G$ is Hamiltonian.

Again, the graph $G_{p q r}$ for $p=q=r$ shows that the bound for $\sigma_{2}$ must be at least $(2 n-4) / 3$, and the Petersen graph has $\sigma_{2}=(2 n-2) / 3$. We also refer to Conjecture 1 .

The proof of Theorem 7 is based on our following result, which is an extension of Theorem 6.

Theorem 8. Let $G$ be a 2 -connected graph. If $\frac{1}{2} \sigma_{2}+\Delta \geq n \geq 3$, then $G$ is either Hamiltonian or not path-tough.

As in the case of Theorem 6, replacing "path-tough" by " 1 -tough" in Theorem 8 , we find that the lower bound for $\frac{1}{2} \sigma_{2}+\Delta$ must be at least ( $3 n-6$ ) $/ 2$, as indicated by the graph $J_{n}$, for $n \geq 11$.

Bondy [9] extended Theorems 1 and 2 to independent sets with more than two vertices as follows.

Theorem 9. Let $G$ be a $k$-connected graph. If $\sigma_{k+1} \geq \frac{1}{2}((k+1)(n-1)+1)$, then $G$ is Hamiltonian.

For 1-tough graphs, Faßbender [16] proved the following extension of Theorem 9 in the case where $k=2$.

Theorem 10. Let $G$ be a 1 -tough graph with $n \geq 13$ vertices. If $\sigma_{3} \geq \frac{1}{2}(3 n-14)$, then $G$ is Hamiltonian.

For $n \geq 13$, the graph $J_{n}$ has $\sigma_{3}=\frac{1}{2}(3 n-15)$, showing that the bound in Theorem 10 is the best possible. For path-tough graphs, we obtain the following result.

Theorem 11. Let $G$ be a path-tough graph on $n \geq 3$ vertices. If $\sigma_{3} \geq[(9+\sqrt{3}) /$ $(6+\sqrt{3})] n$, then $G$ is Hamiltonian.

Proof. If $\delta \geq[3 /(6+\sqrt{3})] n$, then $G$ is Hamiltonian by Theorem 4. If $\delta<[3 /$ $(6+\sqrt{3})] n$, then $\sigma_{3}>n+\delta$, and so $G$ is Hamiltonian by the following result of Bauer et al. [3].

Theorem 12 (see [3]). Let $G$ be a 2 -connected graph. If $\sigma_{3} \geq n+\delta$, then $G$ is Hamiltonian.

The graph $G_{p q r}$ for $p=q=r$ shows that the lower bound for $\sigma_{3}$ must be at least $n-2$, and the Petersen has $\sigma_{3}=n-1$. Again, we refer to Conjecture 1.

Actually, it is not possible to apply the proof concept of Theorems 6 and 8 to obtain a stronger $\sigma_{3}$-condition. The reason is that the corresponding condition $\frac{1}{3} \sigma_{3}+$ $\Delta \geq n$ does not hold, since the graph $G_{p q r}$ with $p=n-6$ and $q=r=3$ has $\frac{1}{3} \sigma_{3}+\Delta=(4 n-18) / 3$.

We now turn to the existence of $k$-regular spanning subgraphs, called $k$-factors. Since every Hamiltonian graph has a 2 -factor, the case where $k=2$ can be seen as
a relaxation of the Hamilton cycle problem. Proving a conjecture of Chvátal [12], Enomoto et al. [15] established the next theorem.

Theorem 13. Let $k$ be a positive integer and let $G$ be a $k$-tough graph with $n$ vertices. If $n \geq k+1$ and $k n$ even, then $G$ has a $k$-factor.

Furthermore, they showed that this result is the best possible in the following sense. Let $k$ be a positive integer and let $\varepsilon>0$. Then there exists a $(k-\varepsilon)$-tough graph $G$ with $n$ vertices, where $n \geq k+1$ and $k n$ even, which has no $k$-factor.

In the case where $k=2$, we prove that " 2 -tough" can be replaced by "pathtough."

Theorem 14. Let $G$ be a path-tough graph of order $n \geq 3$. If $\sigma_{3} \geq 7$, then $G$ has a 2-factor.

Note that $t(G) \geq 2$ implies that $\delta(G) \geq 4$, and therefore $\sigma_{3} \geq 12$; so, compared with Theorem 13, the degree condition is no further restriction. Moreover, it is impossible to omit the condition $\sigma_{3} \geq 7$. To see this, we construct path-tough graphs without 2 -factors as follows. For integers $p \geq q \geq 3$, let the vertex set of the graph $H_{p q}$ consist of the disjoint sets $\left\{v_{1}, \ldots, v_{p}\right\},\left\{u_{1}, \ldots, u_{q}\right\}$, and $\left\{w_{1}, w_{2}, w_{3}\right\}$, and let $E\left(H_{p q}\right)=\left\{v_{i} v_{j} \mid 1 \leq i<j \leq p\right\} \cup\left\{u_{i} u_{j} \mid 1 \leq i<j \leq q\right\} \cup\left\{v_{i} w_{i} \mid i=1,2,3\right\} \cup\left\{u_{i} w_{i} \mid i=\right.$ $1,2,3\}$.

We conclude this section with some complexity results. Here we use the terminology of Garey and Johnson [17]. It is well known that HAMILTON CYCLE and HAMILTON PATH are NP-complete problems. Bauer, Hakimi, and Schmeichel [4] proved that NOT 1-TOUGH, the decision problem of whether a given graph is not 1-tough, is NP-complete. Let PATH-TOUGH denote the decision problem of whether a given graph $G$ is path-tough. As for the problems mentioned above, it is easy to see that PATH-TOUGH is a member of NP (use Proposition 2). Transforming HAMILTON PATH to PATH-TOUGH, we prove the following results.

Theorem 15. PATH-TOUGH is NP-complete.
We now consider HAMILTON CYCLE and PATH-TOUGH, restricted to graphs with $\delta \geq\left(\frac{1}{2}-\varepsilon\right) n$, where $\varepsilon>0$ is fixed and $n$ denotes the order of the graph. These restrictions are respectively denoted by HAMILTON CYCLE $\left(\delta \geq\left(\frac{1}{2}-\varepsilon\right) n\right.$ ) and PATH-TOUGH $\left(\delta \geq\left(\frac{1}{2}-\varepsilon\right) n\right)$.

Theorem 16. HAMILTON CYCLE $\left(\delta \geq\left(\frac{1}{2}-\varepsilon\right) n\right)$ is NP-complete for every $\varepsilon>0$.

Note that HAMILTON CYCLE restricted to graphs with $\delta \geq \frac{1}{2} n$ is "easy" by Theorem 1.

By Theorem 4, we immediately obtain Theorem 17.
Theorem 17. PATH-TOUGH $\left(\delta \geq\left(\frac{1}{2}-\varepsilon\right) n\right)$ is NP-complete for every $\varepsilon>0$.
3. Preliminary results. In this section, we state some results that we use in the proofs of our main results in the next section.

We start with the following well-known theorem due to Ore [24].
Theorem 18. Let $G$ be a graph with $n$ vertices and let $u, v$ be a pair of nonadjacent vertices. If

$$
\begin{equation*}
d_{G}(u)+d_{G}(v) \geq n, \tag{1}
\end{equation*}
$$

then $G$ is Hamiltonian if and only if $G+u v$ is Hamiltonian.
For a pair $u, v$ of nonadjacent vertices of a graph $G$, we define $\lambda_{u v}=\mid N_{G}(u) \cap$ $N_{G}(v) \mid, T_{u v}=\left\{w \in V(G)-\{u, v\} \mid u, v \notin N_{G}(w)\right\}$, and $t_{u v}=\left|T_{u v}\right|$. If $u$ and $v$ are clearly understood, we sometimes write $\lambda$ instead of $\lambda_{u v}, T$ instead of $T_{u v}$, and $t$
instead of $t_{u v}$. The cardinality of a maximum independent set containing $u$ and $v$ is denoted by $\alpha_{u v}(G)$.

Theorem 19. (Ainouche and Christofides [1]). Let $u, v$ be two nonadjacent vertices of a graph $G$ such that

$$
\begin{equation*}
\alpha_{u v} \leq \lambda_{u v} \tag{2}
\end{equation*}
$$

then $G$ is Hamiltonian if and only if $G+u v$ is Hamiltonian.
Theorem 20 (Ainouche and Christofides [2]). Let $u, v$ be two nonadjacent vertices of a 2-connected graph $G$ such that

$$
\begin{equation*}
d_{G}(w) \geq t+2 \quad \text { for at least } \min \{t, t+2-\lambda\} \text { vertices } w \in T ; \tag{3}
\end{equation*}
$$

then $G$ is Hamiltonian if and only if $G+u v$ is Hamiltonian.
Note that both Theorems 19 and 20 generalize Theorem 18.
It was observed in Broersma and Schiermeyer [11] that (3) can be restated in terms of degree sums of independent triples.

Proposition 3. Equation (3) is equivalent to
(4) $d(u)+d(v)+d(w) \geq n+\lambda_{u v} \quad$ for at least $\min \left\{t, t+2-\lambda_{u v}\right\}$ vertices $w \in T$.

Our next observation admits a corollary useful in the proof of Theorem 4.
Proposition 4. Equation (4) is equivalent to
(5) $\quad|N(u) \cup N(v)| \geq n-d(w) \quad$ for at least $\min \left\{t, t+2-\lambda_{u v}\right\}$ vertices $w \in T$.

Proof. This follows directly from $d(u)+d(v)=|N(u) \cup N(v)|+\lambda_{u v}$.
Corollary 2. Let u,v be two nonadjacent vertices of a 2 -connected graph $G$ such that $|N(u) \cup N(v)| \geq n-\delta$; then $G$ is Hamiltonian if and only if $G+u v$ is Hamiltonian.

The next theorem is due to Bigalke and Jung [6].
Theorem 21. Let $G$ be a 1 -tough graph with $n \geq 3$ vertices. If

$$
\delta \geq \max \left\{\frac{n}{3}, \alpha-1\right\}
$$

## then $G$ is Hamiltonian.

We need a similar statement involving $\sigma_{2}$ instead of $\delta$. This can be obtained by using the inequality $\frac{1}{3} \sigma_{3} \geq \frac{1}{2} \sigma_{2}$ from the next theorem.

Theorem 22 (Bauer et al. [5]). Let $G$ be a 1-tough graph with $n \geq 3$ vertices. If $\sigma_{3} \geq n$, then $G$ contains a cycle of length at least $\min \left\{n, n+\frac{1}{3} \sigma_{3}-\alpha\right\}$.

Corollary 3 . Let $G$ be a 1 -tough graph with $n \geq 3$ vertices. If

$$
\frac{1}{2} \sigma_{2} \geq \max \left\{\frac{1}{3} n, \alpha-\frac{1}{2}\right\},
$$

then $G$ is Hamiltonian.
For disjoint subsets $A, B \subseteq V(G)$, let $\operatorname{odd}(A, B)$ denote the number of components $H$ of the graph $G-(A \cup B)$ with $e(H, B)$ odd and let $\Theta(A, B)=2|A|$ $+\sum_{v \in B} d_{G-A}(v)-2|B|-\operatorname{odd}(A, B)$. The following theorem of Tutte [25] characterizes those graphs that do not contain a 2 -factor.

Theorem 23. Let $G$ be a graph. Then (i) $\Theta(A, B)$ is even for all disjoint subsets $A, B$ of $V(G)$, and (ii) $G$ does not have a 2-factor if and only if there exist disjoint subsets $A, B$ of $V(G)$ with $\Theta(A, B) \leq-2$.

## 4. Proofs.

Proof of Theorem 6. Let $G$ be a non-Hamiltonian graph with $\delta+\Delta \geq n$. We must show that $G$ is not path-tough. Let $u \in V(G)$ be a vertex with $d(u)=\Delta$. Then $d(u)+d(v) \geq \Delta+\delta \geq n$ holds for every vertex $v \in V(G)$. Therefore, by repeated application of Theorem 18, we have that $G$ is Hamiltonian if and only if $H=G+\left\{u v \mid v \notin N_{G}(u) \cup\{u\}\right\}$ is Hamiltonian. Hence $H$ is not Hamiltonian. Clearly, $d_{H}(u)=n-1$, and thus $H-u=G-u$ has no Hamilton path; that is, $G$ is not path-tough

Proof of Theorem 4. Suppose that there is a non-Hamiltonian path-tough graph $G$ on $n$ vertices with $\delta \geq[3 /(6+\sqrt{3})] n$. We may assume that $G$ is maximal nonHamiltonian. Thus, each pair of nonadjacent vertices does not satisfy any of the conditions of Theorems $18-20$ or Corollary 2, respectively. Theorem 6 implies that

$$
\begin{equation*}
\Delta \leq n-\delta-1 \tag{6}
\end{equation*}
$$

Since $G$ is path-tough, we have $\delta \geq 2$ and $\alpha \leq \frac{1}{2} n$. With Theorem 21, we obtain

$$
\begin{equation*}
4 \leq \delta+2 \leq \alpha \leq \frac{n}{2} \tag{7}
\end{equation*}
$$

Let $I$ be an independent set of size $\alpha$ and let $U=V(G)-I$. If $G[I, U]$ is complete, then $d(v)=n-\alpha \geq n / 2$ for all vertices $v \in I$, contradicting Theorem 18. Hence, we may assume that

$$
\begin{equation*}
G[I, U] \text { is not complete. } \tag{8}
\end{equation*}
$$

Claim 1. If $u \in U$ and $v \in I$ are not adjacent, then $\left|N_{I}(u)\right| \leq n-2 \delta-1$.
By Corollary 2, we have $|N(u) \cup N(v)| \leq n-\delta-1$, and so $\left|N_{I}(u)\right| \leq n-2 \delta-1$, since $N_{I}(v)=\varnothing$ implies that $\left|N_{U}(v)\right| \geq \delta$.

Now let $U_{1}=\left\{u \in U| | N_{I}(u) \mid \geq n-2 \delta\right\}$ and $U_{2}=U-U_{1}$. Then, by Claim 1,

$$
\begin{equation*}
G\left[I, U_{1}\right] \text { is complete. } \tag{9}
\end{equation*}
$$

Furthermore, $U_{2} \neq \varnothing$ by (8) and Claim 1. Let $m=\left|U_{2}\right|$. Then $1 \leq m \leq n-\alpha$.
Claim 2. $U_{1} \neq \varnothing$ and $G\left[U_{1}\right]$ is complete.
Suppose first that $U_{1}=\varnothing$. Then we have with (7)

$$
\delta(\delta+2) \leq \delta \alpha \leq e(U, I) \leq(n-2 \delta-1)(n-\alpha) \leq(n-2 \delta-1)(n-\delta-2),
$$

implying that $0 \leq n^{2}-(3 \delta+3) n+(\delta+1)(\delta+2)$. This, however, is impossible for $[3 /(6+\sqrt{3})] n \leq \delta \leq \frac{1}{2} n$. Suppose now that $x, y \in U_{1}$ are nonadjacent. Then $\alpha_{x y} \leq \alpha \leq \lambda_{x y}$ by (9), contradicting Theorem 19.

Now let $U_{21}=\left\{u \in U_{2}| | N_{U_{2}}(u) \mid \geq m-\delta+1\right\}, U_{22}=U_{2}-U_{21}$, and $p=\left|U_{21}\right|$.
Claim 3. $G\left[U_{1}, U_{21}\right]$ is complete.
Suppose that $x \in U_{1}$ and $y \in U_{21}$ are nonadjacent. Then $|N(x) \cup N(y)| \geq$ $\left|N_{U_{1} \cup I}(x)\right|+\left|N_{U_{2}}(y)\right| \geq((n-\alpha-m-1)+\alpha)+(m-\delta+1)=n-\delta$, contradicting Corollary 2.

Claim 4. $m-p \geq \delta$.

If $m-p \leq \delta-1$, then we have $d(u) \geq(n-\alpha-m-1)+\alpha+p=n-$ ( $m-p$ ) - $1 \geq n-\delta$ for all $u \in U_{1}$, contradicting (6) and Claim 2.

Claim 5. There exists a vertex $u \in U_{1}$ satisfying

$$
d(u) \geq n-(m-p)-1+\frac{(m-p)(4 \delta-n-m+1)}{n-m-\alpha} .
$$

For all $v \in U_{22}$, we have

$$
\left|N_{U_{1}}(v)\right| \geq \delta-\left|N_{I}(v)\right|-\left|N_{U_{2}}(v)\right| \geq \delta-(n-2 \delta-1)-(m-\delta)=4 \delta-n+1-m,
$$

and so there exists $u \in U_{1}$ with

$$
\left|N_{U_{22}}(u)\right| \geq \frac{(m-p)(4 \delta-n+1-m)}{n-m-\alpha}
$$

Therefore, by (9) and Claims 2 and 3,

$$
\begin{aligned}
d(u) & =\left|N_{I}(u)\right|+\left|N_{U_{1}}(u)\right|+\left|N_{U_{21}}(u)\right|+\left|N_{U_{22}}(u)\right| \\
& \geq \alpha+(n-m-\alpha-1)+p+\frac{(m-p)(4 \delta-n-m+1)}{n-m-\alpha} .
\end{aligned}
$$

Claim 6. $m<[(\sqrt{3}+1) / 2] \delta-2$.
Let $l=\left|U_{1}\right|$. We have

$$
\begin{aligned}
\alpha \delta & \leq e(I, U)=e\left(I, U_{1}\right)+e\left(I, U_{2}\right) \\
& \leq \alpha l+m(n-2 \delta-1)=\alpha l+(n-\alpha-l)(n-2 \delta-1) .
\end{aligned}
$$

Equivalently, since $\alpha+2 \delta-n+1 \geq 3 \delta-n+3>0$ by Theorem 21,

$$
l \geq \frac{\alpha \delta-(n-\alpha)(n-2 \delta-1)}{\alpha+2 \delta-n+1}
$$

Denote the right-hand side of the last inequality by $f_{1}(\alpha)$. Then $f_{1}^{\prime}(\alpha)=$ $(n-2 \delta-1)(\delta+1) /(\alpha+2 \delta-n+1)^{2}>0$ by (7). Therefore, $f_{1}$ is monotone increasing in $\alpha$, and so again by (7)

$$
l \geq f_{1}(\delta+2)=\frac{n \delta-(n-\delta-2)(n-\delta-1)}{3 \delta-n+3}>\frac{n \delta-(n-\delta)^{2}}{3 \delta-n}
$$

where the last estimate follows from $n>2 \delta+2 \delta /(3 \delta+2)$, which is an immediate consequence of (7). Now let $f_{2}(n)=\left(n \delta-(n-\delta)^{2}\right) /(3 \delta-n)$. Then $f_{2}^{\prime}(n)=$ $\left((n-3 \delta)^{2}-\delta^{2}\right) /(3 \delta-n)^{2}<0$ holds, since $2 \delta<n<3 \delta$. Therefore, $f_{2}$ is strictly decreasing in $n$, and

$$
f_{2}(n) \geq f_{2}\left(\frac{6+\sqrt{3}}{3} \delta\right)=\frac{2-\sqrt{3}}{3-\sqrt{3}} \delta .
$$

Together with (7), we obtain

$$
m=n-\alpha-l<\frac{6+\sqrt{3}}{3} \delta-(\delta+2)-\frac{2-\sqrt{3}}{3-\sqrt{3}} \delta=\frac{\sqrt{3}+1}{2} \delta-2 .
$$

Therefore, Claim 6 is proved.
Now we complete the proof of the theorem as follows. By Claim 5 and (6), we have

$$
\begin{align*}
n-\delta-1 & \geq n-(m-p)-1+\frac{(m-p)(4 \delta-n-m+1)}{n-m-\alpha} \\
& \geq n-(m-p)-1+\frac{(m-p)(4 \delta-n-m+1)}{n-m-\delta-2}, \tag{10}
\end{align*}
$$

where the last estimate follows from (7) and from $4 \delta-n-m+1>4 \delta-[(6+\sqrt{3}) / 3] \delta-$ $[(\sqrt{3}+1) / 2] \delta=[(9-5 \sqrt{3}) / 6] \delta>0$, which holds by Claim 6 . Now (10) is equivalent to

$$
\delta \leq \frac{(m-p)(2 n-5 \delta-3)}{n-m-\delta-2},
$$

which implies, together with $m-p>0$, that $(2 n-5 \delta-3) /(n-m-\delta-2)>0$, and thus

$$
\delta \leq m \frac{(2 n-5 \delta-3)}{n-m-\delta-2}
$$

Let $f_{3}(n)=(2 n-5 \delta-3) /(n-m-\delta-2)$. Then $f_{3}^{\prime}(n)=(3 \delta-2 m-1) /(n-m-\delta-2)^{2}>0$ by Claim 6. So $f_{3}$ is monotone increasing in $n$; hence

$$
\delta \leq m f_{3}\left(\frac{6+\sqrt{3}}{3} \delta\right)=m \frac{(2 \sqrt{3}-3) \delta / 3-3}{(3+\sqrt{3}) \delta / 3-m-2} .
$$

Since we have

$$
m+2<\frac{\sqrt{3}+1}{2} \delta<\frac{\sqrt{3}+3}{3} \delta
$$

by Claim 6, the denominator and numerator of the fraction on the right-hand side of the last equality are positive. Finally, using Claim 6, we obtain

$$
\delta<\left(\frac{\sqrt{3}+1}{2} \delta-2\right) \frac{(2 \sqrt{3}-3) \delta / 3-3}{(3+\sqrt{3}) \delta / 3-(\sqrt{3}+1) \delta / 2}<\frac{\sqrt{3}+1}{2} \delta \frac{(2 \sqrt{3}-3) \delta / 3}{(3-\sqrt{3}) \delta / 6}=\delta,
$$

a contradiction.
Proof of Theorem 8. Let $G$ be a 2-connected, non-Hamiltonian graph satisfying $\frac{1}{2} \sigma_{2}+\Delta \geq n$. We must show that $G$ is not path-tough.

Let $u \in V(G)$ be a vertex with $d(u)=\Delta$ and let $v$ be a further vertex not adjacent to $u$. If $T_{u v}=\varnothing$, then (3) of Theorem 20 is satisfied. If $d(v) \geq \frac{1}{2} \sigma_{2}$, then $d(u)+d(v) \geq \Delta+\frac{1}{2} \sigma_{2} \geq n$, and therefore (1) of Theorem 18 is satisfied. Finally, if $T_{u v} \neq \varnothing$ and $d(v)<\frac{1}{2} \sigma_{2}$, then $d(w) \geq \sigma_{2}-d(v)>\frac{1}{2} \sigma_{2}$ for all vertices $w \in T_{u v}$. Therefore (1) of Theorem 18 is satisfied for $u$ and every vertex $w \in T_{u v}$. Thus it follows by repeated application of Theorems 18 and 20 that $G$ is Hamiltonian if and only if $H=G+\left\{u x \mid x \notin N_{G}(u) \cup\{u\}\right\}$ is Hamiltonian. Now the proof can be completed in the same way as the proof of Theorem 6.

Proof of Theorem 7. The proof follows the lines of the proof of Theorem 4. Again, we suppose that $G$ is a non-Hamiltonian path-tough graph on $n$ vertices with $\sigma_{2} \geq$ $\frac{4}{5}(n-1)$ and that $G$ is maximal non-Hamiltonian. The notation is the same as above, except with $\delta$ replaced by $\sigma_{2} / 2 . I$ is an independent set of size $\alpha, U=V(G)-I, U_{1}=$
$\left\{u \in U\left|\left|N_{I}(u)\right| \geq n-\sigma_{2}\right\}, U_{2}=U-U_{1}\right.$, and $m=\left|U_{2}\right|$. The following statements (11)(13) are proved analogously to the corresponding statements in the proof of Theorem 4. Use Theorem 8 to obtain (11) and Corollary 3 for (12). We have that

$$
\begin{gather*}
\Delta<n-\frac{\sigma_{2}}{2}  \tag{11}\\
3 \leq \frac{1}{2} \sigma_{2}+1 \leq \alpha \leq \frac{n}{2}  \tag{12}\\
G[I, U] \text { is not complete. } \tag{13}
\end{gather*}
$$

Next, we show that

$$
\begin{equation*}
G\left[I, U_{1}\right] \text { is complete. } \tag{14}
\end{equation*}
$$

Therefore we suppose that $u \in U_{1}$ and $v \in I$ are not adjacent. By Proposition 4, we have $|N(u) \cup N(v)|<n-d(w)$ for at least one vertex $w \in T_{u v}$. Thus we obtain $\left|N_{I}(u)\right| \leq|N(u) \cup N(v)|-d(v)<n-(d(w)+d(v)) \leq n-\sigma_{2}$, contradicting $u \in U_{1}$.

As in Claim 2 in the proof of Theorem 4, we obtain the facts that

$$
\begin{equation*}
U_{1} \neq \varnothing \quad \text { and } \quad G\left[U_{1}\right] \text { is complete. } \tag{15}
\end{equation*}
$$

We note that

$$
\begin{equation*}
m \geq \frac{\sigma_{2}-1}{2} \tag{16}
\end{equation*}
$$

since otherwise $\left|U_{1}\right| \geq n-\alpha-\frac{1}{2} \sigma_{2}+1$ and any vertex $w \in U_{1}$ satisfies

$$
\Delta \geq d_{U_{1}}(w)+d_{I}(w)=\left|U_{1}\right|-1+\alpha \geq n-\alpha-\frac{\sigma_{2}}{2}+\alpha=n-\frac{\sigma_{2}}{2}
$$

contradicting (11).
From $\alpha \geq 2$, we have $\frac{1}{2} \alpha \sigma_{2} \leq e(I, U)$, and thus

$$
\alpha \frac{\sigma_{2}}{2} \leq e\left(I, U_{1}\right)+e\left(I, U_{2}\right) \leq \alpha(n-\alpha-m)+m\left(n-\sigma_{2}-1\right) .
$$

By (12), the right-hand side of the above inequality is decreasing in $m$, since the hypothesis of the theorem implies that $-\alpha+n-\sigma_{2}-1 \leq n-\frac{3}{2} \sigma_{2}-2 \leq n-\frac{3}{2}\left(\frac{4}{5}(n-\right.$ 1)) $-2<0$ holds. Hence by (16)

$$
0 \leq \alpha\left(n-\alpha-\frac{\sigma_{2}-1}{2}\right)+\frac{\sigma_{2}-1}{2}\left(n-\sigma_{2}-1\right)-\alpha \frac{\sigma_{2}}{2}
$$

The last expression is decreasing in $\alpha$, since its derivative with respect to $\alpha$ is $n-$ $2 \alpha-\sigma_{2}+\frac{1}{2} \leq n-2 \sigma_{2}-\frac{3}{2}<0$ by (12) and the hypothesis of the theorem. Thus (12) yields

$$
\begin{aligned}
0 & \leq\left(\frac{\sigma_{2}}{2}+1\right)\left(n-\sigma_{2}-\frac{1}{2}\right)+\frac{\sigma_{2}-1}{2}\left(n-\sigma_{2}-1\right)-\left(\frac{\sigma_{2}}{2}+1\right) \frac{\sigma_{2}}{2} \\
& =-\frac{5}{4} \sigma_{2}^{2}+\left(n-\frac{7}{4}\right) \sigma_{2}+\frac{n}{2}
\end{aligned}
$$

or, equivalently,

$$
\frac{2}{5}\left(n-\frac{7}{4}\right)-\frac{1}{5} \sqrt{4\left(n-\frac{7}{4}\right)^{2}+10 n} \leq \sigma_{2} \leq \frac{2}{5}\left(n-\frac{7}{4}\right)+\frac{1}{5} \sqrt{4\left(n-\frac{7}{4}\right)^{2}+10 n} .
$$

This already contradicts $\sigma_{2} \geq \frac{4}{5}(n-1)$, if $n>6$, and yields equality in all above estimates for $n=6$. In the latter case, we especially have $\sigma_{2}=4$, implying that $m=\frac{3}{2}$ by (16), also a contradiction. Therefore we have $n \leq 5$, contradicting (12). $\square$

Proof of Theorem 14. Suppose that $G$ satisfies the hypothesis of Theorem 14 but contains no 2 -factor. Suppose furthermore that $G$ is chosen edge-maximal with these properties. By Theorem 23, there exist disjoint subsets $A, B$ of $V(G)$ with $\Theta(A, B) \leq-2$. We choose $A$ and $B$ such that $\Theta\left(A, B^{\prime}\right) \geq 0$ for each proper subset $B^{\prime} \subset B$.

Claim 7. $A=\varnothing$.
Suppose that $A$ contains a vertex $x$. Since addition of any missing edge incident with $x$ leaves $\Theta(A, B)$ unchanged, the edge-maximality of $G$ implies that $x$ is joined to all other vertices of $G$. Now it follows from the path-toughness of $G$ that $G-x$ contains a Hamilton path, and therefore $G$ is Hamiltonian, a contradiction.

Claim 8. B is an independent set.
(Note that this follows from a result in [15]; we include the proof for completeness.)
We show that $e(x, B-x)=0$ for any $x \in B$. By the choice of $B$, we have $\Theta(\varnothing, B-x) \geq 0$, and thus $-2 \geq \Theta(\varnothing, B)-\Theta(\varnothing, B-x)=d_{G}(x)+\operatorname{odd}(\varnothing, B-x)-$ $\operatorname{odd}(\varnothing, B)-2$, which implies that

$$
\begin{equation*}
\operatorname{odd}(\varnothing, B)-\operatorname{odd}(\varnothing, B-x) \geq d_{G}(x) \tag{17}
\end{equation*}
$$

Moreover, odd $(\varnothing, B-x) \geq \operatorname{odd}(\varnothing, B)-e(x, V(G)-B)$ holds, or, equivalently,

$$
\begin{equation*}
\operatorname{odd}(\varnothing, B-x)-\operatorname{odd}(\varnothing, B) \geq-e(x, V(G)-B) \tag{18}
\end{equation*}
$$

Adding (17) and (18) gives

$$
0 \geq d_{G}(x)-e(x, V(G)-B)=e(x, B-x) \geq 0
$$

This proves the claim.
Now we consider two cases.
Case $1 .|B| \geq 3$.
$\Theta(\varnothing, B) \leq-2$ is equivalent to

$$
\operatorname{odd}(\varnothing, B) \geq 2+\sum_{v \in B} d_{G}(v)-2|B|
$$

and $\sigma_{3}(G) \geq 7$ yields $\sum_{v \in B} d_{G}(v) \geq 3|B|-2$ by Claim 8 and $|B| \geq 3$. Therefore we have odd $(\varnothing, B) \geq|B|$. On the other hand, the path-toughness of $G$ yields $|B| \geq$ $\omega(G-B) \geq \operatorname{odd}(\varnothing, B)$, implying that $|B|=\omega(G-B)=\operatorname{odd}(\varnothing, B)$ and $\sum_{v \in B} d_{G}(v)=$ $3|B|-2$.

Now let $H_{1}, H_{2}, \ldots, H_{|B|}$ denote the components of $G-B$. Then we have $e\left(H_{i}, B\right) \geq 3$ for any $i=1, \ldots,|B|$, since $G$ is 2 -connected and $e\left(H_{i}, B\right)$ is odd. So, with Claim 8, we obtain

$$
3|B|-2=\sum_{v \in B} d_{G}(v)=\sum_{i=1}^{|B|} e\left(H_{i}, B\right) \geq 3|B| .
$$

This contradiction completes the discussion of this case.
Case $2 .|B| \leq 2$.
Since $\Theta(\varnothing, \varnothing)=0$, we see that $|B|=1$ or $|B|=2$. If $|B|=1$, say $B=\{x\}$, then $\Theta(\varnothing,\{x\}) \leq-2$ and $d_{G}(x) \geq 2$ imply that $\operatorname{odd}(\varnothing,\{x\}) \geq 2$. Therefore $G$ is not 2 -connected, a contradiction.

Finally, if $|B|=2$, say $B=\left\{x_{1}, x_{2}\right\}$, then we obtain from $\Theta(\varnothing, B) \leq-2$ that

$$
\operatorname{odd}(\varnothing, B) \geq 2+d_{G}\left(x_{1}\right)+d_{G}\left(x_{2}\right)-4 \geq 2
$$

Also, since $G$ is 1 -tough, we have

$$
2 \geq \omega(G-B) \geq \operatorname{odd}(\varnothing, B)
$$

Thus $\omega(G-B)=\operatorname{odd}(\varnothing, B)=2$ and $d_{G}\left(x_{1}\right)=d_{G}\left(x_{2}\right)=2$. This is impossible, however, since, for both components $H_{1}, H_{2}$ of $G-B$, we have $e\left(H_{i}, B\right) \geq 3, i=1,2$, as in Case 7. This contradiction completes the proof of the theorem.

Proof of Theorem 15. We transform HAMILTON PATH to PATH-TOUGH. Let the graph $G$ be an arbitrary instance of HAMILTON PATH. We now consider the graph $G^{\prime}=K_{1}+G$. Clearly, it is possible to construct $G^{\prime}$ from $G$ in polynomial time.

We now show that $G$ has a Hamilton path if and only if $G^{\prime}$ is path-tough. Clearly, if $G^{\prime}$ is path-tough, then $G$ has a Hamilton path. Suppose now that $G$ has a Hamilton path, say $v_{1} v_{2} \cdots v_{n}$, where $n$ is the order of $G$. Let $u$ be the unique vertex in $V\left(G^{\prime}\right)-$ $V(G)$. Then $G=G^{\prime}-u$ has the Hamilton path $v_{1} v_{2} \cdots v_{n}$, and, for every $1 \leq i \leq$ $n, G^{\prime}-v_{i}$ has the Hamilton path $v_{1} v_{2} \cdots v_{i-1} u v_{i+1} \cdots v_{n}$. Therefore $G^{\prime}$ is path-tough by Proposition 2.

Proof of Theorem 16. We transform HAMILTON PATH to HAMILTON CYCLE $\left(\delta \geq\left(\frac{1}{2}-\varepsilon\right) n\right)$. Let $G_{1}=\left(V_{1}, E_{1}\right)$ be a graph with $n_{1}$ vertices making up an arbitrary instance of HAMILTON PATH. We now construct a graph $G_{2}=\left(V_{2}, E_{2}\right)$ by adding $2 p-1$ vertices $v_{1}, v_{2}, \ldots, v_{2 p-1}$, where $p=\left\lceil\left(\frac{1}{2}-\varepsilon\right) n_{2}\right\rceil$ and $n_{2}=\left\lceil n_{1} /(2 \varepsilon)\right\rceil$. Then $V_{2}=V_{1} \cup\left\{v_{1}, v_{2}, \ldots, v_{2 p-1}\right\}$. Furthermore, let $E_{2}=E_{1} \cup\left\{v_{i} v_{j} \mid 1 \leq i \leq p, p+1 \leq j \leq\right.$ $2 p-1\} \cup\left\{v_{i} v \mid v \in V_{1}, 1 \leq i \leq p\right\}$. Thus $\delta\left(G_{2}\right)=p \geq\left(\frac{1}{2}-\varepsilon\right) n_{2}$. For each fixed $\varepsilon>0$, the graph $G_{2}$ has size $O\left(n_{2}^{2}\right)$, which is bounded above by a polynomial function of $n_{1}$. Therefore, it is possible to construct $G_{2}$ from $G_{1}$ in polynomial time.

If $G_{2}$ has a Hamilton cycle, then $G_{1}$ has a Hamilton path, since $G_{2}-\left\{v_{1}\right.$, $\left.v_{2}, \ldots, v_{p}\right\}$ has $p$ components $v_{p+1}, \ldots, v_{2 p-1}$ and $G_{1}$. If $G_{1}$ has a Hamilton path, say $u_{1} u_{2} \cdots u_{n_{1}}$, then $u_{1} u_{2} \cdots u_{n_{1}} v_{1} v_{p+1} v_{2} v_{p+2} \cdots v_{2 p-1} v_{p} u_{1}$ is a Hamilton cycle in $G_{2}$. Thus $G_{1}$ has a Hamilton path if and only if $G_{2}$ has a Hamilton cycle.
5. Concluding remarks. The circumference $c(G)$ of a graph $G$ is the length of a longest cycle. Clearly, a graph $G$ of order $n$ is Hamiltonian if and only if $c(G)=n$.

In view of Conjecture 1, we obtained lower bounds for the circumference of pathtough graphs satisfying a $\sigma_{3}$-condition. Our proofs distinguish two situations. First, if the graph is traceable, then, instead of "path-tough," only "2-connected" is needed to prove the following result.

Theorem 24. Let $G$ be a 2 -connected graph with $n$ vertices. If $G$ is traceable and $\sigma_{3} \geq n+2$, then $c(G) \geq n-1$.

Second, if the graph is nontraceable, we obtain Theorem 25.
Theorem 25. Let $G$ be a path-tough graph with n vertices. If $G$ is nontraceable and $\sigma_{3} \geq n$, then every vertex of $G$ is contained in a cycle of length $c(G)=n-2$.

Note that path-tough, nontraceable graphs are usually called hypotraceable. We are aware of the problem that possibly no graph satisfies the hypotheses of Theorem 25 , since no hypotraceable graphs with $\delta \geq 4$ are known (cf. [10]).

These theorems have the following corollary.
Corollary 4. Let $G$ be a path-tough graph with $n$ vertices. If $\sigma_{3} \geq n+2$, then $c(G) \geq n-2$.

Hendry [21] posed the problem of determining the maximum number $f(n)$ of edges in a non-Hamiltonian path-tough graph of order $n$. He conjectured that there exist integers $N$ and $c$ such that

$$
f(n) \leq\binom{ n-7}{2}+c \quad \text { for } n \geq N .
$$

This conjecture is disproved by the graph $G_{p q r}$ with $p=n-6$ and $q=r=3$. Therefore we see that $f(n) \geq\binom{ n-6}{2}+12$.

Chvátal [12] introduced toughness as a parameter of a graph, and, of course, it is also possible to introduce the path-toughness $\pi(G)$ of a graph $G$. We suggest the following:

$$
\pi(G)=\min \left\{\left.\frac{|S|}{\mu(G-S)} \right\rvert\, S \neq \varnothing, \mu(G-S) \geq 2\right\}
$$

(Note that here $S=\varnothing$ is excluded to avoid the existence of path-tough graphs with path-toughness 0 .) Clearly, the following holds.

Proposition 5. Let $G$ be a connected graph. Then $\pi(G) \leq t(G)$.
One motivation for the study of $\pi(G)$ is Chvátal's well-known conjecture that there exists a constant $t_{0}$ such that every graph $G$ with $t(G) \geq t_{0}$ is Hamiltonian, because this conjecture implies the next one.

Conjecture 2. There exists a constant $t_{1}$ such that every graph $G$ with $\pi(G) \geq$ $t_{1}$ is Hamiltonian.

Furthermore, it would be interesting to know how large the difference $t(G)-\pi(G)$ can be. For example, if someone can prove that there exists a constant $c$ such that $t(G)-\pi(G) \leq c$ for all graphs $G$, then it turns out that Chvátal's conjecture and Conjecture 2 are equivalent. The following examples show that $c$ must be at least $\frac{3}{2}$. The corona $G^{\circ} K_{1}$ of a graph $G$ is the graph obtained from $G$ by joining every vertex of $G$ to exactly one new vertex. For positive integers $a, b, c$, let $G(a, b, c)=$ $K_{a}+b\left(K_{c} \circ K_{1}\right)$. We may verify that

$$
t(G(a, b, c))= \begin{cases}\frac{a}{b} & \text { if } a<b \\ \frac{a+(c-1) b}{b c} & \text { if } a \geq b\end{cases}
$$

and, for $c$ odd,

$$
\pi(G(a, b, c))= \begin{cases}(b(c+1) / 2-a+1)^{-1} & \text { if } a \leq b(c+1) / 2-1 \\ \frac{2 a}{b(c+1)} & \text { if } b(c+1) / 2 \leq a \leq(c+1) b \\ \frac{a+(c-1) b}{b c} & \text { if } a>(c+1) b\end{cases}
$$

Therefore, if we choose integers $d \geq 1, b \geq 1$, and $c \geq 1$, odd, with $b(c-1)>2 d$, and let $a=b(c+1) / 2-d$, we have $\pi(G(a, b, c))=1 /(d+1)$ and $t(G(a, b, c))=\frac{3}{2}-(b+2 d) / 2 b c$. Thus, choosing $d$ and $c$ large, the difference $t-\pi$ can be made arbitrarily close to $\frac{3}{2}$. If we restrict our attention only to path-tough graphs and let $a=b(c+1) / 2$, we obtain $\pi(G(a, b, c))=1$ and $t(G(a, b, c))=\frac{3}{2}-1 / 2 c$. So, for path-tough graphs, the difference
$t-\pi$ can be arbitrarily close to $\frac{1}{2}$. Moreover, note that, for the graphs $G(a, b, c)$, the toughness and the path-toughness are equal if the toughness is at least 2. In fact, we do not know any graph $G$ with $t(G) \geq 2$ and $t(G)>\pi(G)$.

Finally, we think it interesting to investigate bipartite graphs, and so we ask if there exist bipartite path-tough graphs that are not Hamiltonian.

Notes added in proof. Theorem 16 is also proved in Häggkvist [20]. Recently, J. van den Heuvel informed us about the following results in Enomoto et al. [14]. (See also van den Heuvel [22].)

Theorem 26. Let $G$ be a connected graph on $n \geq 3$ vertices such that $\sigma_{3} \geq n$. Then, for every path $P$ in $G$, there exists a cycle $C$ in $G$ such that $|V(P)-V(C)| \leq 1$ or $G$ belongs to a set $\mathcal{F}(n)$ of non-1-tough graphs.

This theorem implies Theorem 24 even under the weaker condition $\sigma_{3} \geq n$. Therefore, Corollary 4 remains true if $\sigma_{3} \geq n+2$ is replaced by $\sigma_{3} \geq n$.

Finally, H. Müller from Jena (personal communication) informed us about the existence of a bipartite, path-tough, non-Hamiltonian graph. His example consists of two vertex disjoint cycles of length 6 , say $v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}$ and $u_{1}, u_{2}, u_{3}, u_{4}, u_{5}, u_{6}$ and the additional edges $v_{1} u_{1}, v_{2} u_{4}, v_{4} u_{2}$, and $v_{5} u_{5}$.
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# A NEW CLASS OF PYRAMIDALLY SOLVABLE SYMMETRIC TRAVELING SALESMAN PROBLEMS* 

JACK A. A. VAN DER VEEN ${ }^{\dagger}$


#### Abstract

An instance of the symmetric traveling salesman problem (STSP) is pyramidally solvable if there is a shortest tour that is pyramidal. A pyramidal tour is a Hamiltonian tour that consists of two parts; according to the labeling of the vertices in the first part the vertices are visited in increasing order and in the second part in decreasing order. It is well known that a shortest pyramidal tour can be found in $\mathcal{O}\left(n^{2}\right)$ time. In this paper it is shown that the STSP restricted to the class of distance matrices $$
\mathbb{D}_{\mathrm{NEW}}=\left\{D=(d[i, j]) \left\lvert\, \begin{array}{l} d[i, j]=d[j, i] \quad \text { for all } i \text { and } j \\ d[i, j]+d[j+1, k] \leq d[i, k]+d[j, j+1] \quad \text { for all } i<j<j+1<k \end{array}\right.\right\}
$$ is pyramidally solvable. Furthermore, it is shown that $\mathbb{D}_{\text {NEW }} \not \subset \mathbb{D}_{\text {DEMI }}$, i.e., that $\mathbb{D}_{\text {NEW }}$ is not contained in the class of symmetric Demidenko matrices $\mathbb{D}_{\text {DEMI }}$ that was, until now, the most general class of pyramidally solvable STSPs. It is also shown that $\mathbb{D}_{\text {DEMI }} \not \subset \mathbb{D}_{\text {NEW }}$.


Key words. traveling salesman problem, solvable case, pyramidal tour

## AMS subject classification. 90C99

1. Introduction. The traveling salesman problem (TSP) is the problem of finding a shortest Hamiltonian cycle (tour) in a complete weighted digraph $G=(N, A, d)$ with set of vertices $N=\{1, \ldots, n\}$ (throughout we will assume $n \geq 4$ ), set of arcs $A=\{[i, j] \mid i, j \in N\}$, and $D=(d[i, j])$ the matrix with distances associated with the $\operatorname{arcs}$ in $A$. A shortest Hamiltonian cycle is a cyclic permutation $\varphi$ of $N$ that solves
[TSP] Minimize $\left\{d(\varphi):=\sum_{i=1}^{n} d[i, \varphi(i)] \mid \varphi\right.$ is a Hamiltonian tour $\}$.
Obviously, $\varphi(i)$ denotes the successor of a vertex $i$ in the cyclic permutation $\varphi$. A more general notation is useful: for any natural number $z$, we denote the $z$ th successor ( $z$ th predecessor) of $i$ by $\varphi^{z}(i)\left(\varphi^{-z}(i)\right.$, respectively), so that $\varphi^{1}(i)=\varphi(i)$ and, with $\varphi^{0}(i)=i, \varphi^{s+t}(i)=\varphi^{s}\left(\varphi^{t}(i)\right)$ for all integers $s$ and $t$. A Hamiltonian cycle $\varphi$ will be denoted by

$$
\left(\varphi^{0}(1), \varphi^{1}(1), \ldots, \varphi^{n-1}(1)\right)
$$

so that $\varphi=\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ is to be interpreted as $i_{1}=1, \varphi\left(i_{k}\right)=i_{k+1}, k=1, \ldots, n-1$, and $\varphi\left(i_{n}\right)=1$.

A pyramidal tour is a Hamiltonian tour of the form

$$
\left(1, i_{1}, i_{2}, \ldots, i_{r}, n, j_{1}, j_{2}, \ldots, j_{n-r-2}\right)
$$

with $i_{1}<i_{2}<\cdots<i_{r}$ and $j_{1}>j_{2}>\cdots>j_{n-r-2}$. A useful characterization of pyramidal tours is the following. A vertex $v$ is called a peak of a (cyclic) permutation

[^64]
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FIG. 1.1 The inequality $d[i, j]+d[j+1, k] \leq d[i, k]+d[j, j+1]$.


Fig. 1.2. The inequality $d[i, j]+d[j+1, k] \leq d[i, j+1]+d[j, k]$.
$\phi$ if $v>\operatorname{MAX}\left\{\phi^{-1}(v), \phi(v)\right\}$ and a valley if $v<\operatorname{MIN}\left\{\phi^{-1}(i), \phi(i)\right\}$. Let $P(\phi)$ denote the set of peaks, $V(\phi)$ the set of valleys, and

$$
I(\phi):=N \backslash(P(\phi) \cup V(\phi))
$$

the set of intermediate points of a permutation $\phi$. Clearly, the number of peaks of a permutation is equal to the number of valleys, i.e., $|P(\phi)|=|V(\phi)|$ for every permutation $\phi$. A permutation $\phi$ is a pyramidal tour if and only if it contains exactly one peak $(P(\phi)=\{n\})$ or, equivalently, exactly one valley $(V(\phi)=\{1\})$.

It is well known that the TSP is $\mathcal{N P}$-hard. However, for some special classes of distance matrices the TSP can be solved efficiently. For an excellent survey see [3]. One of these classes is

$$
\mathbb{D}_{\mathrm{PYR}}=\left\{D \left\lvert\, \begin{array}{l}
\text { For every Hamiltonian tour } \varphi \\
\text { there is a pyramidal tour } \rho \text { such that } d(\rho) \leq d(\varphi)
\end{array}\right.\right\} .
$$

For matrices in $\mathbb{D}_{\mathrm{PYR}},[\mathrm{TSP}]$ reduces to
[PYR] Minimize $\{d(\varphi) \mid \varphi$ is a pyramidal tour $\}$.
This problem can be solved, using dynamic programming, in $\mathcal{O}\left(n^{2}\right)$ time (see [3, p. 100]). In [7] a class of (nonsymmetric) matrices has been identified such that the running time can be reduced to linear time. If $D \in \mathbb{D}_{\text {PYR }}$ then the associated TSP will be called pyramidally solvable.

In [1]-[9] several sets of conditions on distance matrices are introduced and it is shown that matrices satisfying these conditions belong to $\mathbb{D}_{\text {PYR }}$. This paper deals with classes of symmetric distance matrices $(d[i, j]=d[j, i]$ for all $i, j \in N)$ that are subclasses of $\mathbb{D}_{\mathrm{PYR}}$.

In $\S 2$ it will be shown that symmetric TSPs (STSPs) restricted to distance matrices in

$$
\mathbb{D}_{\text {NEW }}\left\{\begin{array}{l|l}
D=(d[i, j]) & \begin{array}{l}
d[i, j]=d[j, i] \text { for all } i, j \\
d[i, j]+d[j+1, k] \leq d[i, k]+d[j, j+1] \\
\text { for all } i<j<j+1<k
\end{array}
\end{array}\right\}
$$

are pyramidally solvable, i.e., that $\mathbb{D}_{\text {NEW }} \subset \mathbb{D}_{\text {PYR }}$. In $\S 3$ it is shown that $\mathbb{D}_{\text {NEW }} \not \subset$ $\mathbb{D}_{\text {DEMI }}$ and $\mathbb{D}_{\text {DEMI }} \not \subset \mathbb{D}_{\text {NEW }}$ where $\mathbb{D}_{\text {DEMI }}$ is the class of symmetric Demidenko matrices, i.e.,

$$
\mathbb{D}_{\text {DEMI }}\left\{\begin{array}{l|l}
D=(d[i, j]) & \begin{array}{l}
d[i, j]=d[j, i] \text { for all } i, j \\
d[i, j]+d[j+1, k] \leq d[i, j+1]+d[j, k] \\
\text { for all } i<j<j+1<k
\end{array}
\end{array}\right\} .
$$



Fig. 2.1. A 2-interchange.


Fig. 2.2. Inequality (2) with $p=3$.


Fig. 2.3. Inequality (3) with $p=2$.
This is relevant because until now $\mathbb{D}_{\text {DEMI }}$ was the most general class of symmetric matrices belonging in $\mathbb{D}_{\mathrm{PYR}}$, meaning that all other subclasses of $\mathbb{D}_{\mathrm{PYR}}$ known from the literature belong to $\mathbb{D}_{\text {DEMI }}$.
2. The STSP restricted to matrices in $\mathbb{D}_{\text {NEW }}$ is pyramidally solvable. In this section we will show that $\mathbb{D}_{\text {NEW }} \subset \mathbb{D}_{\text {PYR }}$, i.e., that if $D \in \mathbb{D}_{\text {NEW }}$ then for every Hamiltonian tour $\varphi$ there is a pyramidal tour $\rho$ such that $d(\rho) \leq d(\varphi)$. We will use an "improvement procedure." Starting from an arbitrary Hamiltonian cycle $\varphi$, a sequence $\left(\varphi^{(t)}\right)_{t=1}^{T}$ (with $\rho^{(1)}:=\varphi$ ) of Hamiltonian tours is constructed such that

$$
d\left(\varphi^{(1)}\right) \geq d\left(\varphi^{(2)}\right) \geq \cdots \geq d\left(\varphi^{(T)}\right)
$$

and $T$ is the smallest index such that $\varphi^{(T)}$ is a pyramidal tour. The tour $\varphi^{(t+1)}$ is obtained from $\varphi^{(t)}$ by a 2 -interchange, i.e., by replacing two edges of $\varphi^{(t)}$ by two new edges (see Fig. 2.1).

A 2-interchange is called feasible if and only if (1) the total length of the two new edges is no longer than the total length of the removed edges, and (2) the result of the 2 -interchange is indeed a Hamiltonian tour, i.e., does not consist of two subtours. In order to characterize feasible 2-interchanges, consider the following lemma (see Figs. 2.2 and 2.3).

Lemma 2.1. Let $D=(d[i, j]) \in \mathbb{D}_{\mathrm{NEW}}$, i.e., $D$ is a symmetric matrix such that

$$
\begin{equation*}
d[i, j]+d[j+1, k] \leq d[i, k]+d[j, j+1] \text { for all } i<j<j+1<k . \tag{1}
\end{equation*}
$$

For all $i<j<j+1<k$ the following holds.
(i) For all odd integers $p$ in $\{1,2, \ldots, k-j-1\}$,

$$
\begin{equation*}
d[i, j]+d[j+p, k] \leq d[i, k]+d[j, j+p] . \tag{2}
\end{equation*}
$$

(ii) For all even integers $p$ in $\{0,1,2, \ldots, k-j-1\}$,

$$
\begin{equation*}
d[i, j]+d[j+p, k] \leq d[i, j+p]+d[j, k] . \tag{3}
\end{equation*}
$$



Fig. 2.4. The Hamiltonian tour $\varphi=(1,3,5,4,8,10,7,9,11,12,6,2)$.
Proof. Induction with respect to $p$ will be used.
(i) For $p=1$, (2) reduces to (1). Assume (2) holds for $p=P$ (where $P$ is odd and at most $k-j-3$ ), i.e.,

$$
\begin{equation*}
d[i, j]+d[j+P, k] \leq d[i, k]+d[j, j+P] . \tag{4}
\end{equation*}
$$

From (1) we have (with $j+P<j+P+1<j+P+2<k$ )

$$
\begin{equation*}
d[j+P, j+P+1]+d[j+P+2, k] \leq d[j+P, k]+d[j+P+1, j+P+2] . \tag{5}
\end{equation*}
$$

Also from (1) (with $j<j+P<j+P+1<j+P+2$ ),

$$
\begin{equation*}
d[j, j+P]+d[j+P+1, j+P+2] \leq d[j, j+P+2]+d[j+P, j+P+1] \tag{6}
\end{equation*}
$$

Adding inequalities (4)-(6) and canceling

$$
d[j, j+P]+d[j+P, k]+d[j+P, j+P+1]+d[j+P+1, j+P+2]
$$

from both sides gives (2) for $p=P+2$.
(ii) For $p=0$ equality holds. Assume (3) holds for $p=P$ (where $P$ is even and at most $k-j-3$ ), i.e.,

$$
\begin{equation*}
d[i, j]+d[j+P, k] \leq d[i, j+P]+d[j, k] . \tag{7}
\end{equation*}
$$

From (1) (with $i<j+P<j+P+1<j+P+2$ ) we have

$$
\begin{equation*}
d[i, j+P]+d[j+P+1, j+P+2] \leq d[i, j+P+2]+d[j+P, j+P+1] \tag{8}
\end{equation*}
$$

Adding inequalities (7), (8), and (5) and canceling

$$
d[i, j+P]+d[j+P, j+P+1]+d[j+P, k]+d[j+P+1, j+P+2]
$$

from both sides gives (3) with $p=P+2$.
Let $F(\varphi):=\{[i, \varphi(i)] \mid \varphi(i)>i\}$ denote the set of forward edges and $B(\varphi):=$ $\{[i, \varphi(i)] \mid \varphi(i)<i\}$ the set of backward edges of a tour $\varphi$. A pair of edges ( $[a, b] ;[x, y]$ ) is called a transformable edge pair (TEP) of the tour $\varphi$ if and only if the following two conditions hold.
(1) $[a, b]$ and $[x, y]$ are in the same direction set of $\varphi$, meaning that either $[a, b]$ and $[x, y]$ are both in $F(\varphi)$ or $[a, b]$ and $[x, y]$ are both in $B(\varphi)$.
(2) Assuming $a=\operatorname{MIN}\{a, b, x, y\}$ and $x=\operatorname{MIN}\{x, y\}$, either $a<x<b<y$ and $b-x$ is even or $a<x<y<b$ and $y-x$ is odd.
$\operatorname{By} \operatorname{TEP}(\varphi)$ we will denote the set of all transformable edge pairs of $\varphi$. A tour $\varphi$ is said to contain a TEP if and only if $\operatorname{TEP}(\varphi) \neq \emptyset$. The definition of a TEP is justified by the following lemma.


Fig. 2.5. The subtour $\pi_{\varphi}=(1,5,4,10,7,12)$.
Lemma 2.2. If the tour $\varphi$ contains a TEP then there is a feasible 2-interchange on $\varphi$.

Proof. Let $([a, b] ;[x, y]) \in \operatorname{TEP}(\varphi)$ and $\varphi^{\prime}$ the tour that arises from $\varphi$ by replacing $[a, b]$ and $[x, y]$ by $[a, x]$ and $[b, y]$ and reversing the path from $b$ to $x$. From Lemma 2.1 it follows that $d[a, b]+d[x, y] \geq d[a, x]+d[b, y]$. Since $D$ is symmetric it follows that $d\left(\varphi^{\prime}\right) \leq d(\varphi)$. Because $[a, b]$ and $[x, y]$ are in the same direction set, $\varphi^{\prime}$ is a Hamiltonian tour.

In order to use the above-described procedure it has to be shown that a Hamiltonian tour $\varphi$ contains a TEP if and only if it is not pyramidal. To that end the following concepts are introduced. A path $\left[i_{1}, \ldots, i_{k}\right]$ is an ordered path in a Hamiltonian tour $\varphi$ if and only if
(1) $i_{t}=\varphi\left(i_{t-1}\right)$ for $t=2, \ldots, k$, and
(2) all edges $\left[i_{t-1}, i_{t}\right](t=2, \ldots, k)$ are in the same direction set of $\varphi$.

A Hamiltonian tour $\varphi$ can be divided into $2|P(\varphi)|$ ordered paths as follows. There are $|P(\varphi)|$ ordered paths with all edges in one direction set starting at a vertex in $V(\varphi)$ and ending at a vertex in $P(\varphi)$, and $|P(\varphi)|$ ordered paths with all edges in the other direction set starting at a vertex in $P(\varphi)$ and ending at a vertex in $V(\varphi)$.

Example. Let $\varphi=(1,3,5,4,8,10,7,9,11,12,6,2)$. See Fig. 2.4. So, $V(\varphi)=$ $\{1,4,7\}, P(\varphi)=\{5,10,12\}, I(\varphi)=\{2,3,6,8,9,11\}, F(\varphi)=\{[1,3] ;[3,5] ;[4,8] ;[8,10]$; $[7,9] ;[9,11] ;[11,12]\}$, and $B(\varphi)=\{[5,4] ;[10,7] ;[12,6] ;[6,2] ;[2,1]\}$. The $2|P(\varphi)|=6$ ordered paths in $\varphi$ are $[1,3,5] ;[4,8,10] ;[7,9,11,12]$ with edges in $F(\varphi)$ and $[5,4]$; $[10,7] ;[12,6,2,1]$ with edges in $B(\varphi)$.

Let $\pi_{\varphi}$ be the (sub)tour that arises from a Hamiltonian tour $\varphi$ by deleting all intermediate points, i.e., the $2|P(\varphi)|$ ordered paths in $\varphi$ are replaced by edges with the same endpoints as the ordered paths. For the $\varphi$ in the example above this gives $\pi_{\varphi}=(1,5,4,10,7,12)$. See Fig. 2.5.

Lemma 2.3. For any Hamiltonian tour $\varphi$, let $[a, b]$ and $[x, y]$ be any two edges in the same direction set of $\pi_{\varphi}$ such that $a<x<b$ and let $\left[a=i_{0}, i_{1}, i_{2}, \ldots, i_{k-1}\right.$, $\left.i_{k}=b\right](k \geq 1)$ and $\left[x=j_{0}, j_{1}, j_{2}, \ldots, j_{l-1}, j_{l}=y\right](l \geq 1)$ be the two corresponding ordered paths in $\varphi$. The following holds. If $([a, b] ;[x, y]) \in \operatorname{TEP}\left(\pi_{\varphi}\right)$ then there is an $r \in\{0, \ldots, k-1\}$ and an $s \in\{0, \ldots, l-1\}$ such that $\left(\left[i_{r}, i_{r+1}\right] ;\left[j_{s}, j_{s+1}\right]\right) \in \operatorname{TEP}(\varphi)$.

Proof. According to the definition of a TEP we distinguish between two cases.
(1) Assume $a<x<y<b$. Since $y-x$ is odd, there is an $s \in\{0, \ldots, l-1\}$ such that $j_{s+1}-j_{s}$ is odd. Define $u \in\{0, \ldots, k-1\}$ such that $i_{u}$ is the largest $i$ smaller than $j_{s}$ and $v \in\{0, \ldots, k-1\}$ such that $i_{v}$ is the smallest $i$ larger than $j_{s+1}$. If $v=u+1$ then $\left(\left[i_{u}, i_{u+1}\right] ;\left[j_{s}, j_{s+1}\right]\right) \in \operatorname{TEP}(\varphi)$ because $i_{u}<j_{s}<j_{s+1}<i_{u+1}$ and $j_{s+1}-j_{s}$ is odd. If $v>u+1$ then we have $i_{u}<j_{s}<i_{u+1} \leq i_{v-1}<j_{s+1}<i_{v}$. If $i_{u+1}-j_{s}$ is even then $\left(\left[i_{u}, i_{u+1}\right] ;\left[j_{s}, j_{s+1}\right]\right) \in \operatorname{TEP}(\varphi)$ because $i_{u}<j_{s}<i_{u+1}<j_{s+1}$ and $i_{u+1}-j_{s}$ is even. If $j_{s+1}-i_{v-1}$ is even then $\left(\left[i_{v-1}, i_{v}\right] ;\left[j_{s}, j_{s+1}\right]\right) \in \operatorname{TEP}(\varphi)$ because $j_{s}<i_{v-1}<j_{s+1}<i_{v}$ and $j_{s+1}-i_{v-1}$ is even. If both $i_{u+1}-j_{s}$ and $j_{s+1}-i_{v-1}$ are odd then $i_{v-1}-i_{u+1}$ is odd. So there is a $w \in\{u+1, \ldots, v-2\}$ such that $i_{w+1}-i_{w}$ is odd. In this case $\left(\left[i_{w}, i_{w+1}\right] ;\left[j_{s}, j_{s+1}\right]\right) \in \operatorname{TEP}(\varphi)$ because $j_{s}<i_{w}<i_{w+1}<j_{s+1}$ and $i_{w+1}-i_{w}$ is odd.
(2) Assume $a<x<b<y$. Without loss of generality we may assume that $a=$


Fig. 2.6. Part of the tour $\pi_{\varphi}$.
$x-1$ (this follows from the fact that $([a, b] ;[x, y])$ is a TEP if and only if $([x-1, b] ;[x, y])$ is a TEP). Since $b-x$ is even, $b-a(=b-x+1)$ is odd. So there is an $r \in\{0, \ldots, k-1\}$ such that $i_{r+1}-i_{r}$ is odd. In a similar way as in the first case it is possible to find an $s \in\{0, \ldots, l-1\}$ such that $\left(\left[i_{r}, i_{r+1}\right] ;\left[j_{s}, j_{s+1}\right]\right) \in \operatorname{TEP}(\varphi)$.

Note that the opposite of Lemma 2.3 does not always hold. For instance the ordered paths $[1,4,7]$ and $[2,6]$ (with edges in the same direction set) contain a TEP; $(([1,4] ;[2,6])$ is a TEP and so is $([2,6] ;[4,7]))$ but $([1,7] ;[2,6])$ is not a TEP.

Lemma 2.4. $\operatorname{TEP}(\varphi)=\emptyset$ if and only if $\varphi$ is a pyramidal tour.
Proof. If $\varphi$ is a pyramidal tour then it does not contain a TEP because there are no two edges $[a, b]$ and $[x, y]$ in $\varphi$ such that these are in the same direction class and $a<x<b$.

Assume $\varphi$ is not pyramidal. It has to be shown that $\varphi$ contains a TEP. From Lemma 2.3 it follows that if $\pi_{\varphi}$ contains a TEP then $\varphi$ contains a TEP. So it suffices to show that $\pi_{\varphi}$ contains a TEP. Let $p$ be the smallest peak of $\varphi$ (and hence of $\pi_{\varphi}$ ). Consider the vertices $\pi_{\varphi}^{-2}(p), \pi_{\varphi}^{-1}(p), \pi_{\varphi}(p)$, and $\pi_{\varphi}^{2}(p)$. Note that $\pi_{\varphi}^{-1}(p), \pi_{\varphi}(p) \in V(\varphi)$ and $\pi_{\varphi}^{-2}(p), \pi_{\varphi}^{2}(p) \in P(\varphi)$. Furthermore, $\operatorname{MAX}\left\{\pi_{\varphi}^{-1}(p), \pi_{\varphi}(p)\right\}<p$ ( $p$ is a peak), and MIN $\left\{\pi_{\varphi}^{-2}(p), \pi_{\varphi}^{2}(p)\right\}>p$ because $\pi_{\varphi}^{-2}(p)$ and $\pi_{\varphi}^{2}(p)$ are both (not necessarily different) peaks, $p$ is the smallest peak and (since $\varphi$ is not pyramidal) $p<n$. The following holds: either $\left(\left[\pi_{\varphi}^{-1}(p), p\right] ;\left[\pi_{\varphi}(p), \pi_{\varphi}^{2}(p)\right]\right) \in \operatorname{TEP}\left(\pi_{\varphi}\right)$ or $\left(\left[\pi_{\varphi}^{-2}(p), \pi_{\varphi}^{-1}(p)\right] ;\left[p, \pi_{\varphi}(p)\right]\right) \in$ $\operatorname{TEP}\left(\pi_{\varphi}\right)$.

It is obvious that $\left[\pi_{\varphi}^{-1}(p), p\right]$ and $\left[\pi_{\varphi}(p), \pi_{\varphi}^{2}(p)\right]$ are in the same direction class and that $\left[\pi_{\varphi}^{-2}(p), \pi_{\varphi}^{-1}(p)\right]$ and $\left[p, \pi_{\varphi}(p)\right]$ are both in the other direction class. Which of the two pairs is a TEP depends on
(i) whether $\pi_{\varphi}^{-1}(p)<\pi_{\varphi}(p)$ or $\pi_{\varphi}^{-1}(p)>\pi_{\varphi}(p)$ and
(ii) whether $p-\operatorname{MAX}\left\{\pi_{\varphi}^{-1}(p), \pi_{\varphi}(p)\right\}$ is odd or even.

For instance when $\pi_{\varphi}^{-1}(p)<\pi_{\varphi}(p)<p<\pi_{\varphi}^{-2}(p)<\pi_{\varphi}^{2}(p)$ and $p-\pi_{\varphi}(p)$ is odd then $\left(\left[\pi_{\varphi}^{-2}(p), \pi_{\varphi}^{-1}(p)\right] ;\left[p, \pi_{\varphi}(p)\right]\right) \in \operatorname{TEP}\left(\pi_{\varphi}\right)$. See Fig. 2.6. The other cases are left to the reader.

The improvement procedure can now be described more formally.

## Procedure IMPROVE

Input: A Hamiltonian tour $\varphi$.
Output: A pyramidal tour.
Step 0 [Initialization]
Set $\varphi^{(1)}:=\varphi$ and $t=1$. Go to Step 1.
Step 1 If TEP $\left(\varphi^{(t)}\right)=\emptyset$ then stop: $\varphi^{(t)}$ is a pyramidal tour.
Else find $([a, b] ;[x, y]) \in \operatorname{TEP}\left(\varphi^{(t)}\right)$ and go to Step 2.
Step 2 Obtain $\varphi^{(t+1)}$ from $\varphi^{(t)}$ by replacing $[a, b]$ and $[c, d]$ by $[a, x]$
and $[b, y]$ and reversing the path from $b$ to $y$.
Return to Step 1 with $t:=t+1$.
Lemma 2.4 assures the existence of a TEP until a pyramidal tour is found. By

Lemma 2.2 the 2-interchange in Step 2 is feasible. It remains to show that procedure IMPROVE ends after a finite number of steps for any initial Hamiltonian tour. Intuitively, this means that we have to show that $\varphi^{(t+1)}$ is "more pyramidal" than $\varphi^{(t)}$.

Define the pyramidality number $K(\varphi)$ of a Hamiltonian tour $\varphi$ as follows.

$$
K(\varphi):=\sum_{p \in P(\varphi)} p-\sum_{v \in V(\varphi)} v .
$$

With the $\varphi$ in the example above, $K(\varphi)=(5+10+12)-(1+4+7)=15$. For every Hamiltonian tour it holds that $\lfloor n / 2\rfloor\lceil n / 2\rceil \geq K(\varphi) \geq n-1$. The upper bound is tight for Hamiltonian tours of the type

$$
(1, n, 2, n-1,3, n-2, \cdots)
$$

Furthermore, $K(\varphi)=n-1$ if and only if $\varphi$ is a pyramidal tour. So, the lower $K(\varphi)$ the "more pyramidal" $\varphi$ is. An alternative way to define $K(\varphi)$ is as follows. Let $k_{\varphi}(i), i=1, \ldots, n-1$, denote the number of edges $[u, v]$ of $\varphi$ such that $\operatorname{MIN}\{u, v\} \leq$ $i<i+1 \leq \operatorname{MAX}\{u, v\}$. Note that $k_{\varphi}(i)$ is even and $\geq 2$ for all $i$. It follows that

$$
K(\varphi)=\frac{1}{2} \sum_{i=1}^{n-1} k_{\varphi}(i)
$$

For instance with the example above we have $k_{\varphi}(1)=k_{\varphi}(2)=k_{\varphi}(3)=k_{\varphi}(5)=$ $k_{\varphi}(6)=k_{\varphi}(10)=k_{\varphi}(11)=2$ and $k_{\varphi}(4)=k_{\varphi}(7)=k_{\varphi}(8)=k_{\varphi}(9)=4$, so $K(\varphi)=15$.

Lemma 2.5. Let $\left\{\varphi^{(t)}\right\}$ be a sequence produced by procedure IMPROVE. If $\varphi^{(t)}$ is not a pyramidal tour then $K\left(\varphi^{(t+1)}\right)<K\left(\varphi^{(t)}\right)$.

Proof. In Step 2 of procedure IMPROVE $[a, b]$ and $[x, y]$ are replaced by $[a, x]$ and $[b, y]$. So $k_{\varphi^{(t+1)}}(i)=k_{\varphi^{(t)}}(i)-1$ for $i=x, \ldots, \operatorname{MIN}\{y, b\}-1$, hence

$$
K\left(\varphi^{(t+1)}\right)=K\left(\varphi^{(t)}\right)-(\operatorname{MIN}\{b, y\}-x)
$$

or equivalently

$$
K\left(\varphi^{(t+1)}\right)-K\left(\varphi^{(t)}\right)=x-\operatorname{MIN}\{b, y\}<0
$$

By Lemma 2.5, $K\left(\varphi^{(T)}\right)=n-1$ for some finite integer $T$ and $\varphi^{(T)}$ is a pyramidal tour. So procedure IMPROVE ends after a finite number of steps. The results in this section are summarized in the following theorem.

Theorem 2.6. $\mathbb{D}_{\text {NEW }} \subset \mathbb{D}_{\text {PYR }}$.
3. $\mathbb{D}_{\text {NEW }}$ is not a subclass of $\mathbb{D}_{\text {DEMI }}$. As mentioned in $\S 1, A$ matrix $D$ is a symmetric Demidenko matrix ( $D \in \mathbb{D}_{\text {DEMI }}$ ) if and only if

$$
d[i, j]+d[j+1, k] \leq d[i, j+1]+d[j, k] \quad \text { for all } i<j<j+1<k
$$

This condition is the symmetric equivalent of the conditions introduced in [2] (see also [3, p. 102]). In [9] a simple proof is given for $\mathbb{D}_{\text {DEMI }} \subset \mathbb{D}_{\mathrm{PYR}}$. Until now $\mathbb{D}_{\text {DEMI }}$ was the most general class of matrices belonging to $\mathbb{D}_{\mathrm{PYR}}$, meaning that all other subclasses of $\mathbb{D}_{\text {PYR }}$ known from the literature belong to $\mathbb{D}_{\text {DEMI }}$. The purpose of this section is to show that $\mathbb{D}_{\text {DEMI }} \not \subset \mathbb{D}_{\text {NEW }}$ and $\mathbb{D}_{\text {NEW }} \not \subset \mathbb{D}_{\text {DEMI }}$.

Matrices in $\mathbb{D}_{\text {NEW }}$ can be constructed in a similar way as was shown in [9] for matrices in $\mathbb{D}_{\text {DEMI }}$. It is easy to construct matrices that are in $\mathbb{D}_{\text {NEW }}$ but not in $\mathbb{D}_{\text {DEMI }}$ or matrices that are in $\mathbb{D}_{\text {DEMI }}$ but not in $\mathbb{D}_{\text {NEW }}$ or any value of $n$. For details we refer to $[8]$. Here we give an example for $n=4$.

Example. Consider the following two matrices.

$$
D_{1}=\left[\begin{array}{llll}
0 & 4 & 2 & 4 \\
4 & 0 & 0 & 1 \\
2 & 0 & 0 & 0 \\
4 & 1 & 0 & 0
\end{array}\right], \quad D_{2}=\left[\begin{array}{llll}
0 & 4 & 4 & 2 \\
4 & 0 & 1 & 0 \\
4 & 1 & 0 & 0 \\
2 & 0 & 0 & 0
\end{array}\right]
$$

It is easy to check that $D_{1} \in \mathbb{D}_{\text {NEW }}$ and $D_{1} \notin \mathbb{D}_{\text {DEMI }}$ and that $D_{2} \in \mathbb{D}_{\text {DEMI }}$ and $D_{2} \notin \mathbb{D}_{\text {NEW }}$.
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# DRAWING GRAPHS ON SURFACES * 
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#### Abstract

Every graph that is 2-cell embedded in a closed orientable surface can be drawn in some fundamental polygon of the surface so that the boundary of the polygon consists of edges and vertices of the graph; it can also be drawn so that all the vertices of the graph are inside the polygon and no edges cross the boundary of the polygon more than once. A necessary and sufficient condition is found to determine whether or not a given embedding of a graph in a surface has one or the other representation in the standard polygon of the surface, the one of the form $a_{1} b_{1} a_{1}^{-1} b_{1}^{-1} a_{2} b_{2} a_{2}^{-1} b_{2}^{-1} \ldots$. This leads to a polynomial-time algorithm, assuming that the surface is fixed.
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1. Introduction. The definitions used in this paper are more or less standard and can be found in [2], [3], [7]. We assume graphs to be finite, connected, and undirected. A surface will always stand for an orientable surface and we denote the oriented surface with $k>0$ handles by $S_{k}$.

A standard method of depicting a graph embedded on a surface is to draw the graph on the fundamental polygon of the surface, e.g., a polygon in the plane with its sides oriented and labeled to indicate how the boundary of the polygon can be identified to recover the surface. Of course, all the edges cannot lie inside the polygon. Some of them may lie on the boundary of the polygon; some may cross over the boundary of the polygon. The problem is that some edges may repeatedly cross over the polygon's boundary, making the drawing unclear and difficult to visually verify the desired adjacencies.

We avoid such problems in the following two cases.

- The boundary of the polygon consists exclusively of the vertices and edges of the graph. We say that the graph is compounded in the polygon (see Fig. 1).
- All the vertices of the graph are inside the polygon and each edge is allowed to cross the polygon's boundary once at most. If a graph $G$ is drawn in a polygon $P$ in this way, we say that $G$ is drawn nicely in $P$.

Every embedding of a graph $G$ can in both cases be depicted in some fundamental polygons of the surface. In the first case we paste together all the faces of the graph $G$ in some way to obtain a single polygon. In the second case we paste together all the faces of the dual graph and then draw $G$ in this polygon-the vertices of $G$ inside the faces of $G^{*}$ and the edges of $G$ cross the edges of $G^{*}$ in the middle.

We can represent a surface of genus $k$ with a polygon in the normal form, the polygon with edges identified in order $a_{1} b_{1} a_{1}^{-1} b_{1}^{-1} \cdots a_{k} b_{k} a_{k}^{-1} b_{k}^{-1}$. We call this polygon the standard polygon of the surface $S_{k}$ and denote it by $P_{k}$. The number of different polygons representing the same surface increases with the genus of the surface. Some of them may have very many edges on the boundary. For this reason we consider only the drawings of graphs in standard polygons. Unfortunately, not every graph with a
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Fig. 1. A drawing of $K_{7}$ in the polygon $P_{1}$ which represents the torus.
given embedding can be drawn nicely or compounded in the standard polygon of the surface. We first give the rather obvious condition whether a 2 -cell embedded graph can be compounded in the standard polygon of the surface. As the main point of this article we present a necessary and sufficient condition for a graph with a given embedding to be drawn nicely in the standard polygon of the surface. For every surface of fixed genus this leads to a polynomial-time algorithm, which is at present practically useful only for the torus.
2. Main result. Throughout this section $G$ will denote a graph that is 2-cell embedded on the surface $S_{k}$.

Let $B$ be a graph embedded on the oriented surface $S_{k}$. We call it a bouquet of $k$ crossing cycles or a $k$-bouquet, if it consists of $2 k$ cycles, intersecting at one vertex, say $v$, and the cyclic order of edges around $v$ is the following: $e_{1,1}, e_{2,1}, e_{1,2}, e_{1,2}, e_{2,2}, \ldots$, $e_{2 k-1,1}, e_{2 k, 1}, e_{2 k-1,2}, e_{2, k, 2}$. Here $e_{i, 1}$ and $e_{i, 2}$ denote the edges of the $i$ th cycle which have $v$ as an endvertex ( $e_{i, 1}$ and $e_{i, 2}$ may be a single edge, a loop).

If a graph can be compounded in the standard polygon $P_{k}$, it contains a $k$ bouquet, which is the boundary of the polygon. The converse also holds: if a graph embedded in $S_{k}$ contains a $k$-bouquet $B_{k}$, we can cut $S_{k}$ along the edges of $B_{k}$ and obtain the polygon $P_{k}$. This proves the following lemma.

Lemma 2.1. Let a graph $G$ be embedded in $S_{k}, k>0$. Then $G$ can be compounded in the standard polygon $P_{k}$ if and only if it contains a $k$-bouquet as a subgraph.

Corollary 2.2. If a graph $G$ does not contain a vertex of degree $4 k$ or more, it cannot be compounded in $P_{k}$.

The dual graph of a 2 -cell embedded graph $G$ (relative to this embedding) is a graph $G^{*}$ embedded on $S_{k}$ such that the vertices of $G^{*}$ correspond to the faces of $G$ and every edge of $G^{*}$ corresponds to precisely one edge of $G$. We denote the edge corresponding to an edge $e \in E(G)$ by $e^{*}$. Two vertices of $G^{*}$ are adjacent if and only if the boundaries of their corresponding faces of $G$ share a common edge. $G^{*}$ is embedded in the following way: on each edge of $G$ we choose a point-it is called the midpoint of the edge. We put a vertex of $G^{*}$ in each face of $G$ and connect it to all the midpoints on the boundary of the face.

Lemma 2.3. We can draw a graph $G$ on the standard polygon $P_{k}$ nicely with no faces split in more than two parts, except the one in the corner of the polygon, which is split in $4 k$ parts, if and only if the dual graph of $G$ can be compounded in the standard polygon $P_{k}$.

Since the proof is obvious, we omit it.
There exist embedded graphs that can be drawn nicely on the standard polygon, but their dual graphs cannot be compounded in it. The following example will show this. Let $K_{7}^{\prime}$ be the embedded graph $K_{7}$ from Fig. 2; we only add a vertex on the edge $e$ that is cut twice. We get a nice embedding of $K_{7}^{\prime}$. The dual graph of $K_{7}$ cannot


Fig. 2. An alternative drawing of $K_{7}$ in $P_{1}$.


Fig. 3. The rule for the construction of the associated graph.
be compounded in $P_{1}$, since all its vertices are of degree 3 . We get the graph $K_{7}^{*}$ from $K_{7}^{*}$ by only adding a parallel edge to $e^{*}$ which is embedded in the same way. So we cannot find a 1-bouquet in $K_{7}^{\prime *}$ and therefore $K_{7}^{\prime *}$ cannot be compounded in the standard polygon $P_{1}$.

Let $f_{1}, \ldots, f_{j}$ be the faces of the embedded graph $G$, with $d_{i}$ edges on the boundary for $i=1 \cdots j$. We construct another graph that is embedded in $S_{k}$ by putting a "net" with $\max \left\{\left\lfloor d_{i} / 4\right\rfloor,\left\lfloor\left(d_{i}-4 k\right) / 2\right\rfloor\right\}$ layers and $d_{i}$ sides in each face $f_{i}, i=1 \cdots j$, of graph $G$, so the boundary of the face is the 0 th layer (see Fig. 3). We call this (embedded) graph the associated graph of graph $G$. We denote it by $\tilde{G}$. The associated graph is obviously simple, provided that the initial graph does not have any vertices of degree one.

Theorem 2.4. We can draw a graph $G$ on the standard polygon $P_{k}$ nicely if and only if the dual graph $\tilde{G}^{*}$ of the associated graph can be compounded in the standard polygon $P_{k}$.

Proof. If $\tilde{G}^{*}$ can be compounded in $P_{k}$, we can draw $\tilde{G}$ on the polygon $P_{k}$ nicely by Lemma 2.3. Since $G$ is a subgraph of $\tilde{G}$, it can be drawn on the polygon in the same way; the superfluous edges simply are omitted.

The other way is a little more complicated. First, let all the faces of $G$ be simple; that means that no edge occurs on the boundary of the same face twice. Each edge of $G$ corresponds to a layer of vertices of $\tilde{G}^{*}$ in two faces of $G$. We denote these vertices by triples $(e, f, i)$, where $e$ is the label of the edge, $f$ is the label of the face, and $i$ is the number of the layer. The layer that is nearest to the boundary of the face of $G$ has number 1 . We denote the vertex of $\tilde{G}^{*}$ in the middle of the face $f$ simply by $(f)$. Suppose $G$ is drawn nicely on $P_{k}$ with symbolic description $a_{1} b_{1} a_{1}^{-1} b_{1}^{-1} \cdots a_{k} b_{k} a_{k}^{-1} b_{k}^{-1}$. We can construct a $k$-bouquet in $\tilde{G}^{*}$ using the drawing of $G$ in $P_{k}$. Let $f_{1}$ be the face of $G$ by the corner of the polygon; let $e_{1}, e_{2}, \ldots, e_{j 1}$ be the cut edges; and let $f_{2}, f_{3}, \ldots, f_{j 1}$ be the cut faces in the same order as they appear along the side $a_{1}$ of the polygon. All the edges $e_{i}$ are different, but some faces may be the same.

Some new notation is now needed. Let $d_{i}$ be the number of edges on the boundary of $f_{i}$ and $l_{i}=\max \left\{\left\lfloor d_{i} / 4\right\rfloor,\left\lfloor\left(d_{i}-4 k\right) / 2\right\rfloor\right\}$ the number of layers in the face. Let $w_{i}$ be a segment of the boundary of $f_{i+1}$ that contains the edges $e_{i}$ and $e_{i+1}$. There are two such paths, we take the shorter one. With $s_{i}^{\prime}$ we denote the number of edges between $e_{i}$ and $e_{i+1}$ on $w_{i}$, including $e_{i}$ and $e_{i+1}$. Let $s_{i}=\left\lfloor s_{i}^{\prime} / 2\right\rfloor$ denote the layer we use to come from the vertex $\left(e_{i}, f_{i+1}, 1\right)$ of the graph $\tilde{G}^{*}$ to the vertex $\left(e_{i+1}, f_{i+1}, 1\right)$ in the face $f_{i+1}$ of the graph $G$. Let $e_{i}^{+}$be the edge that follows $e_{i}$ on $w_{i}$ and let $e_{i+1}^{-}$be the edge before $e_{i+1}$.

Now we can construct one of the cycles, say $C_{1}$, of the $k$-bouquet. Since $\tilde{G}^{*}$ is a simple graph, we can represent $C_{1}$ by a sequence of vertices as follows:

$$
\begin{aligned}
& \left(f_{1}\right)-\left(e_{1}, f_{1}, l_{1}\right)-\left(e_{1}, f_{1}, l_{1}-1\right)-\cdots-\left(e_{1}, f_{1}, 1\right)-\left(e_{1}, f_{2}, 1\right) \\
& \quad-\left(e_{1}, f_{2}, 2\right)-\cdots-\left(e_{1}, f_{2}, s_{1}\right)-\left(e_{1}^{+}, f_{2}, s_{1}\right)-\left(e_{1}^{++}, f_{2}, s_{1}\right)-\cdots-\left(e_{2}^{-}, f_{2}, s_{1}\right) \\
& \quad-\left(e_{2}, f_{2}, s_{1}\right)-\left(e_{2}, f_{2}, s_{1}-1\right)-\cdots-\left(e_{2}, f_{2}, 1\right)-\left(e_{2}, f_{3}, 1\right)-\cdots-\left(e_{j}, f_{j}, 1\right) \\
& \quad-\left(e_{j}, f_{1}, 1\right)-\left(e_{j}, f_{1}, 2\right)-\cdots-\left(e_{j}, f_{1}, l_{1}\right)-\left(f_{1}\right) .
\end{aligned}
$$

We construct the other $2 k-1$ cycles similarly. If some faces are not simple, we need an additional label to tell us on which side of the edge a layer of vertices of $\tilde{G}^{*}$ belongs. If $e$ is an edge that appears on the boundary of the face $f$ twice, we represent the "cut" by an edge ( $e, f, 1$, side 1$)-(e, f, 1$, side 2$)$ in the cycle. If $G$ contains vertices of degree one, $\tilde{G}^{*}$ is not simple. Let $v$ be a vertex of degree one that is connected to $G$ with an edge $e$. Then $\tilde{G}^{*}$ has parallel edges between the vertices ( $e, f, 1$, side1) and ( $e, f, 1, s i d e 2$ ). Since it does not make any difference which one of these two edges we take, we will not make distinction between them. We construct the cycles as before. The cycles obviously intersect at $\left(f_{1}\right)$ in the right way.

Suppose we cut the surface $S$ along some cycle in such a way that we cut no edges of $G$ more than once. Let $u_{1}, \ldots, u_{m}$ be the boundary walk of some face, which is cut. Say that we cut it from the edge $u_{1}$ to the edge $u_{i}$. Then we cannot cut this face from edge $u_{k}$ to $u_{l}$, if $1<k<i$ and $i<l<m$, because we would have to cross the first cut and then we would not have a cycle. That implies that $C_{i}, i=1, \ldots, 2 k$ really are cycles and that they intersect only at vertex ( $f_{1}$ ).

An algorithm for determining whether or not a graph which is 2-cell embedded in $S_{k}$ can be nicely drawn in the standard polygon $P_{k}$ is derived easily. We have to construct the graph $\tilde{G}^{*}$ and find a $k$-bouquet in it. If a $k$-bouquet does not exist, then $G$ cannot be drawn in $P_{k}$ nicely. Otherwise $G$ can be drawn nicely in $P_{k}$ and, having the $k$-bouquet, we can actually draw $G$ in the polygon, using some polynomial-time algorithm for drawing plane graphs, for example [1], [6].

We reduce the problem of how to find a $k$-bouquet to the $k$ disjoint paths problem, which is the following: given a graph $G$ and pairs $\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)$ of vertices, are there $k$ paths joining the corresponding pairs of vertices ( $s_{i}$ with $t_{i}$ ) that are vertex disjoint? Robertson and Seymour proved (see [4]) that for every fixed $k$ there exists a polynomial-time algorithm for the $k$ disjoint paths problem. Its running time is $O\left(|V(G)|^{3}\right)$.

Using the algorithm of Robertson and Seymour, we can find a $k$-bouquet in $\tilde{G}^{*}$ in polynomial time regarding the number of vertices and edges of $G$. All the other steps are obviously polynomial. So if the genus of the surface is fixed, the algorithm is polynomial-time. A similar algorithm can be derived for compounding graphs in the standard polygon of the surface that has to find a $k$-bouquet in the graph $G$.

We have to mention that the $k$ disjoint paths algorithm of Robertson and Seymour is not useful in practice, since it involves enormous constants. So far there are efficient
algorithms for finding two disjoint paths, for example the one of Y. Shiloach [5], which needs $O\left(n^{2}\right)$ time. So the algorithm can be efficiently implemented at least for the torus, using the algorithm of [5] to find two disjoint paths.
3. Some other problems. If a 2 -cell embedded graph $G$ can be drawn nicely in the standard polygon of the surface it is embedded nicely on the surface and we call the embedding of $G$ nice. We have only considered the problem of whether a given embedding of a graph is nice. Another problem is how to embed a graph nicely on a surface. There are graphs that can be 2 -cell embedded in a surface $S$, however, none of these embeddings is nice. An example of such graph is $K_{7}$, which can be 2-cell embedded in the torus, but it does not have a nice embedding in it. The question is if for every graph there exists a surface in which $G$ can be 2-cell embedded nicely.
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#### Abstract

A universal cycle, or Ucycle, for $k$-subsets of $[n]=\{1, \ldots, n\}$ is a cyclic sequence of $\binom{n}{k}$ integers with the property that each subset of $[n]$ of size $k$ appears exactly once consecutively in the sequence. Chung, Diaconis, and Graham have conjectured their existence for fixed $k$ and large $n$ when $\left.n \left\lvert\, \begin{array}{l}n \\ k\end{array}\right.\right)$. Here the Ucycles for $k=3,4,6$ and large $n$ relatively prime to $k$ are exhibited.
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1. Introduction. In 1894 the following binary sequence was discovered by FlyeSainte Marie [M]:

$$
00011101 .
$$

The interesting property of this sequence is that, when regarded as a cyclic sequence, every binary triple appears uniquely as a consecutive block of digits. Indeed, 000, $001,011,111,110,101,010,100$ is the corresponding list of binary triples. It was also discovered that for all $n$ and $k$ analogous $k$-ary sequences exist listing $k$-ary $n$-tuples uniquely. This result went largely unnoticed until the sequences were rediscovered in 1946 by de Bruijn [B] and Good [G], and they have come to be known as de Bruijn cycles. For interesting results, generalizations, applications, and history see $[\mathrm{F}],[\mathrm{H}]$.

Recently, Chung, Diaconis, and Graham [C] have generalized such sequences so as to list combinatorial families other than $k$-ary $n$-tuples including permutations of [ $n$ ], partitions of $[n], k$-subsets of $[n]$, and $k$-dimensional subspaces of an $n$-dimensional vector space over a finite field. They call such sequences universal cycles, or Ucycles.

In this paper we discuss only the case of Ucycles for $k$-subsets of $[n]$. An example with $k=3, n=8$ is as follows.

$$
\begin{array}{llllllll}
1356725 & 6823472 & 3578147 & 8245614 & 5712361 & 2467836 & 7134583 & 4681258
\end{array}
$$

The list of subsets begins with $135,356,567, \ldots$, and ends with $\ldots, 258,581,813$. (Often, we will leave out the brackets in set notation to improve readability.) And, of course, there are $\binom{8}{3}=56$ digits in the sequence, one for each subset. In the example above, spaces were used only to help the reader notice that each block is just an additive translation of the previous block. That is, we add 5 modulo 8 to the digits of one block to obtain the digits of the next block. This will be an important feature of Ucycle construction.

We first remark that any ordering of $[n]$ is a Ucycle both for 1- and ( $n-1$ )-subsets. These we call trivial Ucycles. Also, any listing of the vertices of an Eulerian circuit in the complete graph $K_{n}(n$ odd $)$ is a Ucycle for 2 -subsets of $[n]$. Thus, we shall always assume that $k \geq 3$ and $n \geq k+2$.

Next, we notice that each integer must occur equally often in a Ucycle since each integer is in equally many $k$-subsets of $[n]$. So for the existence of such Ucycles we

[^66]have the following necessary condition
\[

$$
\begin{equation*}
n \text { divides }\binom{n}{k} \tag{NC}
\end{equation*}
$$

\]

Equivalently, we may write that $k$ divides $\binom{n-1}{k-1}$. This carries the interpretation that any digit in the Ucycle is in $k k$-subsets and any integer is in $\binom{n-1}{k-1} k$-subsets, so $\binom{n-1}{k-1} / k$ is the number of occurrences of each integer in the Ucycle. Notice that (NC) holds whenever $n$ is relatively prime to $k$. Indeed, $\binom{n}{k}=n\binom{n-1}{k-1} / k$ is an integer and $n$ and $k$ have no common factors, so $\binom{n-1}{k-1} / k$ must be an integer. Also notice that (NC) fails whenever $n$ is a multiple of $k$.
2. Results. In $[\mathrm{C}]$ Chung, Diaconis, and Graham made the following conjecture, for which $\$ 100$ is offered.

Conjecture 1. For all $k$ there is an integer $n_{0}(k)$ such that, for $n \geq n_{0}(k)$, Ucycles for $k$-subsets of $[n]$ exist if and only if (NC) holds.

In [J1] we find the following results.
Theorem 2. Ucycles for 3 -subsets of $[n]$ exist for all $n \geq 8$ not divisible by 3 .
Theorem 3. Ucycles for 4 -subsets of $[n]$ exist for all odd $n \geq 9$.
Theorem 2 is a verification of conjecture 1 for $k=3$.
In order to verify the conjecture for $k=4$ one would need to construct Ucycles for $n \equiv 2 \bmod 8$. No examples of this case have ever been found, nor have any with $k=5$. The purpose of this paper is to prove the following theorem.

Theorem 4. For $k=3,4,6$ there is an integer $n_{0}(k)$ such that, for $n \geq n_{0}(k)$, Ucycles for $k$-subsets of $[n]$ exist whenever $n$ is relatively prime to $k$.
This theorem includes both results of Jackson and unifies them in one setting together with the case $k=6$.
3. Terminology. Let $S=\left\{s_{1}, \ldots, s_{k}\right\}, s_{i}<s_{i+1}$, be a $k$-subset of [ $\left.n\right]$. Define its ordered difference set, or $d$-set, $D(s)=\left(d_{1}, \ldots, d_{k}\right)$ by $d_{i}=s_{i+1}-s_{i}$, where indices are modulo $k$ and arithmetic is modulo $n$. Two $d$-sets are equivalent if one is a cyclic permutation of the other. Thus, we say that any additive translation of $S$ belongs to the same $d$-set as $S$, where an additive translation of $S$ is any set $S+r=\left\{s_{1}+r, \ldots, s_{k}+r\right\}$ modulo $n$. Two $d$-sets will belong to the same $d$-class whenever one is any permutation of the other. Thus the family of all $d$-classes is simply the family of all unordered partitions of the integer $n$ into $k$ parts. Each $d$-class in turn defines a partition of $k$ according to the number of parts of the same size. We say that two $d$-classes belong to the same $d$-pattern if they define the same partition of $k$. A $d$-pattern is good if some part has size 1 and bad otherwise. Let us offer some examples with $k=5$ and $n=40$.

There are $7 d$-patterns $\langle 1,1,1,1,1\rangle,\langle 2,1,1,1\rangle,\langle 3,1,1\rangle,\langle 4,1\rangle,\langle 5\rangle,\langle 2,2,1\rangle$, and $\langle 3,2\rangle$, of which only $\langle 5\rangle$ and $\langle 3,2\rangle$ are bad. $\langle 3,2\rangle$ contains the $d$-classes [2, 2, $2,17,17],[4,4,4,14,14], \ldots$, and $[12,12,12,2,2]$. $[2,2,2,17,17]$ contains the $d$-sets $(2,2,2,17,17)$ and ( $2,2,17,2,17$ ). $(2,2,17,2,17)$ contains the sets $\{1,3,5,22,24\}$, $\{2,4,6,23,25\}, \ldots$, and $\{40,2,4,21,23\}$. The notation of braces, parentheses, brackets, and angles will be maintained throughout to distinguish the objects from one another.
4. Proof of Theorem 4. We first prove the following lemma.

Lemma 5. No bad d-patterns exist if and only if $k=3,4$, or 6 and $\operatorname{gcd}(n, k)=1$.


Fig. 1. $\mathcal{T}_{8,3}$.
Proof. If $r=\operatorname{gcd}(n, k)$ then the $d$-pattern $\langle r, r, \ldots, r\rangle$ is bad unless $r=1$. If $k>3$ is odd then $\langle t, t+1\rangle$ is bad, where $k=2 t+1$ and $t>1$, and if $k>6$ is even then $\langle 3, t, t+1\rangle$ is bad, where $k=2 t+4$ and $t>1$. Finally, it is easy to verify that if $k=3,4$, or 6 and $\operatorname{gcd}(n, k)=1$ then no bad $d$-patterns exist.

Next we define the transition graph $\mathcal{T}_{n, k}$, which is dependent upon the choices of representations for each $d$-class. Given the $d$-set ( $d_{1}, \ldots, d_{k-1}, d_{k}$ ) we distinguish one of its coordinates (which we may assume to be $d_{k}$ because of cyclic permutations) in the representation ( $d_{1}, \ldots, d_{k-1} ; d_{k}$ ) so as to imply the ordering $\left\{i, i+d_{1}, \ldots, i+d_{1}+\right.$ $\left.\cdots+d_{k-1}\right\}$ of all its sets. The use of the semicolon in the representation is to identify which of the $k$ differences is not to be used.

The representation of a $d$-class by $\left[d_{1}, \ldots, d_{k-1} ; d_{k}\right]$ signifies that $d_{k}$ is distinguished (unused) in each of its $d$-sets. Thus, to avoid ambiguity, it is important that $d_{k}$ be unique, in particular that the corresponding $d$-pattern be good. For example, with $k=4$ and $n=11$, we can choose $[2,2,1 ; 6]$ to represent $[2,2,1,6]$. This determines the representations $(2,2,1 ; 6),(2,1,2 ; 6)$, and $(1,2,2 ; 6)$ of its three $d$-sets, of which $(2,1,2 ; 6)$ denotes the (ordered) sets $\{1,3,4,6\},\{2,4,5,7\}, \ldots$ and $\{11,2,3,5\}$.

Given the $d$-set representation $\left(d_{1}, \ldots, d_{k-1} ; d_{k}\right)$ we call the terms ( $\left(d_{1}\right.$, $\left.\ldots, d_{k-2}\right)$ ) its prefix and $\left(\left(d_{2}, \ldots, d_{k-1}\right)\right)$ its suffix. We use double parentheses to denote that these are vertices in the transition graph $\mathcal{T}_{n, k}$ whose directed edges are precisely the representations involved.

For example, Fig. 1 shows the transition graph $\mathcal{T}_{8,3}$ which was used to construct the Ucycle for 3 -subsets of $[8]$ above. The $d$-sets are represented by $(1,1 ; 6),(2,2 ; 4)$, $(3,3 ; 2),(1,2 ; 5),(2,1 ; 5),(1,3 ; 4)$, and $(3,1 ; 4)$. The $d$-set $(2,1 ; 5)$ corresponds to the directed edge $((2)) \rightarrow((1))$, and so on. The Eulerian circuit 2211331 corresponds to a listing of all $d$-sets and produces the differences in the first block, 1356725, along with the first digit, 6 , of the next block. Since the sum $2+2+1+1+3+3+1 \equiv$ 5 mod 8 , each block shifts by 5 , and since 5 is relatively prime to 8 each integer occurs as the starting digit of some block. Hence, each 3 -subset of [8] occurs exactly once. As we shall see, it is an unnecessary luxury that the sum (5) is relatively prime to $n$ (8).

Lemma 6. If $\mathcal{T}_{n, k}$ is Eulerian for some choice of representations of d-classes, then there exists a Ucycle for $k$-subsets of $[n]$.

Proof of Lemma 6. $((1,1, \ldots, 1))$ is always a vertex of $\mathcal{T}_{n, k}$ and there is always a loop at that vertex representing the $d$-set $(1,1, \ldots, 1 ; d)$. This is because there is no other way to represent the $d$-class $[1,1, \ldots, 1, d]$, because we would be unable to distinguish which 1 would be set apart by a semicolon if we tried. Let $S_{1}=\{1,2, \ldots, k\}, S_{2}=\{2,3, \ldots, k+1\}=S_{1}+1$, and in general, let $S_{i+1}=S_{i}+1$ be the sets belonging to this representation. Starting at $S_{i}$ we follow along the edges of an Eulerian circuit in $\mathcal{T}_{n, k}$ until we return to our original loop. Repeating the loop now determines the set $S_{i}+r$ for some $0 \leq r<n$. Retrace the circuit repeatedly until we finally reach $S_{i}$ again, now having used the sets $S_{i}, S_{i}+r, S_{i}+2 r, \ldots$, and $S_{i}-r$, in
that order. Call the cycle produced $U_{i}$. Now let $s=\operatorname{gcd}(r, n)$. Then if $s=1$ we have actually produced our Ucycle since we have used each of the $n$ sets from every $d$-set (our initial example with $n=8$ and $k=3$ has $r=5$ and $s=1$ ). Otherwise, we have constructed $s$ disjoint cycles $U_{1}, U_{2}, \ldots, U_{s}$, which must somehow be hooked together to form one. We do this by a method we call insertion, showing how to insert $U_{i+1}$ into $U_{i}$. Actually, the general case is the same as the first, so we merely show how to insert $U_{2}$ into $U_{1}$. Given

$$
U_{1}=1,2, \ldots, k-1, k, x, \ldots, y
$$

and

$$
U_{2}=2,3, \ldots, k, k+1, x+1, \ldots, y+1
$$

we insert as below.

$$
1, \underline{2,3, \ldots, k, k+1, x+1, \ldots, y+1,2,3, \ldots, k-1, k, x, \ldots, y}
$$

Induction then completes the proof.
Next we take a closer look at $\mathcal{T}_{n, k}$ by defining the graph $\mathcal{T}_{n, k}(C)$ for each $d$-class $C=\left[d_{1}, \ldots, d_{k-1} ; d_{k}\right]$. It is merely the restriction of $\mathcal{T}_{n, k}$ to edges that are representations of $d$-sets belonging to $C$. We now introduce the class graph $\mathcal{H}_{n, k}$, whose vertices are all possible $d$-classes and whose undirected edges join $d$-classes whose representations differ by one entry. For example, $[2,2,1,3,6 ; 7]$ and $[1,1,2,2,3 ; 12]$ are connected in $\mathcal{H}_{21,6}$.

Lemma 7. If $\mathcal{H}_{n, k}$ is connected and there are no bad d-patterns for $k$-subsets of $[n]$, then $\mathcal{T}_{n, k}$ is Eulerian.

Proof of Lemma 7. If the $d$-class $C=\left[d_{1}, \ldots, d_{k-1} ; d_{k}\right]$ belongs to a good $d$ pattern, then $\mathcal{T}_{n, k}(C)$ is a disjoint union of cycles. This is so because no $d_{i}$ equals $d_{k}$ and so all distinct permutations of the entries $d_{1}, \ldots, d_{k-1}$ can be partitioned into cyclic permutations of a fixed few. For example, with $C=[1,1,2,2,3 ; 12]$ we obtain the $d$-sets $(1,1,2,2,3 ; 12),(1,1,2,3,2 ; 12),(1,1,3,2,2 ; 12),(1,2,1,2,3 ; 12),(1,2,1,3,2$; 12), and ( $1,3,1,2,2 ; 12$ ), along with all their five cyclic permutations each. Those of the last $d$-set induce the cycle of edges

$$
\begin{aligned}
((1,3,1,2,2)) & \rightarrow((3,1,2,2,1)) \rightarrow((1,2,2,1,3)) \\
& \rightarrow((2,2,1,3,1)) \rightarrow((2,1,3,1,2)) \rightarrow((1,3,1,2,2))
\end{aligned}
$$

in $\mathcal{T}_{21,6}(C)$. An example of why this breaks down for bad $d$-patterns is the $d$-class $C=$ [ $1,1,4,4]$ for 4 -subsets of [10], containing only the two $d$-sets $(1,1,4,4)$ and $(1,4,1,4)$. If we try to use the representation $[1,1,4 ; 4]$, then that induces the representations $(1,1,4 ; 4)$ and $(1,4,1 ; 4)$, which are the edges $((1,1)) \rightarrow((1,4)) \rightarrow((4,1))$ in $\mathcal{T}_{10,4}(C)$. We can never form cycles this way.

We quickly see from this that if $\mathcal{T}_{n, k}$ is connected, then it is Eulerian, being a union of cycles. Two $d$-classes $C_{1}$ and $C_{2}$ being connected in $\mathcal{H}_{n, k}$ means that $\mathcal{T}_{n, k}\left(C_{1}\right)$ and $\mathcal{T}_{n, k}\left(C_{2}\right)$ share many of the same vertices. In particular, if $C_{1}$ and $C_{2}$ share $d_{1}, \ldots, d_{k-2}$, then their corresponding graphs share every permutation of them as vertices. For example, $((2,2,1,3)),((2,2,3,1))$, and $((2,1,2,3))$ are the shared vertices of $[2,2,1,3,6 ; 7]$ and $[1,1,2,2,3 ; 12]$ above. However, this does not mean that the union of the two graphs $\mathcal{T}_{n, k}\left(C_{1}\right)$ and $\mathcal{T}_{n, k}\left(C_{2}\right)$ is connected, although since $\mathcal{H}_{n, k}$ is connected, we do get paths to and from every $d$-set and $(1,1, \ldots, 1)$, so that the union over all $d$-classes produces the connected graph $\mathcal{T}_{n, k}$.


Fig. 2. Connectedness of $\mathcal{H}_{n, 3}$.

Lemma 8. Let $n_{0}(3)=8, n_{0}(4)=9$, and $n_{0}(6)=17$. Then $\mathcal{H}_{n, k}$ is connected for $k=3,4$ and 6 with $n \geq n_{0}(k)$ and $\operatorname{gcd}(n, k)=1$.

Proof of Lemma 8.
Case $\boldsymbol{k}=\mathbf{3}$. We assume $n \geq 8$ and break up the $d$-classes into the following types.
(A) $d$-pattern $\langle 2,1\rangle:[a, a ; b]$
(1) $a=1$
(2) $a>1, b=1$ (for $n$ odd only)
(3) $a>1, b>1$
(B) $d$-pattern $\langle 1,1,1\rangle:[a, b ; c]$
(1) $1=a<b<c$
(2) $1<a<b<c$
(3) $2=a<b-1=c$ (for $n$ odd only)

We show that $\mathcal{H}_{n, 3}$ is connected by displaying the path of edges from the $d$-classes of each type to the type A 1 in Fig. 2. If $n$ is odd, then $\mathrm{A} 2 \rightarrow \mathrm{~B} 3 \rightarrow \mathrm{~B} 1$ by $[a, a ; 1] \rightarrow$ $[2, a ; a-1] \rightarrow[1,2 ; c]$. Then $\mathrm{A} 3 \rightarrow \mathrm{~B} 1$ by $[a, a ; b] \rightarrow[1, a ; c], \mathrm{B} 2 \rightarrow \mathrm{~B} 1$ by $[a, b ; c] \rightarrow$ $[1, b ; d]$, and $\mathrm{B} 1 \rightarrow \mathrm{~A} 1$ by $[1, b ; c] \rightarrow[1,1 ; d]$.

Case $\boldsymbol{k}=4$. We assume $n \geq 9$ and break up the $d$-classes into the following types.
(A) $d$-pattern $\langle 3,1\rangle:[a, a, a ; b]$
(1) $a=1$
(2) $a>3, b=1$
(3) $a>1, b>1$
(B) $d$-pattern $\langle 2,1,1\rangle:[a, a, b ; c]$
(1) $a=1,1<b<c$
(2) $a>1,1=b<c$
(3) $a>1,1<b<c$
(C) $d$-pattern $\langle 1,1,1,1\rangle:[a, b, c ; d]$
(1) $1=a<b<c<d$
(2) $1<a<b<c<d$

We show $\mathcal{H}_{n, 4}$ is connected by displaying the path of edges from the $d$-classes of each type to the type A1 in Fig. 3. A2 $\rightarrow \mathrm{B} 3 \rightarrow \mathrm{C} 1$ by $[a, a, a ; 1] \rightarrow[a, a, 2 ; a-1] \rightarrow$ $[1,2, a ; b], \mathrm{C} 2 \rightarrow \mathrm{C} 1 \rightarrow \mathrm{~B} 1$ by $[a, b, c ; d] \rightarrow[1, b, c ; e] \rightarrow[1,1, c ; f], \mathrm{A} 3 \rightarrow \mathrm{~B} 2 \rightarrow \mathrm{~B} 1$ by $[a, a, a ; b] \rightarrow[a, a, 1 ; c] \rightarrow[1,1, a ; d]$, and $\mathrm{B} 1 \rightarrow \mathrm{~A} 1$ by $[1,1, a ; b] \rightarrow[1,1,1 ; c]$.

Case $\boldsymbol{k}=6$.
We assume $n \geq 17$ and break up the $d$-classes into the following types.
(A) $d$-pattern $\langle 5,1\rangle:[a, a, a, a, a ; b]$
(1) $a=1$
(2) $a>1, b>1$
(3) $a>1, b=1$
(B) $d$-pattern $\langle 4,1,1\rangle:[a, a, a, a, b ; c]$


Fig. 3. Connectedness of $\mathcal{H}_{n, 4}$.



FIG. 4. Connectedness of $\mathcal{H}_{n, 6}$.
(1) $a=1,1<b<c$
(2) $a>1,1<b<c-2$
(3) $a>1,1=b<c-2$
(4) $a>1, b=c+1$
(C) $d$-pattern $\langle 3,2,1,1\rangle:[a, a, a, b, b ; c]$
(1) $a>b$
(2) $a<b, c>1$
(3) $2<a<b, c=1$
(4) $2=a<b, c=1$
(D) $d$-pattern $\langle 3,1,1,1\rangle:[a, a, a, b, c ; d]$
(1) $a=1,1<b<c<d$
(2) $a>1,1=b<c<d$
(3) $a>1,1<b<c<d$
(E) $d$-pattern $\langle 2,2,1,1\rangle:[a, a, b, b, c ; d]$
(1) $1=a<b, 1<c<d$
(2) $1<a<b, 1<c<d$
(3) $1<a<b, 1=c<d$
(F) $d$-pattern $\langle 2,1,1,1,1\rangle:[a, a, b, c, d ; e]$
(1) $a=1,1<b<c<d<e$
(2) $a>1,1=b<c<d<e$
(3) $a>1,1<b<c<d<e$
(G) $d$-pattern $\langle 1,1,1,1,1,1\rangle:[a, b, c, d, e ; f]$
(1) $1=a<b<c<d<e<f$
(2) $1<a<b<c<d<e<f$

We show $\mathcal{H}_{n, 6}$ is connected by displaying the path of edges from the $d$-classes of each type to the type A1 in Fig. 4. $\mathrm{C} 4 \rightarrow \mathrm{~B} 4 \rightarrow \mathrm{~B} 3$ by $[2,2,2, b, b ; 1] \rightarrow[2,2,2,2, b ;$ $b-1] \rightarrow[2,2,2,2,1 ; c], \mathrm{A} 2 \rightarrow \mathrm{~B} 3 \rightarrow \mathrm{C} 1$ by $[a, a, a, a, a ; b] \rightarrow[a, a, a, a, 1 ; c] \rightarrow[a, a, a, 1$,
$1 ; d], \mathrm{A} 3 \rightarrow \mathrm{~B} 2$ by $[a, a, a, a, a ; 1] \rightarrow[a, a, a, a, 2 ; a-1]$, and $\mathrm{C} 1 \rightarrow \mathrm{C} 2 \rightarrow \mathrm{D} 2$ by $[a, a, a$, $b, b ; c] \rightarrow[b, b, b, a, a ; d] \rightarrow[b, b, b, 1, a ; e] . \mathrm{B} 2 \rightarrow \mathrm{D} 2 \rightarrow \mathrm{E} 1$ by $[a, a, a, a, b ; c] \rightarrow[a, a, a, 1$, $b ; d] \rightarrow[1,1, a, a, b ; e], \mathrm{C} 3 \rightarrow \mathrm{E} 3$ by $[a, a, a, b, b ; 1] \rightarrow[a, a, b, b, 1 ; c]$, and $\mathrm{E} 2 \rightarrow \mathrm{E} 3 \rightarrow \mathrm{E} 1$ by $[a, a, b, b, c ; d] \rightarrow[a, a, b, b, 1 ; e] \rightarrow[1,1, a, a, b ; f] . \mathrm{D} 3 \rightarrow \mathrm{~F} 2$ by $[a, a, a, b, c ; d] \rightarrow$ $[a, a, 1, b, d ; e], \mathrm{F} 3 \rightarrow \mathrm{~F} 2 \rightarrow \mathrm{E} 1$ by $[a, a, b, c, d ; e] \rightarrow[a, a, 1, c, d ; f] \rightarrow[1,1, a, a, d ; g]$, and $\mathrm{G} 2 \rightarrow \mathrm{G} 1 \rightarrow \mathrm{~F} 1$ by $[a, b, c, d, e ; f] \rightarrow[1, b, c, d, e ; g] \rightarrow[1,1, c, d, e ; h]$. And finally $\mathrm{E} 1 \rightarrow$ D 1 by $[1,1, b, b, c ; d] \rightarrow[1,1,1, b, c ; d], \mathrm{F} 1 \rightarrow \mathrm{D} 1$ by $[1,1, b, c, d ; e] \rightarrow[1,1,1, c, d ; f]$, and $\mathrm{D} 1 \rightarrow \mathrm{~B} 1 \rightarrow \mathrm{~A} 1$ by $[1,1,1, b, c ; d] \rightarrow[1,1,1,1, b ; e] \rightarrow[1,1,1,1,1 ; f]$.

Proof of Theorem 4. The proof follows from Lemmas 5-8.
We finally note that Jackson [J2] has recently found by computer Ucycles for the values of $(n, k)$ equal to $(10,4),(8,5),(9,5),(10,6),(11,6),(10,7),(11,7)$, and $(11,8)$.
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#### Abstract

A graph coloring problem (called $T$-coloring) is investigated in which integers are assigned to the vertices of a graph $G$, under the constraint that the absolute value of the difference between integers assigned to adjacent vertices does not belong to a forbidden set (called the $T$-set). The $T$-coloring problem has applications in the radio frequency channel assignment problem. $T$-sets of the form $\{0, s, 2 s, \ldots, k s\} \cup S$, where $s, k \geq 1$ and $S \subseteq\{s+1, s+2, \ldots, k s-1\}$, are considered. This set has been named the $k$-multiple of $s$ set. Values of interest are the minimum cardinality, $\chi_{T}(G)$, and the minimum span, $\mathrm{sp}_{T}(G)$, of the set of assigned integers, over all possible $T$-colorings of $G$. A greedy algorithm, which $T$-colors perfectly orderable graphs in $\chi_{T}(G)$ colors with span $\mathrm{sp}_{T}(G)$ (for a $k$-multiple of $s$ set), is given.
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1. Introduction and definitions. Efficient frequency assignment, which uses a minimum number or a minimum span of channels or frequencies assigned to a system of transmitters, has been motivated by the increasing scarcity of available radio frequency spectrum. In this context, $T$-coloring was first introduced by Hale [1980], who formulated in graph-theoretic terms the most general form of the channel assignment problem, with $k$ levels of interference. In this paper we investigate this $T$-coloring problem when assigning channels for one level of interference only. We describe the problem below.

There are $n$ transmitters $x_{1}, x_{2}, \ldots, x_{n}$ situated in a region. To each transmitter $x_{i}$, a channel $f\left(x_{i}\right)$ (a fixed positive integer), is to be assigned. Some of the transmitters interfere because of proximity, meteorological, or other reasons. Two interfering transmitters must be given frequencies such that the absolute value of the difference of their frequencies does not belong to a forbidden set $T$ of nonnegative integers. Our objective is to make a frequency assignment that is efficient according to certain criteria (to be defined later in this section), while satisfying the above constraint.

To formulate this problem graph-theoretically, we define a graph $G$ with $V(G)=$ $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, and an edge between transmitters $x_{i}$ and $x_{j}$ iff they interfere. Given $G$ and a $T$-set, a set of nonnegative integers, a $T$-coloring for $G$ is a function $f$ : $V(G) \rightarrow Z^{+}$(the set of positive integers), such that

$$
\{x, y\} \in E(G) \rightarrow|f(x)-f(y)| \notin T
$$

We assume that $0 \in T$, otherwise the problem becomes trivial. However, if $T=\{0\}$, then the problem reduces to the ordinary coloring problem.

[^67]Previous work on the topic of $T$-coloring has been done by Cozzens and Roberts [1982]. They have studied $T$-sets of the form $\{0,1,2, \ldots, r\} \cup S$, where $S$ is any set that does not contain any multiple of $(r+1)$. They call this set an $r$-initial set. Cozzens and Wang [1984] investigated $T$-sets where $S$ may include some multiples of $(r+1)$. Tesman [1989] studied the $T$-coloring problem with two interference levels on nested unit interval graphs with corresponding $T$-sets $\{0\}$ and $\{0,1\}$. More recently $D$. Liu has given a useful characterization of $T$-sets for which $\mathrm{sp}_{T}(G)=\mathrm{sp}_{T}\left(K_{\chi(G)}\right)\left(\mathrm{sp}_{T}(G) \leq\right.$ $\mathrm{sp}_{T}\left(K_{\chi(G)}\right)$ ) for any graph $G$ (see Thm. 1(a), (ii)). A useful survey on generalized graph coloring including $T$-coloring and their applications can be found in Roberts [1989].

In the case of radio frequency assignment the forbidden $T$-sets can be very complex and difficult to model (see Middlekamp [1978] for a discussion of such Tsets). Here we shall primarily deal with one such $T$-set, the $k$-multiple of $s$ set. The $k$-multiple of $s$ set is of the form $\{0, s, 2 s, \ldots, k s\} \cup S$, where $s$ and $k \geq 1$ and $s \subseteq\{s+1, s+2, \ldots, k s-1\}$. Some practical forbidden sets, such as those that arise in UHF-TV, are very similar to $k$-multiple of $s$ sets.

For any $T$-set, it is easy to find a $T$-coloring. If $\alpha$ is the largest entry of $T$, then one could use a different channel for each transmitter, choosing channels from $\{1, \alpha+2,2 \alpha+3, \ldots\}$. However this will not be very efficient in terms of the difference between the smallest and largest channels used. Our objective is to find efficient assignments for various graphs and $T$-sets. So let us at this point define some criteria for efficient channel assignment.

Given any graph $G$ and a $T$-set, the order of a $T$-coloring $f$ is the number of distinct integers $f(x)$, and the span is the maximum value of $|f(x)-f(y)|$ over all vertices $x$ and $y$. The minimum order (or the T-chromatic number) and the minimum span (or the $T$-span) over all $T$-colorings for any graph $G$ and a given $T$-set $T$ are denoted by $\chi_{T}(G)$ and $\operatorname{sp}_{T}(G)$, respectively.

It is interesting to note that the above two criteria of optimization may not be satisfied by a single $T$-coloring, as pointed out by Cozzens and Roberts [1982]. The example in Fig. 1 illustrates this. Here $G$ is a cycle on five vertices and $T=\{0,1,2,6\}$. Figure 1(a) shows a minimum span assignment (of span 6) that uses five colors, the least possible number of colors to attain this span, and Fig. 1(b) shows a minimum order assignment that uses three colors and has a span of 7, the least possible span to attain this order.

This motivates us to define the restricted span and the restricted chromatic number of a $T$-coloring. Restricted span or $\operatorname{rsp}_{T}(G)$ is the minimum span of a $T$-coloring of $G$ which uses $\chi_{T}(G)$ colors. Restricted chromatic number, $\chi_{T}^{r}(G)$, is the minimum order of a $T$-coloring of $G$ whose span is $\operatorname{sp}_{T}(G)$.

The rest of this paper is organized as follows. Section 2 presents a study of $\mathrm{sp}_{T}\left(K_{n}\right)$ and $\mathrm{sp}_{T}(G)$, where $T$ is a $k$-multiple of $s$ set. In $\S 3$ we discuss the numbers $\chi_{T}^{r}(G)$ and $\operatorname{rsp}_{T}(G)$. In $\S 4$ we give a greedy algorithm that colors perfectly orderable graphs in $\chi_{T}(G)$ colors for any $T$-set, with $\operatorname{span}^{\operatorname{sp}}{ }_{T}(G)$, if $T$ is an $r$-initial set or a $k$-multiple of $s$ set.

Additional notation used in this work are defined below:
$\chi(G) \quad$ The chromatic number of $G$
$K_{n} \quad$ A complete graph on $n$ vertices
$\omega(G) \quad$ Maximum size of a clique in $G$.


Fig. 1. Two $T$-colorings of $G$ for $T=\{0,1,2,6\}$ for two different optimality criteria.

We end this section by mentioning a result of Cozzens and Roberts [1982] involving $\chi_{T}(G)$ and $\mathrm{sp}_{T}(G)$, which we have used extensively in this paper.

Theorem 1 (a) (Cozzens and Roberts [1982]). For all graphs $G$ and all $T$-sets $T$,
(i) $\chi_{T}(G)=\chi(G)$,
and if $\chi_{T}(G)=m$ and $\omega(G)=l$, then
(ii) $\mathrm{sp}_{T}\left(K_{l}\right) \leq \mathrm{sp}_{T}(G) \leq \mathrm{sp}_{T}\left(K_{m}\right)$.

Theorem 1 (b) (Cozzens and Roberts [1982]). If $T$ is an $r$-initial set, then $\operatorname{sp}_{T}(G)=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)=(r+1)(\chi(G)-1)$.
2. The numbers $\operatorname{sp}_{T}\left(K_{n}\right)$ and $\operatorname{sp}_{T}(G)$, where $T$ is a $k$-multiple of $\boldsymbol{s}$ set.

In this section we shall study the numbers $\mathrm{sp}_{T}\left(K_{n}\right)$ and $\mathrm{sp}_{T}(G)$ where $G$ is any graph and the $T$-set is a $k$-multiple of $s$ set. Since by Theorem $1(\mathrm{a}),(\mathrm{ii}), \mathrm{sp}_{T}(G)$ lies between the minimum spans of two complete graphs we shall first concentrate on finding $\operatorname{sp}_{T}\left(K_{n}\right)$ for any complete graph $K_{n}$. In Theorem 2 we shall show that for a $k$-multiple of $s T$-set we can produce a $T$-coloring of $K_{n}$ of $\operatorname{span}^{\operatorname{sp}}{ }_{T}\left(K_{n}\right)$ if we use a greedy algorithm. In Theorem 3 we shall show that $\mathrm{sp}_{T}(G)$ equals $\mathrm{sp}_{T}\left(K_{\chi(G)}\right)$ (the upper bound for $\operatorname{sp}_{T}(G)$ as stated in Theorem 1(a), (ii)), where $T$ is a $k$-multiple of $s$ set. So we can conclude that for any $G$ with known chromatic number $\chi(G)$, and a $k$-multiple of $s T$-set, we can produce a $T$-coloring of $G$ of $\operatorname{span}^{\operatorname{sp}}{ }_{T}(G)$ using a greedy algorithm.

The greedy algorithm for $T$-coloring is as follows. Let $x_{1}, x_{2}, \ldots, x_{v}$ be any vertex ordering of $G$. Color $x_{1}$ with 1, i.e., let $f\left(x_{1}\right)=1$. Having assigned colors $f\left(x_{1}\right), f\left(x_{2}\right), \ldots, f\left(x_{p}\right)$, let $f\left(x_{p+1}\right)$ be the smallest positive integer such that $\left|\left(x_{p+1}\right)-f\left(x_{k}\right)\right| \notin T$, where $k \leq p$ and $\left\{x_{p+1}, x_{k}\right\} \in E(G)$. Note that this algorithm produces a legitimate $T$-coloring of any graph $G$ and any $T$-set $T$. However, it may not always give a coloring of minimum order or minimum span. For example, if $T=\{0,1,4,5\}$, and $G$ is a $K_{3}$, the greedy algorithm uses colors $1,3,9$ whereas colors $1,4,7$ give a minimum span $T$-coloring. The following theorem is the main result of this section, which says that in case of a $k$-multiple of $s T$-set the greedy algorithm does produce a coloring of $K_{n}$ of minimum span.

Theorem 2. Suppose $T=\{0, s, 2 s, 3 s, \ldots, k s\} \cup S$, where $s, k \geq 1$, and $S \subseteq$ $\{s+1, \ldots, k s-1\}$. Then the greedy algorithm produces a $T$-coloring of $K_{n}$ of span $=$ $\mathrm{sp}_{T}\left(K_{n}\right)$. Moreover, if $n=s t, t \in\{1,2,3, \ldots\}$, then $\mathrm{sp}_{T}\left(K_{n}\right)=s t+s k t-s k-1$, and if $n=s t+l, l \in\{1,2, \ldots, s-1\}$, then $\operatorname{sp}_{T}\left(K_{n}\right)=s t+s k t+l-1$.

Proof. Let $G=K_{n}$ and $T$ be a $k$-multiple of $s$ set. Color the vertices of $G$ with the following colors, until all the vertices have been colored.

$$
\begin{aligned}
& 1,2,3,4, \ldots, s-1, s \\
& (k+1) s+1,(k+1) s+2, \ldots,(k+2) s \\
& (k+1) 2 s+1,(k+1) 2 s+2, \ldots,(2 k+3) s, \text { etc. }
\end{aligned}
$$

That is, start with colors $1,2, \ldots, s$, then skip $k s$ colors to $s+k s+1=(k+1) s+1$ and use consecutive colors through $(k+1) s+s=(k+2) s$, then skip another $k s$ colors to $(k+1) 2 s+1$ and so on. For $j=1,2, \ldots$, the $(j s+1)$ th color has a difference of $k s+1$ from the $j s$ th color. This is a valid $T$-coloring because the difference between any two colors from the above set $\in\{1,2, \ldots, s-1\}$, or is a number $\geq k s+1$. Note that in choosing these colors for $T$-coloring $K_{n}$, we have used the greedy algorithm. We shall now find the span resulting from this $T$-coloring.

Suppose $n=s t+l$; where $t \in\{1,2,3, \ldots\}$ and $l \in\{0,1,2, \ldots, s-1\}$. Then the span of $K_{n}$ as generated by the greedy algorithm can easily be seen as follows.

Case 1: $n=s t$. Span of $K_{n}$ (as generated by the greedy algorithm) $=[(t-1) k+$ $t \mid s-1=s t+s k t-s k-1$.

Case 2: $n=s t+l: l \in\{1,2, \ldots, s-1\}$. Span of $K_{n}$ (as generated by the greedy algorithm $)=[(t-1) k+t] s+k s+l-1=s t+s k t+l-1$.

Next, we shall show that the above assignment is a minimum span assignment. Consider a valid $T$-coloring of $K_{n}$ of span $=\operatorname{sp}_{T}\left(K_{n}\right)$. In this $T$-coloring two colors $c_{1}$ and $c_{2}$ are said to be of the same type if $c_{1} \equiv c_{2}$ modulo $s$. Therefore if $c_{1}=i_{1} s+j$ and $c_{2}=i_{2} s+j$ are two colors of the same type (namely type $j$ ) in a valid $T$-coloring of $K_{n}$ then $\left|c_{1}-c_{2}\right| \geq s(k+1)$, since the $T$-set is a $k$-multiple of $s$ set.

If $n=s t$ then there are st distinct colors in this coloring, since $0 \in T$. Also there are at most $t$ colors of any type used. Otherwise, if there are $t+1$ or more distinct colors of the same type, then $\mathrm{sp}_{T}\left(K_{n}\right) \geq t s(k+1)$, since any two colors of the same type must differ by at least $s(k+1)$. However, $\mathrm{sp}_{T}\left(K_{n}\right) \leq s t+s k t-s k-1<$ $s t+s k t-2$. So no more than $t$ colors of any type have been used. Since each type of color contains $\leq t$ colors and there are at most $s$ types, it must be that out of the st distinct colors, there are exactly $t$ colors of each type $1,2, \ldots, s-1,0$.

If $n=s t+l, l \in\{1,2, \ldots, s-1\}$, then we claim that at most $t+1$ colors of any type have been used, since any color type with $\geq t+2$ colors in it would imply that $\mathrm{sp}_{T}\left(K_{n}\right) \geq(t+1) s(k+1)=s k t+s t+s k+s \geq s t+s k t+s+1$. But we know that $\operatorname{sp}_{T}\left(K_{n}\right) \leq s t+s k t+l-1 \leq s t+s k t+s-2$. Again, we can argue that since no type has $>t+1$ colors and there are at most $s$ types of colors, among the distinct $s t+l$ colors there must be at least $l$ types of colors $i_{1}, i_{2}, \ldots, i_{l}$ with exactly $t+1$ colors of each type.

Let $\alpha_{i}$ be the smallest color of type $i, i \in\{1,2, \ldots, s-1,0\}$ if $n=s t$, and $i \in\left\{i_{1}, i_{2}, \ldots, i_{l}\right\}$ if $n=s t+l$. Without loss of generality, $\alpha_{1}<\alpha_{2}<\cdots<\alpha_{s-1}<\alpha_{0}$, if $n=s t$, and $\alpha_{i 1}<\alpha_{i 2}<\cdots<\alpha_{i l}$ if $n=s t+l$. Let $\beta_{0}$ and $\beta i_{l}$ be the highest colors of types 0 and $i_{l}$, respectively, used in these two cases. Then, if $n=s t, \mathrm{sp}_{T}\left(K_{n}\right) \geq$ $\left(\beta_{0}-\alpha_{1}\right)=\left(\beta_{0}-\alpha_{0}\right)+\left(\alpha_{0}-\alpha_{1}\right) \geq(t-1) s(k+1)+(s-1)=s t+s k t-s k-1$. ( $\beta_{0}, \alpha_{0}$ are two colors of the same type and there are exactly $t$ colors of this type; also, $\alpha_{0}-\alpha_{1} \geq s-1$ since $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{s-1}, \alpha_{0}$ are distinct.) On the other hand, if $n=s t+l$, then $\operatorname{sp}_{T}\left(K_{n}\right) \geq\left(\beta_{i l}-\alpha_{i l}\right)=\left(\beta_{i l}-\alpha_{i l}\right)+\left(\alpha_{i l}-\alpha_{i l}\right) \geq t s(k+1)+l-1=$ $s t+s k t+l-1$. ( $\beta_{i l}$ and $\alpha_{i l}$ are two colors of the same type and there are exactly $t+1$
colors of this type.) Therefore in both cases $n=s t$ and $n=s t+l, l \in\{1,2, \ldots, s-1\}$, the spans of $K_{n}$ produced by the greedy algorithm are as stated in Theorem 2.

Corollary 2.1. Suppose $G$ is any graph and $T$ is a $k$-multiple of $s$ set. If $\omega(G)=s t+m$ and $\chi(G)=s q+n, t, q \in\{1,2,3, \ldots\}$ and $m, n \in\{0,1, \ldots, s-1\}$, then,
(1) if $m=0$ and $n=0$, then $s t+s k t-s k-1 \leq \operatorname{sp}_{T}(G) \leq s q+s k q-s k-1$.
(2) if $m \neq 0$ and $n=0$, then $s t+s k t+m-1 \leq \mathrm{sp}_{T}(G) \leq s q+s k q-s k-1$.
(3) if $m=0$ and $n \neq 0$, then $s t+s k t-s k-1 \leq \operatorname{sp}_{T}(G) \leq s q+s k q+n-1$.
(4) if $m \neq 0$ and $n \neq 0$, then $s t+s k t+m-1 \leq \operatorname{sp}_{T}(G) \leq s q+s k q+n-1$.

Proof. By Theorem 1(a), (ii), $\operatorname{sp}_{T}\left(K_{\omega(G)}\right) \leq \operatorname{sp}_{T}(G) \leq \operatorname{sp}_{T}\left(K_{\chi(G)}\right)$. $\quad \square$
Theorem 3. Suppose $T$ is a $k$-multiple of $s$ set. Then for any graph $G$, $\operatorname{sp}_{T}(G)=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$.

Proof. We shall prove this by showing that if $f$ is any $T$-coloring of $G$ of span $=\operatorname{sp}_{T}(G)$, we can change it to another $T$-coloring $g$ of $G$, where $g(x) \leq f(x)$ for all $x$ in $V(G)$, minimum $g(x)=$ minimum $f(x)$, and $g(x)$ uses exactly those colors used by the greedy algorithm when coloring $K_{\chi(G)}$. Thus $\mathrm{sp}_{T}(G)=$ span of the $T$-coloring $g=\mathrm{sp}_{T}\left(K_{\chi(G)}\right)$ by Theorem 2 .

Let $f$ be a $T$-coloring of $G$ of span $=\mathrm{sp}_{T}(G)$. Without loss of generality $f$ uses color 1 . In order to define the new $g T$-coloring from the $f T$-coloring we shall partition the set of positive integers into certain sets as follows.
$I_{1, l}=$ The set of integers in the interval $[l s+(l-1) k s+1, l s+l k s]$ for $l=1,2,3, \ldots$

$$
\begin{aligned}
& I_{2, l}=\{l s+l k s+1 ; l=0,1,2, \ldots\} \\
& I_{3, l}=\{l s+l k s+2 ; l=0,1,2, \ldots\} \\
& \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
& I_{s, l}=\{l s+l k s+(s-1) ; l=0,1,2, \ldots\} \\
& I_{0, l}=\{l s+(l-1) k s ; l=1,2,3, \ldots\} .
\end{aligned}
$$

Note that $I_{1, l} \cup I_{2, l} \cup \cdots \cup I_{0, l}$ cover the entire set of positive integers. This is because

$$
\begin{aligned}
& \left\{I_{2,0} \cup I_{3,0} \cup \cdots \cup I_{s, 0}\right\}=\{1,2, \ldots, s-1\} \\
& \left\{I_{0,1} \cup I_{1,1} \cup I_{2,1} \cup \cdots \cup I_{s, 1}\right\}=\{s,[s+1, s+k s], s+k s+1, \ldots, s+k s+s-1\} \\
& \left\{I_{0,2} \cup I_{1,2} \cup I_{1,3} \cup \cdots \cup I_{s, 2}\right\} \\
& \quad=\{2 s+k s,[2 s+k s+1,2 s+2 k s], 2 s+2 k s+1, \ldots, 2 s+2 k s+s-1\}
\end{aligned}
$$

and so on.
Thus every $f(x)$ belongs to $I_{j, l}$ for some $j$ in $\{0,1,2, \ldots, s\}$ and some $l$ in $\{0,1,2, \ldots\}$. From $f(x)$ define another $T$-coloring $g(x)$ as follows.

If $f(x) \notin I_{1, l}$ let $g(x)=f(x)$.
If $f(x) \in I_{1, l}$ and $f(x) \equiv t$ modulo $s$, then let $g(x)=$ largest integer $i<f(x), i \notin$ $I_{1, l}$ and $i \equiv t$ modulo $s$. Such an $i$ always exists since $\left\{I_{2,0} \cup \cdots \cup I_{s, 0} \cup I_{0,1}\right\}$ contains $\{1,2, \ldots, s\}$ and the least positive integer in $I_{1, l}$ is $s+1$. We claim that $g(x)$ is again a valid $T$-coloring. We now prove this claim.

Note that for all $x$ in $V(G), g(x) \notin I_{1, l}$. Hence for all $x_{1}, x_{2} \in V(G), g\left(x_{1}\right)$ and $g\left(x_{2}\right)$ are of one of the following forms.
(i) $g\left(x_{1}\right), g\left(x_{2}\right)$ are of the same class (i.e., belong to $I_{j, l}$ for same $j, j \neq 1$ ). Then $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|=\left(l_{1}-l_{2}\right) s(1+k)$, where $l_{1}, l_{2}$ are nonnegative integers such that $l_{1}-l_{2} \in\{0,1,2, \ldots\}$. So $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|$ is either 0 or a positive integral multiple of $(k+1) s$.
(ii) $g\left(x_{1}\right), g\left(x_{2}\right)$ are of different classes, but neither of them belong to $I_{0, l}$. Then $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|=\left(l_{1}-l_{2}\right) s(k+1)+\left(n_{1}-n_{2}\right)$ where $l_{1}, l_{2}$ are nonnegative integers such that $\left(l_{1}-l_{2}\right) \in\{0,1,2, \ldots\}$ and $n_{1}, n_{2} \in\{1,2, \ldots, s-1\}, n_{1} \neq n_{2}$. Note that $l_{1}-l_{2}=0$ implies that $n_{1}>n_{2}$. So $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|$ either $\in\{1,2, \ldots, s-2\}$ or is $>k s$.
(iii) $g\left(x_{1}\right)$ and $g\left(x_{2}\right)$ are of different classes and one of them belongs to $I_{0, l}$, namely $g\left(x_{1}\right) \in I_{0, l}$ and $g\left(x_{1}\right)>g\left(x_{2}\right)$. Then $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|=\left(l_{1}-l_{2}\right) s(k+1)-k s-n$, where $l_{1}, l_{2}$ are nonnegative integers such that $\left(l_{1}-l_{2}\right) \in\{1,2, \ldots\}$ and $n \in\{1,2, \ldots, s-1\}$. So $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|$ either $\in\{1,2, \ldots, s-1\}$ or $>(k+1) s$.
(iv) $g\left(x_{1}\right), g\left(x_{2}\right)$ are of different classes and $g\left(x_{1}\right) \in I_{0, l}$ and $g\left(x_{2}\right)>g\left(x_{1}\right)$. Then $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|=\left(l_{1}-l_{2}\right) s(k+1)+k s+n$ where $l_{1}, l_{2}$ are nonnegative integers such that $\left(l_{1}-l_{2}\right) \in\{0,1,2, \ldots\}$ and $n \in\{1,2, \ldots, s-1\}$. So $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right|>k s$.

It can be verified that in all the above cases $\left|g\left(x_{1}\right)-g\left(x_{2}\right)\right| \notin$ interval $[s, k s]$. Thus it will suffice to show that $\{x, y\} \in E(G) \rightarrow|g(x)-g(y)| \neq 0$. Among all the above cases, $|g(x)-g(y)|$ could equal 0 only in case (i) when $g(x)$ and $g(y)$ belong to some $I_{j, l}$ for same $j(\neq 1)$ and same $l$. This will be the case only if $|f(x)-f(y)|=0$ which implies that $\{x, y\} \notin E(G)$. This proves the claim that $g(x)$ is a valid $T$-coloring.

Now, minimum $g(x)=$ minimum $f(x)=1$, and $g(x) \leq f(x)$, for all $x$ in $V(G)$. Thus the span of the $T$-coloring $g \leq \operatorname{span}$ of the $T$-coloring $f=\mathrm{sp}_{T}(G)$. So the span of the $T$-coloring $g=\operatorname{sp}_{T}(G)$. Let us list all the colors in $I_{0, l} \cup I_{2, l} \cup \cdots \cup I_{s, l}$ in ascending order. Let $1=\alpha_{1}<\alpha_{2}<\cdots$ be those colors. Note that these are exactly the colors used by the greedy algorithm when $T$-coloring $K_{n}$ (where $T$ is a $k$-multiple of $s$ set) as explained in the proof of Theorem 2 . So, by Theorem 2 , the greedy algorithm produces a coloring of $K_{\chi(G)}$ of span $=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$ and uses the colors $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\chi(G)}$. The $T$-coloring $g$ of $G$ described above also uses colors from the set $I_{0, l} \cup I_{2, l} \cup \cdots \cup I_{s, l}$, namely colors $1=\alpha_{i(1)}<\alpha_{i(2)}<\cdots<\alpha_{i(p)}$, where $i(p) \geq p \geq \chi(G)$. Thus the span of the $T$-coloring $g=\alpha_{i(p)}-1 \geq \alpha_{\chi(G)}-1=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$ (by Theorem 2). So, $\mathrm{sp}_{T}(G)=$ span of the $T$-coloring $g \geq \mathrm{sp}_{T}\left(K_{\chi(G)}\right)$. But, $\mathrm{sp}_{T}(G) \leq \mathrm{sp}_{T}\left(K_{\chi(G)}\right)$ by Theorem 1 (a), (ii). Therefore $\operatorname{sp}_{T}(G)=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$.
3. Restricted span and restricted chromatic number. In this section we shall study in some detail the numbers $\chi_{T}^{r}(G)$ and $\operatorname{rsp}_{T}(G)$ which we introduced in $\S 1$. It follows easily from the definitions that $\chi_{T}^{r}(G)=\chi(G)$ iff $\operatorname{rsp}_{T}(G)=\operatorname{sp}_{T}(G)$ $\left(\operatorname{rsp}_{T}(G)=\operatorname{sp}_{T}(G) \leftrightarrow\right.$ there is a $T$-coloring that uses $\chi(G)$ colors and has span equal to $\left.\operatorname{sp}_{T}(G) \leftrightarrow \chi_{T}^{r}(G)=\chi(G)\right)$. We have mentioned earlier that for some graphs $G$ and some forbidden sets $T$, we cannot achieve by a single coloring the minimum order and the minimum span that are possible for that $G$ and $T$. In this section, however, we show that for weakly $\chi$-perfect graphs (graphs for which $\chi(G)=\omega(G)$ ) with any $T$-set, and for any $G$ with an $r$-initial or a $k$-multiple of $s T$-set, both these efficiency criteria can be achieved in the same coloring. We state that result in Theorem 4.

Theorem 4. For any $G$ and any $T, \operatorname{rsp}_{T}(G)=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$.
Proof. (a) $\operatorname{rsp}_{T}(G) \leq \operatorname{sp}_{T}\left(K_{\chi(G)}\right)$.
Consider a $T$-coloring of $K_{\chi(G)}$ of span $=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$. Suppose it uses colors $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\chi(G)}$. Consider any $T$-coloring of $G$ that uses $\chi_{T}(G)=\chi(G)$ colors, namely $\beta_{1}, \beta_{2}, \ldots, \beta_{\chi(G)}$. Find another legitimate $T$-coloring $g$ of $G$ by interchanging the colors $\beta_{i}$ with $\alpha_{i}$. Then $\operatorname{rsp}_{T}(G) \leq \operatorname{span}$ of $T$-coloring $g=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$.
(b) $\operatorname{rsp}_{T}(G) \geq \operatorname{sp}_{T}\left(K_{\chi(G)}\right)$.

Consider a $T$-coloring of $G$ that uses exactly $\chi(G)$ colors (namely $\alpha_{1}<\alpha_{2}<$ $\left.\cdots<\alpha_{\chi(G)}\right)$ of $\operatorname{span}^{\operatorname{rsp}_{T}(G)}$. Let us divide the vertices of $G$ into $\chi(G)$ color classes of colors $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\chi(G)}$. Between any pair of color classes $\alpha_{i}$ and $\alpha_{j}$, there must be an edge joining a vertex in color class $\alpha_{i}$ to a vertex in color class $\alpha_{j}$. Otherwise we could


Fig. 2. An obstruction.
merge the two color classes resulting in a partition of $V(G)$ into $(\chi(G)-1)$ independent sets, which is a contradiction. So, $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{\chi(G)}$ may form a $T$-coloring for $K_{\chi(G)} . \operatorname{So}, \operatorname{rsp}_{T}(G)=\alpha_{\chi(G)}-\alpha_{1} \geq \operatorname{sp}_{T}\left(K_{\chi(G)}\right)$.

Corollary 4.1. For all weakly $\chi$-perfect $G$ and any $T, \operatorname{rsp}_{T}(G)=\operatorname{sp}_{T}(G)$ and $\chi_{T}^{r}(G)=\chi(G)$.

Proof. By Theorem 4, $\operatorname{rsp}_{T}(G)=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$ and by Theorem 1(a), (ii), for all weakly $\chi$-perfect $G, \mathrm{sp}_{T}\left(K_{\chi(G)}\right)=\operatorname{sp}_{T}(G)$. So $\operatorname{rsp}_{T}(G)=\mathrm{sp}_{T}(G)$ and therefore $\chi_{T}^{r}(G)=\chi(G)$.

Corollary 4.2. For all $G$, and $T$ an r-initial set or a $k$-multiple of $s$ set, $\operatorname{rsp}_{T}(G)=\operatorname{sp}_{T}(G)$ and $\chi_{T}^{r}(G)=\chi(G)$.

Proof. By Theorem 4, $\operatorname{rsp}_{T}(G)=\operatorname{sp}_{T}\left(K_{\chi(G)}\right)$ and $\operatorname{sp}_{T}\left(K_{\chi(G)}\right)=\operatorname{sp}_{T}(G)$ for any $G$ and $T$ an $r$-initial set (by Theorem 1(b)) and for any $G$ and $T$ a $k$-multiple of $s$ set (by Theorem 3). So for both these $T$-sets, $\operatorname{rsp}_{T}(G)=\operatorname{sp}_{T}(G)$ and consequently $\chi_{T}^{r}(G)=\chi(G)$.
4. Greedy algorithms for perfectly orderable graphs. In this section we shall discuss $T$-coloring for perfectly orderable graphs, which is a very broad class of graphs including transitively orientable, rigid circuit, and complements of rigid circuit graphs. In Theorem 5 we shall show that for all perfectly orderable graphs $G$, a greedy algorithm results in a $T$-coloring of $G$ in $\chi_{T}(G)$ colors. In particular if the $T$-set is either an $r$-initial or a $k$-multiple of $s$ set then the span produced by this greedy algorithm equals $\mathrm{sp}_{T}(G)$.

Let $x_{1}, x_{2}, \ldots, x_{v}$ be any ordering of $V(G)$. Using the greedy algorithm on this ordering, let us assign colors $f\left(x_{j}\right)$ to the vertices of $G$ such that adjacent channels get different colors. Then the largest integer appearing as $f(x j)$ is called the Grundy number of this ordering. Obviously, the Grundy number of any ordering $\geq \chi(G)$. An ordering $x_{1}, x_{2}, \ldots, x_{v}$ is perfect if, for each generated subgraph $H$ of $G$, the Grundy number of $H$ is equal to $\chi(H)$. A graph $G$ is perfectly orderable if $V(G)$ admits a perfect order.

An ordering $x_{1}, x_{2}, \ldots, x_{v}$ on $V(G)$ is called admissible if the acyclic orientation of $E(G)$ implied by this ordering creates no generated obstruction, where an obstruction is the digraph shown in Fig. 2.

Chvatal [1981] showed that a graph $G$ is perfectly orderable iff $V(G)$ admits an admissible order. He has also pointed out that transitively orientable graphs, chordal graphs (for definitions, see Golumbic [1980]), and complements of chordal graphs belong to the class of perfectly orderable graphs. In a transitively orientable graph, a transitive orientation creates no obstruction. In a chordal graph a reversed perfect elimination ordering is an admissible ordering. In a complement $G^{c}$ of a chordal graph $G$, a perfect elimination ordering of $V(G)$ is an admissible ordering of $V\left(G^{c}\right)$.

Lemma 1 (Chvatal [1981]). Let $G$ be a perfectly orderable graph with an admissible or perfect order $<$ on $V(G)$. Let $Q$ be a clique in $G$ such that each vertex $w$ in $Q$ has a neighbor $p(w)$ and these neighbors form an independent set. If $p(w)<w$ for all $w$ in $Q$, then some $p(w)$ is adjacent to all vertices in $Q$.

Theorem 5. Suppose $G$ is a perfectly orderable graph and $x_{1}, x_{2}, \ldots, x_{v}$ is a perfect ordering of $V(G)$. Then for all $T$-sets the greedy algorithm produces a $T$-coloring of $G$ in $\chi_{T}(G)=\chi(G)$ colors.

Proof. If we use the greedy algorithm to $T$-color the complete graph $K_{m}$, we
shall use $m$ different colors, say $1=\alpha_{1}<\alpha_{2}<\cdots<\alpha_{m}$. Now if we apply the greedy algorithm to $T$-color the vertices of a perfectly orderable graph $G$ (for which $\chi(G)=m$ ) using the order $x_{1}, x_{2}, \ldots, x_{v}$, we shall show (by induction on $|V(G)|=v$ ) that we use at most the colors $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}$.

Clearly $f\left(x_{1}\right)=1$. Suppose that the assertion is true for all perfectly orderable graphs $G$ with $|V(G)|<v$. Take such a graph with $|V(G)|=v$ and $T$-color its vertices using the greedy algorithm. Consider the vertex $x_{v}$. Let $X_{i}^{v}=\left\{x\right.$ in $\left\{x_{1}, x_{2}, \ldots, x_{v-1}\right\}$ : $x_{v}$ is adjacent to $x$ and $x$ is of color $\left.\alpha_{i}\right\}, i=1, \ldots, m$. If $X_{i}^{v}$ is $\phi$ for any $i$, then the greedy algorithm will choose the smallest such $\alpha_{i}$ for $x_{v}$. Let us therefore assume that $X_{i}^{v} \neq \phi$ for any $i=1, \ldots, m$. Suppose that $z_{i} \in X_{i}^{v}$, for $i=1, \ldots, m$. Note that $\left\{z_{1}, z_{2}, \ldots, z_{m}, x_{v}\right\}$ cannot form a clique since in that case $\omega(G) \geq m+1=$ $\chi(G)+1$. Therefore suppose that $j$ is the smallest number among $1,2, \ldots, m$ such that $\left\{z_{j}, z_{j+1}, \ldots, z_{m}, x_{v}\right\}$ forms a clique of $G$. By the preceding remark, $j>1$. Let $w$ be any vertex in $\left\{z_{j}, z_{j+1}, \ldots, z_{m}, x_{v}\right\}$. Since the colors are assigned by the greedy algorithm, $w$ must have a neighbor $p(w)$ in $G$ which has been previously colored with color $\alpha_{j-1}$. Since $p(w)$ was previously colored, the subscript of $p(w)<$ the subscript of $w$, i.e., $p(w)$ precedes $w$ in the perfect ordering. Thus $\left\{z_{j}, z_{j+1}, \ldots, z_{m}, x_{v}\right\}$ is a clique of $G$, each of whose members has a neighbor with a vertex labeled less than that of itself, and these neighbors form an independent set (since they are all colored with $\alpha_{j-1}$ and $0 \in T$ ). So by Lemma 1 one of these neighbors, say $z_{j-1}$, is adjacent to each element of $\left\{z_{j}, z_{j+1}, \ldots, z_{m}, x_{v}\right\}$. Thus $\left\{z_{j-1}, z_{j}, z_{j+1}, \ldots, z_{m}, x_{v}\right\}$ forms a clique, which is a contradiction to our assumption that the maximum clique size is $m$. Thus $X_{i}^{v}$ must be empty for some $i=1,2, \ldots, n$, so that one of the colors $\alpha_{i}, \alpha_{2}, \ldots, \alpha_{m}$ will be available for coloring the vertex $x_{v}$.

Thus if we use the greedy algorithm we shall always $T$-color (for any $T$-set) a perfectly orderable graph $G$ using colors from the set $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{m}\right\}$. Since $\chi_{T}(G)=$ $\chi(G)=m$, the greedy algorithm uses exactly these colors and achieves a coloring with $\chi_{T}(G)$ colors.

Corollary 5.1. Suppose $G$ is a perfectly orderable graph and $x_{1}, x_{2}, \ldots, x_{v}$ is a perfect ordering of $V(G)$ and suppose $T$ is either an $r$-initial set or a $k$-multiple of $s$ set. Then the greedy algorithm produces a $T$-coloring of $G$ of span equal to $\mathrm{sp}_{T}(G)$.

Proof. (a) Suppose $T$ is an $r$-initial set. By Theorem 5, the $T$-coloring of $G$ produced by the greedy algorithm has span $=[(\chi(G)-1) r+\chi(G)]-1=(\chi(G)-1)(r+$ 1) since it uses the same colors used for $T$-coloring $K_{\chi(G)}$ by the greedy algorithm. However, by Theorem 1(b), $\mathrm{sp}_{T}(G)=(\chi(G)-1)(r+1)$ for any $G$ and $T$ an $r$-initial set. Thus the span produced by this algorithm equals $\mathrm{sp}_{T}(G)$.
(b) Suppose $T$ is a $k$-multiple of $s$ set. Let us enumerate all the colors in the set $I_{0, l} \cup I_{2, l} \cup \cdots \cup I_{s, l}$ (as defined in the proof of Theorem 3) in ascending order. Let $1=\alpha_{1}<\alpha_{2}<\cdots$ be such an ordering. These colors are used by the greedy algorithm to color any complete graph. So by Theorem 5, the $T$-coloring of $G$ produced by the greedy algorithm has span $=\alpha_{\chi(G)}-1$ since the colors used to $T$-color $G$ are identical to those used for $T$-coloring $K_{\chi(G)}$ by the greedy algorithm. However, according to Theorem 3, $\mathrm{sp}_{T}(G)=\mathrm{sp}_{T}\left(K_{\chi(G)}\right)$ and by Theorem $2, \mathrm{sp}_{T}\left(K_{\chi(G)}\right)=\alpha_{\chi(G)}-1$. Thus the span produced by this $T$-coloring $=s p_{T}(G)$.

Remark. Note that Corollary 5.1 is applicable to chordal graphs, transitively orientable graphs, and complements of chordal graphs.

We illustrate Corollary 5.1 on Fig. 3 where we show a perfectly orderable graph $G$ with an ordering $a<b<c<d$ of $V(G)$ which is not an admissible order. If $T=\{0,2\}$, then the $T$-coloring of $G$ produced by the greedy algorithm using this ordering has


FIG. 3. $T$-coloring of $G$ by greedy algorithm for $T=\{0,2\}$ using two orders.
span equal to 4 . However, the greedy algorithm on the ordering $a<c<d<b$, which is an admissible order, would give a $T$-coloring of $\operatorname{span}=1=\mathrm{sp}_{T}(G)$.
5. Concluding remarks. It has been shown that for any $k$-multiple of $s T$-set and any complete graph, the greedy algorithm leads to a $T$-coloring of minimum span with any ordering of the vertex set. The same is true for a perfectly orderable graph with a perfect ordering of the vertex set. For any other $G$ and a $k$-multiple of $s T$-set, as long as $\chi(G)$ is known, we can find a $T$-coloring of minimum span. A constructive procedure is given for such a $T$-coloring in the proof of Theorem 3.

Acknowledgments. The author thanks the reviewers for their very helpful comments and suggestions. The author also thanks her thesis advisor, Professor F. S. Roberts, for his guidance and The College of Staten Island for partial research support.

## REFERENCES

V. Chvatal, Perfectly ordered graphs, McGill Univ. Tech. report SOCS-81, 28 (1981).
M. B. Cozzens and F. S. Roberts, T-colorings of graphs and the channel assignment problem, Congr. Numer., 35 (1982), pp. 191-208.
M. B. Cozzens and Ding-I. Wang, The general channel assignment problem, Congr. Numer., 4 (1984), pp. 115-129.
M. C. Golumbic, Algorithmic Graph Theory and Perfect Graphs, Academic Press, New York, 1980.
W. K. Hale, Frequency assignment: Theory and applications, Proc. IEEE, 68 (1980), pp. 1497-1514.
D. Liu, T-colorings of graphs, Discrete Math., 101 (1992), pp. 203-212.
L. C. Middlekamp, UHF taboos-History and development, IEEE Trans. Consumer Electronics, CE-24 (1978), pp. 514-519.
F. S. Roberts, From garbage to rainbows: Generalization of graph coloring and their applications, in Proc. Sixth International Conference on the Theory and Applications of Graphs, Y. Alavi, G. Chartrand, O. R. Ollermann, and A. J. Schwenk, eds., John Wiley, New York, 1989.
B. Tesman, T-colorings, list T-colorings, and set T-colorings of graphs, Ph.D. thesis, Department of Mathematics, Rutgers University, New Brunswick, NJ, 1989.

# A LINEAR-TIME ALGORITHM FOR ISOMORPHISM OF GRAPHS OF BOUNDED AVERAGE GENUS* 
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#### Abstract

A structure theorem is proved for the class of graphs of bounded average genus, which leads to a linear-time algorithm for isomorphism of such graphs.
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1. Introduction. The problem of deciding whether two given finite graphs are isomorphic is known as the graph isomorphism problem. At present there is no known algorithm for determining if two arbitrary graphs are isomorphic with a running time that is asymptotically less than exponential. Finding the complexity of this problem remains an open problem on the list of Garey and Johnson [8].

It is known that for a few restricted classes of graphs, the isomorphism problem can be solved in polynomial time. Hopcroft and Tarjan [14] gave a linear-time algorithm for tree isomorphism and an $O(n \log n)$ time algorithm for planar graph isomorphism. A linear-time algorithm for isomorphism of planar graphs was later obtained by Hopcroft and Wong [15]. Filotti and Mayer [6] demonstrated that, for every genus graph, there is a polynomial-time algorithm whose degree rises with the genus. Furst, Hopcroft, and Luks [7] gave a subexponential-time algorithm for 3regular graph isomorphism. Luks [16] improved this to show that for any fixed value of maximum valence, there is a polynomial-time algorithm.

A topological approach has recently been suggested by Gross and Furst [9] to solve the graph isomorphism problem with a probabilistic algorithm. They define a hierarchy of increasingly large topological invariants of isomorphism or homeomorphism type from which one might extract a polynomial-sized sample. Average genus is at the low end of this hierarchy. Gross and Tucker [13] demonstrated that "stratified graphs," which are further up in the hierarchy, are actually a complete invariant of homeomorphism type. Chen and Gross [1]-[5] studied the average genus of a graph for potential applicability to isomorphism testing and showed that a given value of average genus is shared by at most finitely many nonhomeomorphic cutedge-free graphs. Therefore, the average genus of graphs can be a possible criterion, perhaps combined with some other graph invariants, for graph isomorphism candidacy.

The present paper describes an initial effort at combining topological invariants with combinatorial analysis to design efficient graph isomorphism algorithms. We consider the class of graphs whose average genus is bounded by a fixed constant. Interesting graph classes of bounded average genus include trees, cactuses, necklaces, and many others. In particular, there are infinitely many nonplanar graphs that have bounded average genus. In fact, for each fixed integer $g$, there are infinitely many graphs of average genus less than $2 g$ whose minimum genus equals $g$.

By strengthening the techniques recently developed in topological graph theory,

[^68]specifically, those in [2]-[5], we are able to sharpen some of the results in those papers (occasional corollaries are repeated when they follow immediately from the sharpened theorems). These sharpened results are then used to prove that all graphs of bounded average genus share only finitely many nonhomeomorphic "frames." Therefore, two graphs of bounded average genus are isomorphic if and only if their frames are isomorphic and the distributions of their remaining edges on the frames are identical. This leads to a linear-time algorithm for isomorphism of graphs of bounded average genus.

We should remark that a polynomial-time algorithm for isomorphism of graphs of bounded average genus is implied by the algorithm of Filotti and Mayer [6]. Indeed, the average genus of a graph is at least as large as its minimum genus. However, Filotti and Mayer's algorithm runs in time $O\left(n^{c \gamma_{\text {min }}}\right)$, where $c>300$ is a constant, and the degree rises with the minimum genus $\gamma_{\min }$. On the other hand, in the time complexity of our algorithm, only the multiplicative coefficient increases with the value of the average genus, and the algorithm always runs in linear time.

The paper consists of five sections. Section 2 contains definitions and some basic results in topological graph theory. Section 3 proves several lemmas on the relationship of average genera of a cutedge-free graph and its subgraphs. Section 4 discusses the structure of cutedge-free graphs whose average genus is bounded. A linear-time algorithm is presented in $\S 5$ for testing isomorphism of graphs of bounded average genus.
2. Terminology and preliminaries. It is assumed that the reader is somewhat familiar with topological graph theory, and we briefly review the fundamentals. For further description, see Gross and Tucker [12] or White [20].

A graph may have multiple adjacencies or self-adjacencies. An edge $e$ of a graph $G$ is a cutedge if the removal of $e$ will disconnect the graph. A graph is cutedge-free if it contains no cutedges. An imbedding of a graph on a surface must have the "cellularity property" that the interior of every region is simply connected. The closed orientable surface of genus $n$ is denoted $S_{n}$.

A rotation at a vertex $v$ is a cyclic permutation of the edge-ends incident on $v$. Thus, a $d$-valent vertex admits $(d-1)$ ! rotations. A list of rotations, one for each vertex of the graph, is called a rotation system.

An imbedding of a graph $G$ in an orientable surface induces a rotation system, as follows: The rotation at vertex $v$ is the cyclic permutation corresponding to the order in which the edge-ends are traversed in an orientation-preserving tour around $v$. Conversely, by the Heffter-Edmonds principle, every rotation system induces a unique imbedding of $G$ into an orientable surface. The bijectivity of this correspondence implies that the number of different ways to imbed a graph of valence sequence $d_{1}, \ldots, d_{n}$ into a closed, orientable surface is

$$
\prod_{i=1}^{n}\left(d_{i}-1\right)!
$$

Henceforth, we do not distinguish an imbedding of a graph from its corresponding rotation system. Given a rotation system $R$ of a graph, we denote by $\gamma(R)$ the genus of the corresponding imbedding surface and simply call it "the genus of the rotation system R."

For any graph $G$, if the number of imbeddings in the surface $S_{k}$ is denoted $g_{k}$,


Fig. 1. Two necklaces of type $(3,2)$.
then the sequence

$$
g_{0}, g_{1}, g_{2}, \ldots
$$

is called the genus distribution of $G$. The maximum genus $\gamma_{\max }(G)$ of $G$ is the largest integer $r$ such that $g_{r}>0$. The average genus of $G$ is defined to be the value

$$
\gamma_{\mathrm{avg}}(G)=\frac{\sum_{i=0} i \cdot g_{i}}{\sum_{i=0} g_{i}}
$$

It is easy to see that both the minimum genus and the maximum genus of a tree are 0 . Therefore, all trees have average genus 0 . The following construction, developed by Klein (see Gross, Klein, and Rieper [10]), gives infinitely many cutedge-free graphs whose average genus is less than 1.

A necklace of type $(d, 0)$ is a graph $N_{(d, 0)}=(V, E)$, such that $V=\left\{v_{1}, v_{2}, \ldots, v_{2 d}\right\}$, the vertex $v_{2 j-1}$ is connected by a single edge to the vertex $v_{2 j}, j=1, \ldots, d$, and the vertex $v_{2 j-2}$ is connected by two multiple edges to the vertex $v_{2 j-1}$, where we let $v_{0}$ be $v_{2 d}$. A necklace of type $(d, s)$ is the necklace $N_{(d, 0)}$ of type ( $d, 0$ ) plus $s$ self-loops added to $s$ distinct interior points of those non-multiple edges of $N_{(d, 0)}$ (in an arbitrary way).

The graphs in Fig. 1 are two necklaces of type (3,2). Although there is a unique necklace of type ( $d, 0$ ) up to isomorphism, there is more than one nonisomorphic necklace of type $(d, s)$ for $d>1$ and $s>1$.

Theorem 2.1 ([10]). The average genus of any necklace of type $(r, s)$ is 1 $\left(\frac{1}{2}\right)^{r}\left(\frac{2}{3}\right)^{s}$.

The technique of ear adding is useful in our discussion. We state the result for the technique as follows. The interested reader is referred to Ringeisen [17] for more detailed discussion.

Let $G$ be a graph. A simple path $p=\left\{u_{1}, \ldots, u_{s}\right\}$ is an ear to $G$ if its two endpoints $u_{1}$ and $u_{s}$ are vertices of $G$ and none of its interior vertices belong to $G$. Suppose that we add the ear $p$ to an imbedding $I(G)$ of $G$ to obtain an imbedding $I(G+p)$. There are two different cases.

If the ear $p$ is added to the imbedding $I(G)$ so that its two endpoints $u_{1}$ and $u_{s}$ are inserted between two corners of one face $F$ in $I(G)$, then the ear $p$ splits the face $F$, and the imbedding $I(G+p)$ has the same genus as that of $I(G)$. Moreover, every vertex of the added ear $p$ has two corners belonging to different faces in the imbedding $I(G+p)$. On the other hand, if the ear $p$ is added to $I(G)$ so that its endpoints $u_{1}$ and $u_{s}$ are inserted between corners of two different faces, then both those faces are merged into one larger face, and the imbedding $I(G+p)$ has genus one larger than that of $I(G)$.

Let $G$ be a subgraph of a graph $G^{\prime}$. Denote by $G^{\prime}-G$ the graph obtained from $G^{\prime}$ by first deleting all edges in $G$ and then deleting all isolated vertices. A rotation system $R$ of $G$ is an induced rotation system of a rotation system $R^{\prime}$ of $G^{\prime}$, if $R$ is obtained by deleting all edges in $G^{\prime}-G$ (and then deleting all isolated vertices) from the rotation system $R^{\prime}$. Let $\Gamma_{R}^{\prime}$ be the set of rotation systems of $G^{\prime}$ whose induced rotation system of $G$ is $R$, and let $\Gamma$ and $\Gamma^{\prime}$ be the sets of rotation systems of $G$ and $G^{\prime}$, respectively.

Theorem 2.2. The set $\Gamma^{\prime}$ is a disjoint union of the sets $\Gamma_{R}^{\prime}$ over all rotation systems $R$ of $G$. Moreover, $\left|\Gamma^{\prime}\right|=|\Gamma| \cdot\left|\Gamma_{R}^{\prime}\right|$ for any rotation system $R$ of $G$.

Proof. Since each rotation system $R^{\prime}$ of $G^{\prime}$ has a unique induced rotation system of $G$, two sets $\Gamma_{R_{1}}^{\prime}$ and $\Gamma_{R_{2}}^{\prime}$ are disjoint for two different rotation systems $R_{1}$ and $R_{2}$ of $G$. Therefore, the set $\Gamma^{\prime}$ is a disjoint union of the sets $\Gamma_{R}^{\prime}$ over all rotation systems $R$ of $G$.

Now let $V_{1}=\left\{u_{1}, \ldots, u_{s}\right\}$ be the set of vertices of $G^{\prime}$ that are in both $G$ and $G^{\prime}-G$, and let $V_{2}=\left\{v_{1}, \ldots, v_{t}\right\}$ be the set of vertices of $G^{\prime}$ that are not in $G$. Then the number of rotation systems of $G^{\prime}$ in the set $\Gamma_{R}^{\prime}$, which is equal to the number of different ways to construct a rotation system of $G^{\prime}$ from $R$, depends only on the valences of the vertices of $V_{1}$ in the graphs $G$ and $G^{\prime}-G$ and the valence of the vertices of $V_{2}$ in the graph $G^{\prime}-G$. More precisely, if we denote by $\operatorname{val}_{1}(v)$ and $\operatorname{val}_{2}(v)$ the valences of the vertex $v$ in the graphs $G$ and $G^{\prime}-G$, respectively, then for each $u_{k} \in V_{1}$, the number of ways to construct a rotation at $u_{k}$ for the graph $G^{\prime}$ based on the rotation at $u_{k}$ in $R$ is $\prod_{i=0}^{\mathrm{val}_{2}\left(u_{k}\right)-1}\left(\operatorname{val}_{1}\left(u_{k}\right)+i\right)$, and for each $v_{j} \in V_{2}$, the number of ways to construct a rotation at $v_{j}$ for $G^{\prime}$ based on $R$ is $\left(\operatorname{val}_{2}\left(v_{j}\right)-1\right)$ !. Consequently, the number of ways to construct a rotation system of $G^{\prime}$ from $R$ is equal to

$$
\left(\prod_{k=1}^{s} \prod_{i=0}^{\mathrm{val}_{2}\left(u_{k}\right)-1}\left(\operatorname{val}_{1}\left(u_{k}\right)+i\right)\right)\left(\prod_{j=1}^{t}\left(\operatorname{val}_{2}\left(v_{j}\right)-1\right)!\right)
$$

which is a number independent of the rotation system $R$. Therefore, all sets $\Gamma_{R}^{\prime}$, for $R \in \Gamma$, contain the same number of rotation systems of $G^{\prime}$. Consequently, $\left|\Gamma^{\prime}\right|=$ $|\Gamma| \cdot\left|\Gamma_{R}^{\prime}\right|$ for every rotation system $R$ of $G$.

Corollary 2.3. The average genus of a graph is not less than the average genus of any of its subgraphs.

Proof. We follow the notations used in Theorem 2.2. It is easy to see that each rotation system of $G^{\prime}$ in the set $\Gamma_{R}^{\prime}$ has genus at least $\gamma(R)$. By Theorem 2.2,

$$
\begin{aligned}
\gamma_{\mathrm{avg}}\left(G^{\prime}\right) & =\frac{\sum_{R^{\prime} \in \Gamma^{\prime}} \gamma\left(R^{\prime}\right)}{\left|\Gamma^{\prime}\right|}=\frac{\sum_{R \in \Gamma} \sum_{R^{\prime} \in \Gamma_{R}^{\prime}} \gamma\left(R^{\prime}\right)}{\left|\Gamma^{\prime}\right|} \\
& \geq \frac{\sum_{R \in \Gamma}\left|\Gamma_{R}^{\prime}\right| \gamma(R)}{\left|\Gamma^{\prime}\right|}=\frac{\sum_{R \in \Gamma} \gamma(R)}{|\Gamma|} \\
& =\gamma_{\mathrm{avg}}(G) .
\end{aligned}
$$

A graph with two vertices and $n$ edges adjoining them is called a dipole and is denoted $D_{n}$. A graph with one vertex and $n$ self-loops is called a bouquet and is denoted $B_{n}$.

Corollary 2.4. A cutedge-free graph that is not a simple cycle has average genus at least $\frac{1}{3}$.

Proof. Every cutedge-free graph $G$ that is not a simple cycle contains either a subgraph homeomorphic to the bouquet $B_{2}$ or a subgraph homeomorphic to the dipole
$D_{3}$. It is easy to check that $\gamma_{\text {avg }}\left(B_{2}\right)=\frac{1}{3}$ and $\gamma_{\text {avg }}\left(D_{3}\right)=\frac{1}{2}$. Thus $\gamma_{\text {avg }}(G) \geq \frac{1}{3}$ by Corollary 2.3.

Given two disjoint graphs $G$ and $H$, the bar-amalgamation of $G$ and $H$ is the result of running a new edge (called the "bar") from a vertex of $G$ to a vertex of $H$. The following theorem is a direct consequence of Theorem 5 of Gross and Furst [9].

Theorem 2.5. The average genus of a bar-amalgamation of two graphs equals the sum of their average genera.

A maximal cutedge-free subgraph of a connected graph $G$ is called a cutedge-free component of the graph $G$. The following slight generalization of Theorem 2.5 can be easily proved by simple induction.

Theorem 2.6. The average genus of a connected graph equals the sum of the average genera of its cutedge-free components.
3. On the average genera of a graph and its subgraphs. We present a few lemmas concerned with the following problem: Given a graph $G$ and a subgraph $H$ of $G$ with some particular combinatorial property, what can we say about the values of the average genus of them?

The beautiful theory of bridges and attachments, as presented by Tutte [18] in his classic study of graph connectivity, is needed for our discussion in this section. We slightly modify the terminology used in [19].

Let $H$ be a subgraph of a graph $G$. An attachment of $H$ in $G$ is a vertex that lies both in $H$ and in $G-H$.

If some edge of $G-H$ has both its endpoints in the subgraph $H$, then it is called a trivial bridge of $G-H$. Let $W$ be the (possibly not connected) subgraph of $G$ obtained by deleting all vertices (and the edges incident on them) in $V(H)$ from $G$ and let $D$ be a connected component of $W$. Let $B$ be the subgraph of $G$ obtained from $D$ by adjoining to it each edge of $G$ with one endpoint in $D$ and one in $H$, together with the end-vertex of that edge in $H$. Then $B$ is called a nontrivial bridge of $G-H$. A subgraph $B$ of $G$ is called a bridge of $G-H$ if $B$ is either a trivial bridge or a nontrivial bridge.

Let $B$ be a bridge of $G-H$. Then $B$ is a connected subgraph of $G$. Moreover, a nontrivial bridge with some of its attachments deleted is also a connected subgraph of $G$. These follow directly from the definitions. For further discussion of bridges and attachments, see Tutte [19].

A graph is smooth if it does not contain 2 -valent vertices.
Let $H$ be a subgraph of a graph $G$. Recall that a simple path $P$ in $G-H$ is an ear to $H$, if the endpoints of $P$ are vertices in $H$ and none of the interior vertices of $P$ are contained in $H$. An ordered collection $\left[P_{1}, P_{2}, \ldots, P_{r}\right.$ ] of simple paths in $G-H$ is called a sequence of ears in $G-H$ if, for $1 \leq i \leq r$, the path $P_{i}$ is an ear to $H+P_{1}+\cdots+P_{i-1}$.

Lemma 3.1. Let $H$ be a subgraph of a graph $G$, and let $\left[P, P^{\prime}\right]$ be a sequence of ears in $G-H$, such that one endpoint of $P^{\prime}$ is at an interior vertex of $P$. Then

$$
\gamma_{\mathrm{avg}}\left(H+P+P^{\prime}\right) \geq \gamma_{\mathrm{avg}}(H)+\frac{1}{3} .
$$

Proof. Let $H^{\prime}=H+P$, and $H^{\prime \prime}=H+P+P^{\prime}$. Suppose that the two endpoints of $P^{\prime}$ are $v$ and $u$, where $v$ is an interior vertex of $P$.

Given a rotation system $R$ of the graph $H$, let $\Gamma_{R}^{\prime \prime}$ be the set of rotation systems of the graph $H^{\prime \prime}$ whose induced rotation system of $H$ is $R$. Each rotation system $R^{\prime \prime}$ of $H^{\prime \prime}$ in the set $\Gamma_{R}^{\prime \prime}$ can be obtained by first attaching the path $P$ to the rotation
system $R$, resulting in a rotation system $R^{\prime}$ of the graph $H^{\prime}$, then attaching the path $P^{\prime}$ to the rotation system $R^{\prime}$. There are two different cases.

1. The path $P$ merges two different faces of the rotation system $R$. Then $\gamma\left(R^{\prime}\right)=\gamma(R)+1$. Hence, no matter how we attach the path $P^{\prime}$ to the rotation system $R^{\prime}$, we always have $\gamma\left(R^{\prime \prime}\right) \geq \gamma\left(R^{\prime}\right)=\gamma(R)+1$.
2. The path $P$ splits a face of the rotation system $R$. Then, attaching the path $P$ to $R$ does not increase the genus. However, the two corners of the vertex $v$, which is an interior vertex of the path $P$, belong to different faces of the resulting rotation system $R^{\prime}$. Now we attach the path $P^{\prime}$ to $R^{\prime}$ by inserting its two endpoints to corners of the vertices $v$ and $u$ in $R^{\prime}$, respectively. If $v \neq u$, then for each corner $c$ of the vertex $u$ in the rotation system $R^{\prime}$, at least one of the two corners of the vertex $v$ in $R^{\prime}$ is contained in a face that does not contain the corner $c$. Therefore, if the endpoint $u$ of $P^{\prime}$ is inserted to the corner $c$, then at least one of the two ways to insert the other endpoint of $P^{\prime}$ to a corner of $v$ makes $P^{\prime}$ merge two different faces in $R^{\prime}$, thus increasing the genus by 1 . Consequently, in this case, at least half of the ways to attach the path $P^{\prime}$ to the rotation system $R^{\prime}$ increase the genus by 1 . In the other case, if $v=u$, then in the six ways to attach the simple cycle $P^{\prime}$ to the vertex $v$ in $R^{\prime}$, exactly two of them merge two different faces and thereby increase the genus by 1.

Therefore, for each rotation system $R^{\prime}$ of $H^{\prime}$ obtained by attaching the path $P$ to the rotation system $R$, at least one third of the rotation systems of $H^{\prime \prime}$ that are obtained by attaching the path $P^{\prime}$ to $R^{\prime}$ have genus at least $\gamma(R)+1$. Consequently, at least one third of the rotation systems in the set $\Gamma_{R}^{\prime \prime}$ have genus greater than or equal to $\gamma(R)+1$. Note that no rotation system in the set $\Gamma_{R}^{\prime \prime}$ has genus less than $\gamma(R)$.

Let $\Gamma$ and $\Gamma^{\prime \prime}$ be the sets of rotation systems of the graphs $H$ and $H^{\prime \prime}$, respectively. Then

$$
\begin{aligned}
\gamma_{\mathrm{avg}}\left(H+P+P^{\prime}\right) & =\gamma_{\mathrm{avg}}\left(H^{\prime \prime}\right)=\frac{\sum_{R^{\prime \prime} \in \Gamma^{\prime \prime}} \gamma\left(R^{\prime \prime}\right)}{\left|\Gamma^{\prime \prime}\right|} \\
& =\frac{\sum_{R \in \Gamma} \sum_{R^{\prime \prime} \in \Gamma_{R}^{\prime \prime}} \gamma\left(R^{\prime \prime}\right)}{\left|\Gamma^{\prime \prime}\right|} \\
& \geq \frac{\sum_{R \in \Gamma}\left(\left|\Gamma_{R}^{\prime \prime}\right| \gamma(R)+\left|\Gamma_{R}^{\prime \prime}\right| / 3\right)}{\left|\Gamma^{\prime \prime}\right|} \\
& =\frac{\sum_{R \in \Gamma}(\gamma(R)+1 / 3)}{|\Gamma|} \\
& =\gamma_{\mathrm{avg}}(H)+\frac{1}{3}
\end{aligned}
$$

where we have used the facts that $\Gamma^{\prime \prime}$ is the disjoint union of the sets $\Gamma_{R}^{\prime \prime}$ over all $R \in \Gamma$, and that $\left|\Gamma^{\prime \prime}\right|=\left|\Gamma_{R}^{\prime \prime}\right| \cdot|\Gamma|$ for every rotation system $R$ of the subgraph $H$.

Lemma 3.2. Let $H$ be a subgraph of a cutedge-free smooth graph $G$ such that $G-H$ contains a nontrivial bridge. Then there is a sequence of two ears $\left[P, P^{\prime}\right]$ in $G-H$ such that

$$
\gamma_{\mathrm{avg}}\left(H+P+P^{\prime}\right) \geq \gamma_{\mathrm{avg}}(H)+\frac{1}{3}
$$

Proof. Suppose that $B$ is a nontrivial bridge of $G-H$. Since $G$ is cutedge-free, the bridge $B$ contains a simple path $P$ that is an ear to $H$. The path $P$ cannot be
a single edge, since $P$ is putatively contained in the nontrivial bridge $B$. Moreover, the graph $G$ contains no 2 -valent vertices. Therefore, we must be able to find another simple path $P^{\prime}$ in $B$ from an interior vertex of the path $P$ to another vertex, which is either an interior vertex of $P$ or an attachment of the subgraph $H$, such that no interior vertex of $P^{\prime}$ lies on $H+P$. Thus the collection $\left[P, P^{\prime}\right]$ is a sequence of ears in $G-H$ and the ear $P^{\prime}$ has an endpoint at an interior vertex of $P$.

By Lemma 3.1, we have

$$
\gamma_{\mathrm{avg}}\left(H+P+P^{\prime}\right) \geq \gamma_{\mathrm{avg}}(H)+\frac{1}{3} .
$$

A suspended chain $C$ (or simply $a$ chain) of a graph $G$ is a simple path in $G$ such that all interior vertices of $C$ have valence 2. A suspended chain $C$ of $G$ is maximal if neither of its end-vertices has valence 2.

Let $G$ be a cutedge-free smooth graph and let $H$ be a subgraph of $G$. Two trivial bridges in $G-H$ overlap on a chain $C$ of $H$ if either they share a common attachment that is an interior vertex of $C$, or one of the bridges has two distinct endpoints $p_{1}$ and $p_{2}$ on the chain $C$, and the other bridge has an endpoint $q$ between $p_{1}$ and $p_{2}$ on the chain $C$ such that $q \neq p_{1}, p_{2}$.

Lemma 3.3. Let $H$ be a subgraph of a cutedge-free smooth graph $G$ such that $G-H$ contains two trivial bridges $B$ and $B^{\prime}$ overlapping on a chain $C$ of $H$. Then

$$
\gamma_{\mathrm{avg}}\left(H+B+B^{\prime}\right) \geq \gamma_{\mathrm{avg}}(H)+\frac{1}{3} .
$$

Proof. We first suppose that the bridge $B$ has two distinct endpoints $p_{1}$ and $p_{2}$ on the chain $C$ and that the bridge $B^{\prime}$ has an endpoint $q$ between $p_{1}$ and $p_{2}$ on the chain $C$ such that $q \neq p_{1}, p_{2}$. Consider the graph $H^{\prime}=H-C^{\prime}+B$, which is obtained by deleting the subchain $C^{\prime}$ adjoining $p_{1}$ and $p_{2}$ on the chain $C$, then adding the edge $B$ to the resulting graph. It is obvious that the graph $H^{\prime}$ is homeomorphic to the graph $H$ and $H+B+B^{\prime}=H^{\prime}+C^{\prime}+B^{\prime}$. Moreover, $\left[C^{\prime}, B^{\prime}\right]$ is a sequence of ears in $G-H^{\prime}$ such that one endpoint $q$ of $B^{\prime}$ is at an interior vertex of the path $C^{\prime}$. By Lemma 3.1, we have

$$
\begin{aligned}
\gamma_{\mathrm{avg}}\left(H+B+B^{\prime}\right) & =\gamma_{\mathrm{avg}}\left(H^{\prime}+C^{\prime}+B^{\prime}\right) \\
& \geq \gamma_{\mathrm{avg}}\left(H^{\prime}\right)+\frac{1}{3}=\gamma_{\mathrm{avg}}(H)+\frac{1}{3} .
\end{aligned}
$$

For the other case, suppose that the two trivial bridges $B$ and $B^{\prime}$ share a common attachment $a$ that is 2 -valent in $H$. There are three possible subcases:

1. Neither of the bridges $B$ and $B^{\prime}$ is a self-loop;
2. Exactly one of the bridges $B$ and $B^{\prime}$ is a self-loop;
3. Both the bridges $B$ and $B^{\prime}$ are self-loops.

To complete the proof, it suffices to show that in each of these three subcases, adding the bridges $B$ and $B^{\prime}$ to the subgraph $H$ raises its average genus by at least $\frac{1}{3}$. The considerations are similar for all three subcases, and we presently provide details for subcase 3.

Subcase 3 . We consider all the ways to extend an arbitrary imbedding of $H$ by adding first $B$ and then $B^{\prime}$, and we see that at least one third of them increase the genus. If the vertex $a$ lies on two faces of the imbedding of $H$, then two of the six ways to attach the self-loop $B$ already increase the genus, thereby assuring that the genus increases for at least one third of the ways to add both $B$ and $B^{\prime}$. Therefore, let us suppose that the vertex $a$ lies on only one face of the imbedding of $H$, so that none of the six ways of adding self-loop $B$ increases the genus. In four of these six


Fig. 2. The edge $B_{2}$ splits a face in $R_{2}$.
imbeddings of $H+B$, the self-loop $B$ bounds a monogon, and six of the 20 ways to add self-loop $B^{\prime}$ increase the genus. In the other two imbeddings of $H+B$, eight of the 20 ways to add self-loop $B^{\prime}$ increase the genus. Thus, of the 120 ways to add both $B$ and $B^{\prime}, 40$ (i.e., $4 \cdot 6+2 \cdot 8$ ) increase the genus.

A trivial bridge $B$ in $G-H$ is a $T$-hanging ear on a maximal chain $C$ of the subgraph $H$ if one endpoint of $B$ is at an interior vertex of $C$, while the other endpoint of $B$ is at a vertex of $H$ that is not an interior vertex of $C$.

Lemma 3.4. Let $H$ be a subgraph of a graph $G$. Suppose that $B_{1}, B_{2}$, and $B_{3}$ are three T-hanging ears on a maximal chain $C$ of $H$ such that no two of them overlap on $C$. Then

$$
\gamma_{\mathrm{avg}}\left(H+B_{1}+B_{2}+B_{3}\right) \geq \gamma_{\mathrm{avg}}(H)+\frac{1}{2}
$$

Proof. Suppose that $C=v_{1} v_{2} \ldots v_{r}$. Since the bridges $B_{1}, B_{2}$, and $B_{3}$ do not overlap, we can suppose, without loss of generality, that $v_{i_{1}}, v_{i_{2}}$, and $v_{i_{3}}$ are the three endpoints of $B_{1}, B_{2}$, and $B_{3}$ on the chain $C$, respectively, with $1<i_{1}<i_{2}<i_{3}<r$. Let $H_{2}=H+B_{2}, H_{12}=H+B_{1}+B_{2}, H_{23}=H+B_{2}+B_{3}$, and $H_{123}=H+B_{1}+B_{2}+B_{3}$.

Let $\Gamma_{R}$ denote the set of rotation systems of $H_{123}$ whose induced rotation system of $H$ is $R$. Every rotation system in the set $\Gamma_{R}$ can be obtained by attaching the three edges $B_{1}, B_{2}$, and $B_{3}$ to the rotation system $R$.

For any rotation system $R$ of $H$, since every interior vertex of $C$ is 2 -valent in $H$, the chain $C$ gives rise to two directed sides

$$
\begin{aligned}
C_{\rightarrow} & =\left(v_{1} \ldots v_{i_{1}} \ldots v_{i_{2}} \ldots v_{i_{3}} \ldots v_{r}\right) \\
C_{\leftarrow} & =\left(v_{r} \ldots v_{i_{3}} \ldots v_{i_{2}} \ldots v_{i_{1}} \ldots v_{1}\right)
\end{aligned}
$$

such that each of the directed sides is a subwalk of the boundary of a face in the rotation system $R$. Now attaching the edge $B_{2}$ to $R$ results in a rotation system $R_{2}$ of $H_{2}$. If $B_{2}$ merges two different faces in $R$, then $\gamma\left(R_{2}\right)=\gamma(R)+1$. Therefore, an arbitrary way of attaching the edges $B_{1}$ and $B_{3}$ to $R_{2}$ results in a rotation system $R_{123}$ of $H_{123}$, such that $\gamma\left(R_{123}\right) \geq \gamma\left(R_{2}\right)=\gamma(R)+1$.

For the other case, suppose that $B_{2}$ splits a face in $R$. Without loss of generality, we suppose that one endpoint of $B_{2}$ is inserted to $v_{i_{2}}$ from the directed side $C_{\rightarrow}$ and the other endpoint of $B_{2}$ is $u$. See Fig. 2. Since the two sides of $B_{2}$ appear in different faces of the resulting rotation system $R_{2}$ of $H_{2}$, the two walks $v_{1} \ldots v_{i_{1}} \ldots v_{i_{2}} u$ and $u v_{i_{2}} \ldots v_{i_{3}} \ldots v_{r}$ are subwalks of boundaries of different faces of $R_{2}$. Consequently, in the rotation system $R_{2}$, there are a corner $c_{1}$ of the vertex $v_{i_{1}}$ and a corner $c_{3}$ of the vertex $v_{i_{3}}$ such that $c_{1}$ and $c_{3}$ belong to different faces. On the other hand, since the bridge $B_{2}$ is a $T$-hanging ear on the chain $C$, the vertex $u$ is not an interior vertex of
the chain $C$. Therefore, the other directed side $C_{\leftarrow}=\left(v_{r} \ldots v_{i_{3}} \ldots v_{i_{2}} \ldots v_{i_{1}} \ldots v_{1}\right)$ of the chain $C$ is still a subwalk of a face boundary in the rotation system $R_{2}$. Thus the other corner $c_{1}^{\prime}$ of the vertex $v_{i_{1}}$ and the other corner $c_{3}^{\prime}$ of the vertex $v_{i_{3}}$ belong to the same face. Therefore, at least one of the vertices $v_{i_{1}}$ and $v_{i_{3}}$ has its two corners belonging to different faces in the rotation system $R_{2}$. Without loss of generality, suppose that the two corners $c_{1}$ and $c_{1}^{\prime}$ of $v_{i_{1}}$ belong to different faces in $R_{2}$ (the case that the two corners of $v_{i_{3}}$ belong to different faces can be proved similarly). Then, as we analyzed in the proof of Lemma 3.1 , at least half of the ways to attach $B_{1}$ to $R_{2}$ increase the genus by 1 . Because arbitrarily attaching the edge $B_{3}$ then does not decrease the genus, we conclude that at least half of the ways to attach the edges $B_{1}$ and $B_{3}$ to the rotation system $R_{2}$ result in a rotation system $R_{123}$ of $H_{123}$ satisfying

$$
\gamma\left(R_{123}\right) \geq \gamma\left(R_{2}\right)+1=\gamma(R)+1
$$

Therefore, at least half of the rotation systems in the set $\Gamma_{R}$ have genus at least $\gamma(R)+1$ (and no rotation systems in $\Gamma_{R}$ have genus less than $\gamma(R)$ ).

Now, by a calculation completely similar to that in the proof of Lemma 3.1, we are able to conclude that

$$
\gamma_{\mathrm{avg}}\left(H_{123}\right) \geq \gamma_{\mathrm{avg}}(H)+\frac{1}{2} .
$$

4. Cutedge-free graphs of bounded average genus. We recall that a dipole $D_{n}$ is a graph with two vertices and $n$ edges adjoining them, and a bouquet $B_{n}$ is a graph with one vertex and $n$ self-loops.

Lemma 4.1. For every integer $n \geq 3, \gamma_{\text {avg }}\left(D_{n}\right) \geq \frac{n}{6}$.
Proof. In Chen and Gross [2], it was proved that

$$
\gamma_{\mathrm{avg}}\left(D_{n}\right)=\frac{n}{2}-\left(\frac{H_{n+1}}{2}+(-1)^{n} \frac{1}{2 n(n+1)}\right)
$$

for every integer $n \geq 1$, where $H_{n}$ is the harmonic number defined by $H_{n}=\sum_{k=1}^{n} \frac{1}{k}$. For the values $3 \leq n \leq 6$, it can be easily checked that $\gamma_{\text {avg }}\left(D_{n}\right) \geq \frac{n}{6}$. Moreover, since, for $n \geq 7$, we have $\frac{n}{4} \geq H_{n+1} / 2+(-1)^{n} /(2 n(n+1))$, thus $\gamma_{\text {avg }}\left(D_{n}\right) \geq \frac{n}{4}$ for $n \geq 7$.

Lemma 4.2. For every integer $n \geq 2, \gamma_{\mathrm{avg}}\left(B_{n}\right) \geq n / 6$.
Proof. Let $g_{m}(n)$ be the number of imbeddings of the bouquet $B_{n}$ in the surface $S_{m}$. Gross, Robbins, and Tucker [11] have shown that

$$
\begin{align*}
(n+1) g_{m}(n)= & 4(2 n-1)(2 n-3)(n-1)^{2}(n-2) g_{m-1}(n-2) \\
& +4(2 n-1)(n-1) g_{m}(n-1) \tag{1}
\end{align*}
$$

with the boundary conditions

$$
\begin{gathered}
g_{m}(n)=0 \quad \text { if } m<0 \text { or } n<0 \\
g_{0}(0)=g_{0}(1)=1 \quad \text { and } g_{m}(0)=g_{m}(1)=0 \text { for } m>0 \\
g_{0}(2)=4, \quad g_{1}(2)=2, \quad g_{m}(2)=0 \quad \text { for } m>1
\end{gathered}
$$

Moreover, by Xuong's theorem on the maximum genus of a graph [21], it is easy to see that $\gamma_{\max }\left(B_{n}\right)=\gamma_{\max }\left(B_{n-2}\right)+1$ for all $n \geq 3$.

From (1), we have

$$
(n+1) g_{0}(n)=4(2 n-1)(n-1) g_{0}(n-1) .
$$

Thus it is easy to check, by induction, that

$$
\begin{equation*}
g_{0}(n)=\frac{2^{n}(2 n-1)!}{(n+1)!} \leq \frac{(2 n-1)!}{3} \quad \text { for } n \geq 3 \tag{2}
\end{equation*}
$$

Now we prove $\gamma_{\text {avg }}\left(B_{n}\right) \geq \frac{n}{6}$ for $n \geq 2$. The inequality can be easily checked for the case where $n=2,3$, so we suppose that $n \geq 4$. We have

$$
\gamma_{\mathrm{avg}}\left(B_{n}\right)=\frac{\sum_{i=1}^{M(n)} i g_{i}(n)}{(2 n-1)!}=\frac{\sum_{i=1}^{M(n)}(i-1) g_{i}(n)+\sum_{i=1}^{M(n)} g_{i}(n)}{(2 n-1)!}
$$

where we have abbreviated $\gamma_{\max }\left(B_{n}\right)$ by $M(n)$. By (2), we have

$$
\frac{\sum_{i=1}^{M(n)} g_{i}(n)}{(2 n-1)!}=1-\frac{g_{0}(n)}{(2 n-1)!} \geq \frac{2}{3}
$$

Moreover, by (1), we have

$$
(n+1) g_{m}(n) \geq 4(2 n-1)(2 n-3)(n-1)^{2}(n-2) g_{m-1}(n-2)
$$

Therefore,

$$
\begin{aligned}
\gamma_{\text {avg }}\left(B_{n}\right) & \geq \frac{4(2 n-1)(2 n-3)(n-1)^{2}(n-2) \sum_{i=1}^{M(n)}(i-1) g_{i-1}(n-2)}{(n+1)(2 n-1)!}+\frac{2}{3} \\
& =\frac{4(2 n-1)(2 n-3)(n-1)^{2}(n-2) \sum_{i=0}^{M(n-2)} i g_{i}(n-2)}{(n+1)(2 n-1)!}+\frac{2}{3} \\
& =\frac{n-1}{n+1} \gamma_{\text {avg }}\left(B_{n-2}\right)+\frac{2}{3} .
\end{aligned}
$$

Here we used the facts that $M(n)=M(n-2)+1$ and that the number of rotation systems of $B_{n-2}$ is $(2 n-5)$ !. By the inductive hypothesis, $\gamma_{\mathrm{avg}}\left(B_{n-2}\right) \geq(n-2) / 6$. Therefore,

$$
\gamma_{\mathrm{avg}}\left(B_{n}\right) \geq \frac{(n-1)(n-2)}{6(n+1)}+\frac{2}{3}>\frac{n}{6} .
$$

We remark that Chen and Gross [2] showed that for every sufficiently large number $n, \gamma_{\text {avg }}\left(D_{n}\right) \geq \frac{n}{4}$ and $\gamma_{\text {avg }}\left(B_{n}\right) \geq \frac{n}{4}$.

In the rest of this paper, we let $\Delta>0$ be a fixed real number. Denote by $\lceil\Delta\rceil$ the smallest integer that is not less than $\Delta$.

Lemma 4.3. Let $G$ be a cutedge-free smooth graph of average genus less than $\Delta$. Then $G$ has a cutedge-free subgraph $H$ with the following properties: (1) H has at most $12\lceil\Delta\rceil$ vertices of valence greater than 2 , and at most $18\lceil\Delta\rceil$ different maximal chains; (2) all bridges of $G-H$ are trivial bridges; (3) no two trivial bridges of $G-H$ overlap on a chain of $H$; and (4) no three $T$-hanging ears are on a single maximal chain of $H$.

Proof. We begin by selecting a subgraph $H_{0}$ of $G$ that is a simple cycle. Then we construct a sequence of cutedge-free subgraphs $H_{i}, i=0,1,2, \ldots$, of $G$ inductively. Suppose that we have obtained a subgraph $H_{i}$ of $G$. We augment $H_{i}$ in any one of the following three ways, if any of them is applicable, to produce the subgraph $H_{i+1}$.

1. If there is a nontrivial bridge in $G-H_{i}$, then by Lemma 3.2, we can find a sequence [ $P_{i}, P_{i}^{\prime}$ ] of two ears in $G-H_{i}$ such that $P_{i}^{\prime}$ has an endpoint on an interior vertex of $P_{i}$. We let $H_{i+1}=H_{i}+P_{i}+P_{i}^{\prime}$.
2. If there are two trivial bridges $B_{i}$ and $B_{i}^{\prime}$ in $G-H_{i}$ that overlap on a chain of $H_{i}$, then we let $H_{i+1}=H_{i}+B_{i}+B_{i}^{\prime}$.
3. If there are three $T$-hanging ears $B_{i}, B_{i}^{\prime}$, and $B_{i}^{\prime \prime}$ in $G-H_{i}$ on a maximal chain $C$ of $H_{i}$ such that no two of them overlap on $C$, then we let $H_{i+1}=H_{i}+B_{i}+B_{i}^{\prime}+B_{i}^{\prime \prime}$.

Since each $H_{i}$ constructed above is a subgraph of the graph $G$, it follows from Corollary 2.3 that the average genus of $H_{i}$ is less than $\Delta$. Moreover, by Lemma 3.1, Lemma 3.3, and Lemma 3.4, the increment in average genus from $H_{i}$ to $H_{i+1}$ is at least $\frac{1}{3}$. Therefore, there is an index $I, I<3\lceil\Delta\rceil$, such that none of the above conditions apply to the graph $H_{I}$.

Now we count the number of vertices of valence greater than 2 and the number of different maximal chains in $H_{I}$. The graph $H_{I}$ is obtained by adding a sequence $S$ of ears in $G-H_{0}$ to the simple cycle $H_{0}$. In case 1 and case 2, adding two ears increases the average genus by at least $\frac{1}{3}$ (Lemma 3.1 and Lemma 3.3), and in case 3 , adding three ears increases the average genus by at least $\frac{1}{2}$ (Lemma 3.4). Therefore, on average, adding an ear in the sequence $S$ increases the average genus by at least $\frac{1}{6}$. Consequently, the sequence $S$ consists of at most $6\lceil\Delta\rceil$ ears, since the average genus of the graph $H_{I}$ is less than $\Delta$. Because adding an ear to a graph increases the number of vertices of valence greater than 2 by at most 2 and increases the number of maximal chains by at most 3 , and the graph $H_{I}$ is obtained by adding at most $6\lceil\Delta\rceil$ ears to the simple cycle $H_{0}$, we conclude that the graph $H_{I}$ contains at most $2 \cdot 6\lceil\Delta\rceil=12\lceil\Delta\rceil$ vertices of valence greater than 2 and at most $3 \cdot 6\lceil\Delta\rceil=18\lceil\Delta\rceil$ different maximal chains.

Two multiple edges $e_{1}$ and $e_{2}$ in a graph $G$ are called a pair of twin multiple edges, if $e_{1}$ and $e_{2}$ are the only edges adjoining two distinct 3 -valent vertices in $G$.

Let $G$ be a graph and let $H$ be a cutedge-free subgraph of $G$ such that all bridges in $G-H$ are trivial bridges. A trivial bridge $e$ in $G-H$ is a $U$-hanging ear on a maximal chain $C$ in $H$, if $e$ does not overlap any other edges in $G-H$ on $C$, and either the two endpoints of $e$ are identical and located at an interior vertex of $C$, or the two endpoints of $e$ are located at two adjacent interior vertices of $C$. We observe that a $U$-hanging ear in $G-H$ is either a self-loop located at a vertex that has valence 4 in the graph $G$, or an edge in a pair of twin multiple edges in the graph $G$.

Definition 4.4. Let $G$ be a cutedge-free graph. A frame $F(G)$ of $G$ is a graph obtained in the following way:

1. If $e$ is a self-loop in $G$ whose endpoint is of valence 4 , then delete $e$. Reiterate until no such self-loops remain;
2. For each pair of twin multiple edges in $G$, delete either one of the twin edges. Reiterate until no twin multiple edges remain.

In other words, a frame $F(G)$ of $G$ is obtained from $G$ by deleting a maximum set of $U$-hanging ears. We observe that a frame of $G$ is not uniquely defined since, for a pair of twin multiple edges, either of them can be contained in a frame of $G$. However, all frames of $G$ are homeomorphic and have the same number of different maximal chains.

Theorem 4.5. Let $G$ be a cutedge-free smooth graph of average genus less than $\Delta$. Then any frame $F(G)$ of $G$ contains at most $(8\lceil\Delta\rceil)^{3}$ different maximal chains.

Proof. By Lemma 4.3, we can find a cutedge-free subgraph $H$ of $G$, which has $\alpha \leq 12\lceil\Delta\rceil$ vertices of valence greater than 2 and $\beta \leq 18\lceil\Delta\rceil$ different maximal chains,
such that all bridges in $G-H$ are trivial bridges, no two trivial bridges in $G-H$ overlap on a chain of $H$, and no three $T$-hanging ears are on a single maximal chain of $H$. Therefore, every edge $e$ in $G-H$ must lie in one of the following four possible classes:

1. $e$ is a $T$-hanging ear on a maximal chain in $H$;
2. $e$ is a self-loop at a vertex of valence greater than 2 in $H$;
3. $e$ has its two endpoints at two different vertices of valence greater than 2 in $H$;
4. $e$ is a $U$-hanging ear in $G-H$.

We now consider how many edges in $G-H$ can belong to classes 1-3.
By the construction of the graph $H$, there are at most two $T$-hanging ears on each maximal chain in $H$. Therefore, there are at most $2 \cdot \beta \leq 36\lceil\Delta\rceil$ edges in $G-H$ that belong to class 1.

Let the vertices of valence greater than 2 in $H$ be $u_{1}, u_{2}, \ldots, u_{\alpha}$. Suppose that there are $h\left(u_{i}\right)$ self-loops in $G-H$ located at the vertex $u_{i}$. Without loss of generality, suppose that $h\left(u_{i}\right) \geq 2$ for $i=1,2, \ldots, \alpha^{\prime}$, and $h\left(u_{j}\right) \leq 1$ for $j=\alpha^{\prime}+1, \ldots, \alpha$. Consider the subgraph $G^{\prime}$ that consists of a spanning tree of $G$ and the self-loops in $G-H$ located at vertices of valence greater than 2 in $H$. By Theorem 2.6, the average genus of the graph $G^{\prime}$ is the sum of the average genera of the $\alpha$ bouquets $B_{h\left(u_{1}\right)}, B_{h\left(u_{2}\right)}, \ldots, B_{h\left(u_{\alpha}\right)}$, where the bouquet $B_{h\left(u_{i}\right)}$ consists of the vertex $u_{i}$ and the $h\left(u_{i}\right)$ self-loops in $G-H$ that are located at $u_{i}$. Therefore, we have

$$
\begin{aligned}
\gamma_{\mathrm{avg}}\left(G^{\prime}\right) & =\gamma_{\mathrm{avg}}\left(B_{h\left(u_{1}\right)}\right)+\gamma_{\mathrm{avg}}\left(B_{h\left(u_{2}\right)}\right)+\cdots+\gamma_{\mathrm{avg}}\left(B_{h\left(u_{\alpha}\right)}\right) \\
& \geq \gamma_{\mathrm{avg}}\left(B_{h\left(u_{1}\right)}\right)+\gamma_{\mathrm{avg}}\left(B_{h\left(u_{2}\right)}\right)+\cdots+\gamma_{\mathrm{avg}}\left(B_{h\left(u_{\alpha^{\prime}}\right)}\right) \\
& \geq \frac{h\left(u_{1}\right)+h\left(u_{2}\right)+\cdots+h\left(u_{\alpha^{\prime}}\right)}{6}
\end{aligned}
$$

where the result of Lemma 4.2 that $\gamma_{\text {avg }}\left(B_{n}\right) \geq \frac{n}{6}$ for $n \geq 2$ has been used. Now since $G^{\prime}$ is a subgraph of $G$, by Corollary 2.3, $\gamma_{\text {avg }}\left(G^{\prime}\right)<\Delta$. Therefore, the total number of edges in class 2 is (note $h\left(u_{j}\right) \leq 1$ for $j=\alpha^{\prime}+1, \ldots, \alpha$ )

$$
\begin{aligned}
& h\left(u_{1}\right)+\cdots+h\left(u_{\alpha^{\prime}}\right)+h\left(u_{\alpha^{\prime}+1}\right)+\cdots+h\left(u_{\alpha}\right) \\
\leq & 6 \gamma_{\mathrm{avg}}\left(G^{\prime}\right)+h\left(u_{\alpha^{\prime}+1}\right)+\cdots+h\left(u_{\alpha}\right) \\
\leq & 6 \Delta+\left(\alpha-\alpha^{\prime}\right) \\
\leq & 6 \Delta+\alpha \\
\leq & 18\lceil\Delta\rceil .
\end{aligned}
$$

Finally, for each pair of vertices of valence greater than 2 in the subgraph $H$, the number $h$ of multiple edges that can be attached is at most $6\lceil\Delta\rceil$. Otherwise, what would result is a supergraph $G^{\prime \prime}$ of the dipole $D_{h}$, whose average genus is, by Lemma 4.1, at least $\frac{h}{6}$, which is greater then $\lceil\Delta\rceil$. This would contradict Corollary 2.3, since the graph $G^{\prime \prime}$ is a subgraph of the graph $G$. Therefore, there are at most $6\lceil\Delta\rceil\binom{\alpha}{2} \leq 432\lceil\Delta\rceil^{3}-36\lceil\Delta\rceil^{2}$ edges in class 3.

Let $H^{\prime}$ be the subgraph of $G$ obtained by adding to the graph $H$ all edges in $G-H$ that are in classes 1-3. We calculate the number of maximal chains in $H^{\prime}$. The graph $H^{\prime}$ is obtained by adding at most $36\lceil\Delta\rceil$ edges in class 1 , at most $18\lceil\Delta\rceil$ edges in class 2 , and at most $432\lceil\Delta\rceil^{3}-36\lceil\Delta\rceil^{2}$ edges in class 3 . Since there are at most two $T$-hanging ears on each maximal chain of $H$, at most two new vertices of valence greater than 2 are created on each maximal chain of $H$, thus each maximal chain
of $H$ is subdivided into at most three maximal chains in the graph $H^{\prime}$. Moreover, each edge in classes 1-3 becomes a maximal chain in $H^{\prime}$. Therefore, the number of different maximal chains in the graph $H^{\prime}$ is less than or equal to

$$
3 \beta+36\lceil\Delta\rceil+18\lceil\Delta\rceil+\left(432\lceil\Delta\rceil^{3}-36\lceil\Delta\rceil^{2}\right) \leq 504\lceil\Delta\rceil^{3}<(8\lceil\Delta\rceil)^{3} .
$$

$\Delta>0$, thus $\lceil\Delta\rceil \geq 1$ is used here.
By the construction of the graph $H^{\prime}$, all edges in $G-H^{\prime}$ are $U$-hanging ears in $G-H$. Since a $U$-hanging ear $e$ in $G-H$ does not overlap any other edge in $G-H$, it follows that the edge $e$ is also a $U$-hanging ear in $G-H^{\prime}$. Therefore, all edges in $G-H^{\prime}$ are $U$-hanging ears in $G-H^{\prime}$. Since a frame of $G$ is a subgraph of $G$ obtained by deleting a maximum set of $U$-hanging ears, we conclude that the graph $H^{\prime}$ contains a subgraph $F$ that is a frame of $G$. Thus the number of different maximal chains of $F$ is also less than $(8\lceil\Delta\rceil)^{3}$. The theorem is proved, because all frames of $G$ have the same number of different maximal chains.
5. The algorithm. We present in this section a linear-time algorithm for isomorphism of graphs of bounded average genus.

Given a cutedge-free smooth graph $G$, let $F(G)$ be a frame of $G$. All edges in $G-F(G)$ are $U$-hanging ears. There are two kinds of $U$-hanging ears: self-loops and edges with two distinct endpoints (they are called closed ears and open ears, respectively). Since no two $U$-hanging ears in $G-F(G)$ overlap on a maximal chain of $F(G)$, the $U$-hanging ears on a maximal chain $C$ of $F(G)$ can be ordered $\left(e_{1}, e_{2}, \ldots, e_{r}\right)$ in such a way that if we travel the maximal chain $C$ from one end-vertex to the other end-vertex, we encounter the endpoints of $e_{1}$ first, then the endpoints of $e_{2}, \ldots$, and finally the endpoints of $e_{r}$. Call the ordered sequence $\left(x\left(e_{1}\right), x\left(e_{2}\right), \ldots, x\left(e_{r}\right)\right)$ the distribution of $U$-hanging ears on the maximal chain $C$, where $x\left(e_{i}\right)=$ "open," if $e_{i}$ is an open ear, and $x\left(e_{i}\right)=$ "closed," if $e_{i}$ is a closed ear.

Let $G_{1}$ and $G_{2}$ be two graphs, and let $\phi_{F}$ be an isomorphism from a frame $F\left(G_{1}\right)$ of $G_{1}$ to a frame $F\left(G_{2}\right)$ of $G_{2}$, such that for every maximal chain $C$ of $F\left(G_{1}\right)$, the distribution of $U$-hanging ears on $C$ is identical to the distribution of $U$-hanging ears on $\phi_{F}(C)$. Then, obviously the isomorphism $\phi_{F}$ can be extended to an isomorphism $\phi$ from $G_{1}$ to $G_{2}$ in the following way: $\phi(e)=\phi_{F}(e)$ for every edge $e$ in $F\left(G_{1}\right)$. For each maximal chain $C$ of $F\left(G_{1}\right)$, if the distributions of $U$-hanging ears on $C$ and $\phi_{F}(C)$ are

$$
\left(x\left(e_{1}\right), x\left(e_{2}\right), \ldots, x\left(e_{r}\right)\right) \quad \text { and } \quad\left(x\left(e_{1}^{\prime}\right), x\left(e_{2}^{\prime}\right), \ldots, x\left(e_{r}^{\prime}\right)\right),
$$

respectively, where $x\left(e_{i}\right)=x\left(e_{i}^{\prime}\right)$ for $i=1, \ldots, r$, then let $\phi\left(e_{i}\right)=e_{i}^{\prime}, i=1, \ldots, r$. The isomorphism $\phi$ from $G_{1}$ to $G_{2}$ is said to be induced by the isomorphism $\phi_{F}$ from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$. It is easy to see that an isomorphism $\phi$ from $G_{1}$ to $G_{2}$ is induced by an isomorphism $\phi_{F}$ from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$ if and only if $\phi_{F}$ is the restriction of $\phi$ on $F\left(G_{1}\right)$.

Theorem 5.1. Let $F\left(G_{1}\right)$ and $F\left(G_{2}\right)$ be two arbitrary frames of two graphs $G_{1}$ and $G_{2}$, respectively. If the graphs $G_{1}$ and $G_{2}$ are isomorphic, then there is an isomorphism from $G_{1}$ to $G_{2}$ that is induced by an isomorphism from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$.

Proof. Let $\phi$ be an isomorphism from $G_{1}$ to $G_{2}$. We construct an isomorphism $\phi^{\prime}$ from $G_{1}$ and $G_{2}$, such that $\phi^{\prime}$ is induced by an isomorphism from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$.

For any edge $e$ of $G_{1}$ such that either $e \in F\left(G_{1}\right)$ and $\phi(e) \in F\left(G_{2}\right)$, or $e \notin F\left(G_{1}\right)$ and $\phi(e) \notin F\left(G_{2}\right)$, we let $\phi^{\prime}(e)=\phi(e)$. If, for an edge $e$ of $G_{1}$, either $e \in F\left(G_{1}\right)$ and $\phi(e) \notin F\left(G_{2}\right)$, or $e \notin F\left(G_{1}\right)$ and $\phi(e) \in F\left(G_{2}\right)$, then $e$ must be an edge in a pair
of twin multiple edges of $G_{1}$. Let $e^{\prime}$ be the partner of $e$ in $G_{1}$. Then we also have either $e^{\prime} \notin F\left(G_{1}\right)$ and $\phi\left(e^{\prime}\right) \in F\left(G_{2}\right)$, or $e^{\prime} \in F\left(G_{1}\right)$ and $\phi\left(e^{\prime}\right) \notin F\left(G_{2}\right)$. So we let $\phi^{\prime}(e)=\phi\left(e^{\prime}\right)$ and $\phi^{\prime}\left(e^{\prime}\right)=\phi(e)$.

It is easy to see that $\phi^{\prime}$ is also an isomorphism from $G_{1}$ and $G_{2}$. Moreover, by the construction of $\phi^{\prime}$, an edge $e$ in $G_{1}$ is in $F\left(G_{1}\right)$ if and only if $\phi^{\prime}(e)$ is in $F\left(G_{2}\right)$. Therefore, the restriction $\phi_{F}^{\prime}$ of $\phi^{\prime}$ on the frame $F\left(G_{1}\right)$ is an isomorphism from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$. Consequently, $\phi^{\prime}$ is an isomorphism from $G_{1}$ to $G_{2}$ that is induced by the isomorphism $\phi_{F}^{\prime}$ from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$.

Let $G_{1}$ and $G_{2}$ be two graphs of average genus less than $\Delta$. We first suppose that both graphs $G_{1}$ and $G_{2}$ are cutedge free and smooth. The following algorithm is used to test the isomorphism of $G_{1}$ and $G_{2}$.

## Algorithm 1.

1. Construct two arbitrary frames $F\left(G_{1}\right)$ and $F\left(G_{2}\right)$ of $G_{1}$ and $G_{2}$, respectively.
2. For each isomorphism $\phi_{F}$ from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$, do step 3.
3. If, for every maximal chain $C$ of $F\left(G_{1}\right)$, the distribution of $U$-hanging ears on $C$ equals the distribution of $U$-hanging ears on $\phi_{F}(C)$, then the graphs $G_{1}$ and $G_{2}$ are isomorphic. Construct the isomorphism from $G_{1}$ to $G_{2}$ induced by the isomorphism $\phi_{F}$.

We remark that Algorithm 1 not only tests the isomorphism of two given graphs, but also lists all isomorphisms of the two graphs that are induced by isomorphisms of the frames $F\left(G_{1}\right)$ and $F\left(G_{2}\right)$.

By Theorem 5.1, if $G_{1}$ and $G_{2}$ are isomorphic, then there is an isomorphism from $G_{1}$ to $G_{2}$ that is induced by an isomorphism from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$. Conversely, if there is an isomorphism of $G_{1}$ and $G_{2}$ that is induced by an isomorphism of the frames $F\left(G_{1}\right)$ and $F\left(G_{2}\right)$, then of course $G_{1}$ and $G_{2}$ are isomorphic. Therefore, Algorithm 1 correctly tests the isomorphism of two cutedge-free smooth graphs $G_{1}$ and $G_{2}$.

Now we discuss the time complexity of the algorithm. The frames $F\left(G_{1}\right)$ and $F\left(G_{2}\right)$ can easily be constructed in linear time, assuming a reasonable encoding of the graphs. Moreover, given an isomorphism $\phi_{F}$ from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$, it is possible in linear time to check for every maximal chain $C$ of $F\left(G_{1}\right)$ that the distribution of $U$-hanging ears on $C$ is identical to the distribution of $U$-hanging ears on $\phi_{F}(C)$, and then to construct the induced isomorphism from $G_{1}$ to $G_{2}$. Finally, since the graphs $G_{1}$ and $G_{2}$ have average genus less than $\Delta$, it follows from Theorem 4.5 that each of the frames $F\left(G_{1}\right)$ and $F\left(G_{2}\right)$ has at most $(8\lceil\Delta\rceil)^{3}$ different maximal chains. Since an isomorphism from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$ must map a maximal chain of $F\left(G_{1}\right)$ to a maximal chain of $F\left(G_{2}\right)$, we can list all isomorphisms from $F\left(G_{1}\right)$ to $F\left(G_{2}\right)$ by systematically enumerating all possible matchings from the maximal chains of $F\left(G_{1}\right)$ to the maximal chains of $F\left(G_{2}\right)$. Since there are at most $\left((8\lceil\Delta\rceil)^{3}\right)$ ! different such matchings, step 3 is executed at most $\left.(8\lceil\Delta\rceil)^{3}\right)$ ! times. In conclusion, Algorithm 1 runs in linear time.

Simple modifications on Algorithm 1 result in a linear-time algorithm for isomorphism of cutedge-free graphs, which are not necessarily smooth. We sketch the modifications here and leave the details to the interested reader.

Given two cutedge-free graphs $G_{1}$ and $G_{2}$, we first construct two smooth graphs $W_{1}$ and $W_{2}$ that are obtained from $G_{1}$ and $G_{2}$, respectively, by smoothing all 2-valent vertices. Moreover, we also assign a "weight" to each edge in $W_{1}$ and $W_{2}$, which equals the number of interior vertices of the corresponding maximal chain in $G_{1}$ and $G_{2}$. It is easy to see that the graphs $G_{1}$ and $G_{2}$ are isomorphic if and only if there is an isomorphism from $W_{1}$ to $W_{2}$, regarded as unweighted graphs, such that every edge in
$W_{1}$ is mapped to an edge in $W_{2}$ with the same weight.
To construct a frame $F(W)$ of a weighted graph $W$, we delete all self-loops in $W$ that are located at a 4 -valent vertex of $W$, and for each pair of twin multiple edges in $W$, we delete the one with the smaller weight (if the two twin edges have the same weight, delete either one).

The distribution of $U$-hanging ears in $W-F(W)$ on a maximal chain $C$ of $F(W)$ is defined to be an ordered list

$$
\left\{x\left(e_{1}\right), w\left(e_{1}\right), x\left(e_{2}\right), w\left(e_{2}\right), \ldots, x\left(e_{r}\right), w\left(e_{r}\right)\right\}
$$

where $x\left(e_{i}\right)=$ "open" or "closed" depending on whether $e_{i}$ is an open or a closed ear, and $w\left(e_{i}\right)$ is the weight of the edge $e_{i}$ such that, if we travel the maximal chain $C$ from one end-vertex to the other end-vertex, we encounter the endpoints of the edge $e_{1}$ first, then the endpoints of the edge $e_{2}$, and so on.

With these modifications, it is easy to see that Algorithm 1 still runs in linear time, and tests the isomorphism of cutedge-free, smooth, and weighted graphs of average genus less than $\Delta$. It thereby tests the isomorphism of cutedge-free graphs of average genus less than $\Delta$.

Finally, we discuss the case in which the graphs $G_{1}$ and $G_{2}$ are not necessarily cutedge free.

By Theorem 2.6, the average genus of a graph $G$ equals the sum of the average genera of its cutedge-free components. Therefore, if the average genus of $G$ is less than $\Delta$, then the average genus of every cutedge-free component of $G$ is also less than $\Delta$. Moreover, if a cutedge-free component $D$ of $G$ is not a simple cycle (call $D$ a noncycle cutedge-free component of $G$ ), then, by Corollary 2.4, the average genus of $D$ is at least $\frac{1}{3}$. Consequently, the graph $G$ contains at most $3\lceil\Delta\rceil$ noncycle cutedge-free components.

The idea is to replace each noncycle cutedge-free component of $G_{1}$ and $G_{2}$ by a planar graph, so that $G_{1}$ and $G_{2}$ are isomorphic if and only if the two resulting planar graphs are isomorphic.

A wheel $W\left(c ; v_{1}, \ldots, v_{s}\right)$ consists of an $s$-cycle $C_{s}=\left(v_{1}, \ldots, v_{s}\right)$, together with an extra vertex $c$ joined to the $s$ vertices of $C_{s}$ by $s$ edges. The vertex $c$ is called the center of the wheel. A vertex $v$ of a cutedge-free component $D$ of a graph $G$ is called an outer vertex of $D$, if $v$ is an endpoint of some cutedge of $G$.

Let $G_{1}$ and $G_{2}$ be two graphs of average genus less than $\Delta$.

## Algorithm 2.

1. Find all noncycle cutedge-free components of $G_{1}$ and $G_{2}$. If the number of noncycle cutedge-free components of $G_{1}$ is not equal to that of $G_{2}, G_{1}$ and $G_{2}$ are not isomorphic. Otherwise, let

$$
D_{1}, D_{2}, \ldots, D_{k} \quad \text { and } \quad D_{1}^{\prime}, D_{2}^{\prime}, \ldots, D_{k}^{\prime}
$$

be the noncycle cutedge-free components of $G_{1}$ and $G_{2}$, respectively. Construct a frame $F\left(D_{i}\right)$ for $D_{i}$ and a frame $F\left(D_{i}^{\prime}\right)$ for $D_{i}^{\prime}, i=1, \ldots, k$.
2. For each permutation $\pi$ of $(1, \ldots, k)$ and each list $\left(\phi_{1}, \phi_{2}, \ldots, \phi_{k}\right)$, where $\phi_{i}$ is an isomorphism from $D_{\pi(i)}$ to $D_{i}^{\prime}$ induced by an isomorphism from $F\left(D_{\pi(i)}\right)$ to $F\left(D_{i}^{\prime}\right), i=1, \ldots, k$, do step 3 and step 4.
3. For $i=1,2, \ldots, k$, suppose that $v_{i, 1}, \ldots, v_{i, t}$ are the outer vertices of $D_{\pi(i)}$, and that $v_{i, 1}^{\prime}, \ldots, v_{i, t}^{\prime}$ are the outer vertices of $D_{i}^{\prime}$, such that $\phi_{i}\left(v_{i, j}\right)=v_{i, j}^{\prime}$, for $j=1, \ldots, t$. Replace the cutedge-free component $D_{\pi(i)}$ in $G_{1}$ by a wheel


Fig. 3. Replacing a noncycle cutedge-free component by a wheel.
$W\left(c_{i} ; v_{i, 1}, \ldots, v_{i, t}\right)$, and replace the cutedge-free component $D_{i}^{\prime}$ in $G_{2}$ by a wheel $W\left(c_{i}^{\prime} ; v_{i, 1}^{\prime}, \ldots, v_{i, t}^{\prime}\right)$, where $c_{i}$ and $c_{i}^{\prime}$ are new introduced vertices (see Fig. 3 for illustration of this transformation, where $v_{1}, \ldots, v_{4}$ are outer vertices of the noncycle cutedge-free component, and $e_{1}, \ldots, e_{7}$ are cutedges incident on the outer vertices). Moreover, add $2 i$ self-loops to each of the centers $c_{i}$ and $c_{i}^{\prime}$, add one self-loop to each of the vertices $v_{i, 1}$ and $v_{i, 1}^{\prime}$, and add two self-loops to each of the vertices $v_{i, 2}$ and $v_{i, 2}^{\prime}$, if $v_{i, 2}$ and $v_{i, 2}^{\prime}$ exist. Let the resulting graphs be $H_{1}$ and $H_{2}$, respectively.
4. If the graphs $H_{1}$ and $H_{2}$ are isomorphic, then the graphs $G_{1}$ and $G_{2}$ are isomorphic.

We analyze the algorithm. Since the number of noncycle cutedge-free components of $G_{i}, i=1,2$, is less than $3\lceil\Delta\rceil$, then $k<3\lceil\Delta\rceil$. Therefore, the number of permutations of $(1, \ldots, k)$ is bounded by a constant that is independent of the size of $G_{1}$ and $G_{2}$. For each permutation $\pi$ of $(1, \ldots, k)$, the number of different isomorphisms from $D_{\pi(i)}$ to $D_{i}^{\prime}$ that are induced by isomorphisms from $F\left(D_{\pi(i)}\right)$ to $F\left(D_{i}^{\prime}\right)$ is bounded by $\left((8\lceil\Delta\rceil)^{3}\right)$ !, for $i=1, \ldots, k$, as we have discussed in the analysis of Algorithm 1. Therefore, the number of lists ( $\phi_{1}, \phi_{2}, \ldots, \phi_{k}$ ), where $\phi_{i}$ is an isomorphism from $D_{\pi(i)}$ to $D_{i}^{\prime}$ induced by an isomorphism from $F\left(D_{\pi(i)}\right)$ to $F\left(D_{i}^{\prime}\right)$, is also bounded by a constant independent of the size of $G_{1}$ and $G_{2}$. Consequently, the loop of steps 3-4 is executed at most constant many times.

Step 3 can be easily done in linear time. To determine the isomorphism of the graphs $H_{1}$ and $H_{2}$, note that every cutedge-free component of $H_{1}$ and $H_{2}$ is planar, since it is either a wheel plus a few self-loops, or a simple cycle. Therefore, the graphs $H_{1}$ and $H_{2}$ are planar graphs. Using the linear-time algorithm by Hopcroft and Wong [15], we can test the isomorphism of $H_{1}$ and $H_{2}$ in linear time.

Therefore, Algorithm 2 runs in linear time.
To see the correctness of the algorithm, note that if $G_{1}$ and $G_{2}$ are isomorphic, then there is an isomorphism $\phi$ from $G_{1}$ to $G_{2}$, and a permutation $\pi$ of $(1,2, \ldots, k)$ such that, for $i=1, \ldots, k$, the restriction of $\phi$ on $F\left(D_{\pi(i)}\right)$ is an isomorphism $\phi_{i}$ from $F\left(D_{\pi(i)}\right)$ to $F\left(D_{i}^{\prime}\right)$. The list ( $\phi_{1}, \ldots, \phi_{k}$ ) of these isomorphisms will eventually be found in step 2 of Algorithm 2. Based on this list, we construct a mapping $\psi$ from $H_{1}$ to $H_{2}$ in the following way: For the wheel $W\left(c_{i} ; v_{i, 1}, \ldots, v_{i, t}\right)$, which corresponds to the cutedge-free component $D_{\pi(i)}$ of $G_{1}, \psi$ maps $c_{i}$ to $c_{i}^{\prime}$, and maps $v_{i, j}$ to $v_{i, j}^{\prime}$, for $j=1, \ldots, t$, where $W\left(c_{i}^{\prime} ; v_{i, 1}^{\prime}, \ldots, v_{i, t}^{\prime}\right)$ is the wheel in $H_{2}$ corresponding to the cutedge-free component $D_{i}^{\prime}$ such that $v_{i, j}^{\prime}=\phi_{i}\left(v_{i, j}\right), j=1, \ldots, t$. For other vertices and edges that do not belong to any noncycle cutedge-free component, $\psi$ is identical with $\phi$. It is easy to see that $\psi$ is an isomorphism of $H_{1}$ and $H_{2}$.

Conversely, suppose that for some permutation $\pi$ of $(1, \ldots, k)$, and some list of isomorphisms $\left(\phi_{1}, \ldots, \phi_{k}\right)$, where $\phi_{i}$ is an isomorphism from $D_{\pi(i)}$ to $D_{i}^{\prime}$ induced by an isomorphism from $F\left(D_{\pi(i)}\right)$ to $F\left(D_{i}^{\prime}\right)$, for $i=1, \ldots, k$, the graphs $H_{1}$ and $H_{2}$ constructed in Algorithm 2 are isomorphic. Let $\psi$ be an isomorphism of $H_{1}$ and $H_{2}$. Consider the two wheels $W\left(c_{i} ; v_{i, 1}, \ldots, v_{i, t}\right)$ and $W\left(c_{i}^{\prime} ; v_{i, 1}^{\prime}, \ldots, v_{i, t}^{\prime}\right)$ of $H_{1}$ and $H_{2}$, which correspond to the two noncycle cutedge-free components $D_{\pi(i)}$ and $D_{i}^{\prime}$, respectively. Since the vertices $c_{i}$ and $c_{i}^{\prime}$ are the only vertices in $H_{1}$ and in $H_{2}$, respectively, that have $2 i$ self-loops, the isomorphism $\psi$ must map $c_{i}$ to $c_{i}^{\prime}$. Furthermore, the vertices $v_{i, 1}$ and $v_{i, 1}^{\prime}$ are the only two vertices that are adjacent to $c_{i}$ and $c_{i}^{\prime}$ in $H_{1}$ and in $H_{2}$, respectively, and have a single self-loop on them, so $\psi$ must map $v_{i, 1}$ to $v_{i, 1}^{\prime}$. Similarly, $\psi$ maps $v_{i, 2}$ to $v_{i, 2}^{\prime}$. Now, by the structure of a wheel, $\psi$ must map $v_{i, j}$ to $v_{i, j}^{\prime}$, for $j=3, \ldots, t$. Therefore, if we let $\phi$ be the mapping from $G_{1}$ to $G_{2}$ that is identical with $\psi$ on the vertices of $H_{1}$ that are not the center of the wheels $W\left(c_{i} ; v_{i, 1}, \ldots, v_{i, t}\right), i=1, \ldots, k$, and is identical with $\phi_{i}$ on the vertices in the noncycle cutedge-free component $D_{\pi(i)}$, for $i=1, \ldots, k$, then it is easy to see that $\phi$ is an isomorphism from $G_{1}$ to $G_{2}$.
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#### Abstract

A straight-line grid embedding of a planar graph is a drawing of the graph on a plane where the vertices are located at grid points and the edges are represented by nonintersecting segments of straight lines joining their incident vertices. Given an $n$-vertex embedded planar graph with $n \geq 3$, a straight-line embedding on a grid of size $(n-2) \times(n-2)$ can be computed deterministically in $O(\log n \log \log n)$ time with $n / \log n \log \log n$ processors. If randomization is used, the complexity is improved to $O(\log n)$ expected time with the same optimal linear work. These algorithms run on a parallel random access machine that allows concurrent reads and concurrent writes of the shared memory and permits an arbitrary processor to succeed in case of a write conflict.
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1. Introduction. A planar graph is one that can be drawn on a plane where the vertices are located at points, and the edges are indicated by nonintersecting curves joining their endpoints [3], [4], [5], [12], [16], [21], [32]. A straight-line grid embedding of a planar graph is a drawing where the vertices are located at grid points, and each edge is represented by a segment of a straight line. Such embeddings on reasonably small grids are very useful in visualizing planar graphs on graphic screens and have wide applications in CAD/CAM and computer graphics [11], [34].

Wagner [35], Fáry [13], and Stein [31] showed that every planar graph has a straight-line embedding. Since then, many embedding algorithms have been reported [6], [11], [26], [33]. The earlier ones all suffer from two serious drawbacks that render them useless in practice. First, they require high-precision real arithmetic relative to the size of the input graph, and therefore cannot be used even for a graph of moderate size. Second, in the drawings produced by them, the ratio of the smallest distance to the largest distance between vertices is often so small that it is extremely difficult to view those drawings on graphic screens.

In view of these drawbacks, Rosenstiehl and Tarjan [27] posed the problem of computing a straight-line embedding on a grid of polynomial size. Schnyder [29] proved that an $n$-vertex planar graph with $n \geq 3$ has an embedding on a grid of size $(2 n-4) \times(2 n-4)$. Independently, de Fraysseix, Pach, and Pollack [10] showed that a straight-line embedding on a grid of size $(2 n-4) \times(n-2)$ can be computed in $O(n \log n)$ sequential time. The running time of their algorithm was improved by Chrobak and Payne [7] to optimal $O(n)$ while the grid size remained the same. Schnyder [28] further proved the existence of an embedding on a smaller grid of size

[^69]$(n-2) \times(n-2)$ and gave an algorithm [30] to compute such an embedding in optimal $O(n)$ sequential time.

In an earlier paper [14], we showed that a straight-line embedding on a grid of size $(n-2) \times(n-2)$ can be computed in $O(\log n \log \log n)$ time with $n / \log n$ processors on a parallel random access machine (PRAM). If randomization is used, the complexity is improved to $O(\log n)$ expected time with the same nonoptimal $O(n \log \log n)$ work.

This paper presents two optimal linear work algorithms for computing straightline embeddings on grids of the same small size. We assume that a combinatorial embedding of the input graph is part of the input. (A combinatorial embedding [3], [4], [5], [12], [16], [21], [32] is a specification of the exterior boundary and the cyclic order of the edges incident with each vertex in a drawing of a planar graph.) Our deterministic algorithm runs in $O(\log n \log \log n)$ time with $n / \log n \log \log n$ processors, and our randomized algorithm runs in $O(\log n)$ expected time with $n / \log n$ processors. The model of parallel computation is a parallel random access machine (Arbitrary-CRCW PRAM [18]) that allows concurrent reads and concurrent writes of the shared memory, and permits an arbitrary processor to succeed in case of a write conflict. Currently, the best parallel algorithm for computing a combinatorial embedding of a planar graph runs deterministically in $O(\log n)$ time with $O(n \log \log n)$ work, and if randomization is used, it runs in $O(\log n)$ expected time with $O(n)$ work [25].

Our parallel embedding algorithms build upon the sequential embedding algorithm of Schnyder [30]. His algorithm exploits the elegant notion of a realizer of a planar graph [29]. Intuitively, a realizer is a partition of a triangular embedded planar graph into three well-structured trees. Given a realizer, a straight-line grid embedding can be computed, very surprisingly, simply by counting the numbers of vertices in subtrees and tree paths of the realizer. To find a realizer, suitable edges of the input graph are contracted one at a time until the graph is of constant size and has a realizer which can easily be computed. Then, from that realizer, a realizer of the original input graph can be constructed iteratively by adding back the edges and vertices lost in the previous contractions. This useful technique of sequential edge contraction was developed from the works of Wagner [35], Fáry [13], Stein [31], and Kampen [17].

To compute a straight-line grid embedding in parallel, we first show that once a realizer is obtained, a desired embedding can be found with the optimal linear work by processing the trees of the realizer with classic tree-contraction techniques $[1],[2],[8],[19],[23],[24]$. Next, to compute a realizer, we parallelize the edge contraction technique mentioned above. Note that individually contractible edges need not be simultaneously contractible. Our parallelization techniques make use of fundamental properties of planar graphs. The properties ensure that a constant fraction of the edges in a planar graph are suitable for simultaneous contractions. By contracting such a large set of edges, the size of the input graph can be reduced by a constant fraction. Proceeding recursively, in $O(\log n)$ iterations of contracting edges, the input graph becomes a constant-size graph and has a trivial realizer. That realizer is then expanded into one for the original input graph in $O(\log n)$ iterations of undoing the previous edge contractions. The $O(\log n)$ bound on the number of iterations is sufficient for obtaining an NC algorithm. However, we wish to find a realizer with the optimal $O(n)$ work. To this end, we develop several subroutines that compute a large set of simultaneously contractible edges with various degrees of efficiency, sometimes in constant time. Using load-balancing techniques, we can organize these subroutines to compute a straight-line embedding on a grid of size $(n-2) \times(n-2)$ within the
desired $O(n)$ total work.
The above discussion has highlighted the major ideas used in our parallel embedding algorithms. We describe the algorithms as follows. Section 2 reviews the notion of a realizer of a planar graph. It also shows how to compute a straight-line grid embedding from a given realizer and outlines our parallel algorithms for computing straight-line grid embeddings.

The key contribution of our parallel algorithms is finding a realizer with the optimal $O(n)$ work. Section 3 presents an algorithm that computes a realizer by contracting simultaneously contractible edges. Section 4 shows how to compute a large number of simultaneously contractible edges. Section 5 combines the results of the preceding two sections to compute a realizer with the desired $O(n)$ work. Section 6 concludes this paper by proving that a straight-line embedding on a grid of size $(n-2) \times(n-2)$ can be found, indeed, within the claimed $O(n)$ work bound.
2. Computing a straight-line grid embedding from a realizer. Throughout this paper, let $G$ denote an $n$-vertex triangular embedded planar graph with $n \geq 4$. For simplicity, our discussion of how to compute a desired grid embedding focuses on such $G$ and deals with the general case only in $\S 6$.

Let $v_{1}, v_{2}, v_{3}$ be the three exterior vertices of $G$ in the clockwise order. A realizer of $G$ is a partition of the interior edges into three sets $T_{1}, T_{2}, T_{3}$, together with an orientation of the interior edges such that the following properties hold:

1. For each $i \in\{1,2,3\}$, all interior edges incident to the exterior vertex $v_{i}$ are in $T_{i}$ and are directed toward $v_{i}$.
2. For each interior vertex $u$ in $G$, the edges incident with $u$ appear around $u$ clockwise in the following pattern:

- one edge in $T_{1}$ leaves $u$; a set (maybe empty) of edges in $T_{3}$ enters $u$;
- one edge in $T_{2}$ leaves $u$; a set (maybe empty) of edges in $T_{1}$ enters $u$;
- one edge in $T_{3}$ leaves $u$; a set (maybe empty) of edges in $T_{2}$ enters $u$.

An example of a realizer is given in Fig. 1. The next theorem makes the notion of a realizer widely applicable and gives some useful tree structures of a realizer.

Theorem 2.1 (see Schnyder [30]). Every triangular embedded planar graph has a realizer. For each $i \in\{1,2,3\}$, the edge subset $T_{i}$ forms a tree in $G$ that is rooted at $v_{i}$ with all its edges pointing toward the root and consists of all interior vertices and exactly one exterior vertex $v_{i}$.

A straight-line grid embedding can be computed with the following formulas.
For each $i \in\{1,2,3\}$ and for each vertex $u$ in $T_{i}$,

- let $P_{i}(u)$ be the directed tree path in $T_{i}$ from $u$ to the root $v_{i}$ of $T_{i}$;
- let $p_{i}(u)$ be the number of vertices in the path $P_{i}(u)$.

For each $i \in\{1,2,3\}$,

- for each vertex $u$ in $T_{i}$, let $t_{i}(u)$ be the number of vertices in the subtree of $T_{i}$ rooted at $u$, and for each exterior vertex $v_{j} \neq v_{i}$, let $t_{i}\left(v_{j}\right)=1$;
- for each interior vertex $u$, let

$$
r_{i}(u)=-t_{i}(u)+\sum_{x \in P_{i-1}(u)} t_{i}(x)+\sum_{x \in P_{i+1}(u)} t_{i}(x),
$$

where $P_{0}(u)$ denotes $P_{3}(u)$, and $P_{4}(u)$ denotes $P_{1}(u)$.
The following theorem is the core of Schnyder's algorithm for straight-line grid embeddings.


Fig. 1. Example of a realizer.

Theorem 2.2 (see Schnyder [30]). A straight-line embedding of $G$ on a ( $n-$ $2) \times(n-2)$ grid is given by assigning each interior vertex $u$ to the grid point $\left(r_{2}(u)-\right.$ $\left.p_{1}(u), r_{1}(u)-p_{3}(u)\right)$ and assigning $v_{1}, v_{2}, v_{3}$ to $(1, n-2),(n-2,0),(0,1)$, respectively.

Figure 2 shows an example of an embedding given by the above theorem. Figure 3 outlines Schnyder's sequential embedding algorithm based on the theorem. Our parallel algorithms implement this algorithm. It assumes that the combinatorial embedding of $G$ is encoded by a doubly linked circular list of the edges incident with each vertex in the clockwise order. The most difficult part of our parallel algorithms is in showing that at step 1 in Fig. 3, a realizer of $G$ can be computed efficiently. With a realizer found, the integers $p_{i}(u), t_{i}(u), r_{i}(u)$ can be computed in step 2 in $O(\log n)$


Fig. 2. Example of a straight-line embedding.

```
Input: \(G\).
Output: a straight-line embedding of \(G\) on a grid of size \((n-2) \times(n-2)\).
begin
    1. Find a realizer \(T_{1}, T_{2}, T_{3}\) of \(G\).
    2. For all interior vertices \(u\), compute \(p_{i}(u), t_{i}(u), r_{i}(u)\) for \(i=1,2,3\).
    3. For all interior vertices \(u\), assign \(u\) to \(\left(r_{2}(u)-p_{1}(u), r_{1}(u)-p_{3}(u)\right)\).
    4. Assign \(v_{1}, v_{2}, v_{3}\) to \((1, n-2),(n-2,0),(0,1)\), respectively.
end.
```

Fig. 3. Computing a straight-line grid embedding.
time with $n / \log n$ processors by processing $T_{1}, T_{2}, T_{3}$ with tree contraction [1], [2], [8], [19], [23], [24]. These integers can then be used to compute the coordinates of the vertices in Steps 3 and 4 in $O(1)$ time with $n$ processors. The rest of the paper focuses on finding a realizer of $G$ efficiently in parallel with $O(n)$ work.
3. Computing a realizer by contracting a large set of edges. In $\S 3.1$, we generalize Kampen's notion of a contractible edge [17] and analyze the conditions under which several edges can be contracted simultaneously. In §3.2, we show how to undo these contractions to compute a realizer.
3.1. Two types of simultaneously contractible edge sets. An edge $e=$ $\{u, v\}$ of $G$ is contractible if $e$ is an interior edge and the two endpoints of $e$ have exactly two common neighbors. Let $x$ and $y$ be the two common neighbors of $u$ and $v$. The contraction of $e$ is performed by merging $u$ and $v$ into a new vertex $z$. The edges $\{u, x\}$ and $\{v, x\}$ are replaced by a single edge $\{z, x\}$. Similarly $\{u, y\}$ and $\{v, y\}$ are replaced by $\{z, y\}$. All other neighbors of $u$ and $v$ are made adjacent to $z$. Note that the graph stays triangular after the contraction.

Next, we introduce two types of sets of contractible edges that are suitable for efficient parallel contraction.

An independent set of an undirected graph is a set of vertices that are not adjacent to one another. Let $S$ be a set of contractible edges of $G$. $S$ is type-A compatible if


Fig. 4. Incompatible contractible edges.
there exists an independent set $I$ of interior vertices of degree three in $G$ such that $S$ consists of one edge incident to each vertex in $I$. Contracting the edges of $S$ is the same as removing $I$ from $G$ along with the incident edges. The resulting graph is again triangular.

A quadrangle of $G$ is a simple cycle of four edges. Contractible edges on opposite sides of a quadrangle may not be contractible simultaneously since contracting one of the edges might make the other edge uncontractible. For example, in Fig. 4 the edges $\{u, v\}$ and $\{x, y\}$ are individually but not simultaneously contractible. In light of this observation, two contractible edges of $G$ are type-B compatible if they do not share a common vertex and are not on the opposite sides of a quadrangle in $G$. A set of contractible edges is type-B compatible if its edges are pairwise type-B compatible.

A set $S$ of contractible edges in $G$ is compatible if it is type-A compatible or typeB compatible. Let $G / S$ denote the graph obtained by contracting $S$ in $G$. It is easy to see from the definition of compatibility that $G / S$ is a triangular planar graph and its combinatorial embedding induced from that of $G$ is unique. Also, if $S$ contains $m$ edges, then $G / S$ contains exactly $n-m$ vertices.

Lemma 3.1. Let $S$ be a compatible set of contractible edges in $G$. Given $S$ and $G$, the unique embedded planar graph $G / S$ can be computed deterministically in $O(1)$ time with $n$ processors.

Proof. There are two cases: $S$ is type-A or type-B compatible.
Case 1. $S$ is type-A compatible. Let $I$ be the set of interior vertices of degree three in $G$ that induces $S$. Then the graph $G / S$ can be constructed from $G$ by deleting all vertices in $I$. Also, each interior face of $G / S$ contains at most one vertex of $I$. Based on these observations, each vertex of $I$ can be deleted locally in $O(1)$ time by a processor allocated to that vertex. Thus the total complexity is as desired.

Case 2. $S$ is type-B compatible. Let $G^{\prime}$ be the embedded planar graph constructed from $G$ by topologically shrinking each edge in $S$ into a single vertex. Then $G / S$ can be constructed by deleting redundant multiple edges in $G^{\prime}$. Because the edges in $S$ are disjoint, $G^{\prime}$ and its combinatorial embedding can be computed in $O(1)$ time with $n$ processors. Each multiple edge in $G^{\prime}$ has exactly two copies, and they are on the boundary of a face of size two. Therefore, the redundant multiple edges in $G^{\prime}$ can be deleted in $O(1)$ time with $n$ processors, and the total complexity is as stated.
3.2. Undoing the contractions of compatible sets. By Theorem 2.1, both $G / S$ and $G$ have realizers. Given a realizer $T_{1}, T_{2}, T_{3}$ of $G / S$, we can compute a realizer of $G$ by applying to each edge in $S$ a replacement procedure to be described
below.
Because the edges in $S$ are interior edges, the exterior vertices of $G$ are not contracted with one another in $G / S$. Thus, $G$ and $G / S$ have the same exterior vertices. The realizer $T_{1}, T_{2}, T_{3}$ and the realizer of $G$ to be computed by the replacement procedure are rooted at the same exterior vertices in the same clockwise order. Hence, for notational simplicity, we use the same notations $T_{1}, T_{2}, T_{3}$ for the desired realizer of $G$.

To describe the replacement procedure, additional notations are in order. Let $e$ be an edge in $S$. Let $x$ and $y$ be the endpoints of $e$. Let $u$ and $w$ be the two common neighbors of $x$ and $y$ in $G$. Assume that $x, u, y$, and $w$ are in the clockwise order on the quadrangle formed by them.

Let $z$ be the vertex in $G / S$ that is contracted from $x$ and $y$. Let $u^{\prime}$ and $w^{\prime}$ be the vertices in $G / S$ that are contracted from $u$ and $w$ or are $u$ and $w$ themselves. Note that $u^{\prime}$ and $w^{\prime}$ are different vertices in $G / S$ because by the compatibility of $S$, there is no edge in $S$ between $u$ and $w$.

Let $d_{1}$ be the directed edge in $T_{1} \cup T_{2} \cup T_{3}$ between $u^{\prime}$ and $z$. Let $d_{2}$ be the directed edge in $T_{1} \cup T_{2} \cup T_{3}$ between $w^{\prime}$ and $z$. Let $E_{x}$ be the set of edges in $G / S$ that are different from $d_{1}$ and $d_{2}$, and are originally incident with $x$ in $G$.

To obtain a realizer for $G$, the edges $d_{1}$ and $d_{2}$ in $T_{1}, T_{2}, T_{3}$ need to be replaced with the five edges in $G$ between $x, y, u$, and $w$. This replacement is done for the $d_{1}$ and $d_{2}$ of each $e$ in $S$. All other edges keep their directions and remain in the same trees $T_{i}$.

The five edges in $G$ between $x, u, y$, and $w$ need to be assigned appropriate directions and trees $T_{i}$. The assignments are determined by the following four factors:

- which of $T_{1}, T_{2}$, and $T_{3}$ the edges $d_{1}$ and $d_{2}$ belong to;
- the directions of $d_{1}$ and $d_{2}$;
- whether $x$ is an exterior vertex in $G$;
- whether $E_{x}$ contains at least one outgoing edge from $z$.

The appropriate directions and trees $T_{i}$ for the five edges between $x, u, y$, and $w$ in $G$ are detailed in the case analysis in Fig. 5. The analysis covers all possible cases up to the symmetries of rotating $T_{1}, T_{2}, T_{3}$ and rotating $x, u, y, w$.

Lemma 3.2. The replacement rules in Fig. 5 correctly produce a realizer of $G$.
Proof. The correctness of the replacement rules is by straightforward verification based on the following observations concerning cyclic edge patterns of a realizer.

First, in each of the cases in Fig. 5, $d_{1}$ is replaced by two directed edges between $u$ and $x, y$. The crucial fact is that the subpattern formed by $d_{1}$ in the cyclic edge pattern around $u^{\prime}$ is preserved by the subpattern formed by the two substitute edges around $u$. Therefore, from the standpoint of $u$, the replacement for $d_{1}$ preserves the cyclic edge pattern around $u^{\prime}$ that is required for a realizer. The same preservation of a cyclic edge pattern holds from the standpoint of $w$.

Similarly, in each of the cases in Fig. 5, $z$ is split into $x$ and $y$. The subpattern formed by $d_{2}, E_{x}, d_{1}$ in the cyclic edge pattern around $z$ is preserved by the three edges between $y$ and $w, x, u$ around $y$. Thus, from the standpoint of $y$, the splitting of $z$ into $x$ and $y$ maintains the cyclic edge pattern around $z$ that is required for a realizer. The same pattern preservation holds from the standpoint of $x$.

These pattern preservations together with the cyclic edge patterns of $T_{1}, T_{2}, T_{3}$, ensure that the replacement rules in Fig. 5 indeed produce a realizer for $G$.

Lemma 3.3. Let $S$ be a compatible set of contractible edges in $S$. If $G, S, G / S$, and a realizer of $G / S$ are given, then a realizer of $G$ can be computed deterministically

1. If $d_{1}=u^{\prime} \rightarrow z \in T_{1}$ and $d_{2}=w^{\prime} \rightarrow z \in T_{1}$, and if either $x$ is an exterior vertex of $G$ or $E_{x}$ contains at least one outgoing edge from $z$, then replace $d_{1}$ and $d_{2}$ with the following edges: $y \rightarrow x \in T_{1}, u \rightarrow x \in T_{1}, y \rightarrow u \in T_{2}, y \rightarrow w \in T_{3}, w \rightarrow x \in T_{1}$.

2. If $d_{1}=u^{\prime} \rightarrow z \in T_{1}$ and $d_{2}=w^{\prime} \rightarrow z \in T_{2}$, then replace $d_{1}$ and $d_{2}$ with the following edges: $x \rightarrow y \in T_{3}, u \rightarrow x \in T_{1}, y \rightarrow u \in T_{2}, y \rightarrow w \in T_{1}, w \rightarrow x \in T_{2}$.

3. If $d_{1}=u^{\prime} \rightarrow z \in T_{1}$ and $d_{2}=z \rightarrow w^{\prime} \in T_{1}$, then replace $d_{1}$ and $d_{2}$ with the following edges: $y \rightarrow x \in T_{2}, x \rightarrow u \in T_{3}, u \rightarrow y \in T_{1}, y \rightarrow w \in T_{1}, x \rightarrow w \in T_{1}$.

4. If $d_{1}=u^{\prime} \rightarrow z \in T_{1}$ and $d_{2}=z \rightarrow w^{\prime} \in T_{2}$, then replace $d_{1}$ and $d_{2}$ with the following edges: $x \rightarrow y \in T_{1}, x \rightarrow u \in T_{3}, u \rightarrow y \in T_{1}, y \rightarrow w \in T_{2}, x \rightarrow w \in T_{2}$.

5. If $d_{1}=u^{\prime} \rightarrow z \in T_{1}$ and $d_{2}=z \rightarrow w^{\prime} \in T_{3}$, then replace $d_{1}$ and $d_{2}$ with the following edges: $y \rightarrow x \in T_{1}, u \rightarrow x \in T_{1}, y \rightarrow u \in T_{2}, y \rightarrow w \in T_{3}, x \rightarrow w \in T_{3}$.

6. If $d_{1}=z \rightarrow u^{\prime} \in T_{1}$ and $d_{2}=z \rightarrow w^{\prime} \in T_{2}$, then replace $d_{1}$ and $d_{2}$ with the following edges: $y \rightarrow x \in T_{3}, x \rightarrow u \in T_{1}, y \rightarrow u \in T_{1}, y \rightarrow w \in T_{2}, x \rightarrow w \in T_{2}$.


Fig. 5. Replacement rules for undoing contractions.
in $O(1)$ time with $n$ processors.
Proof. In light of Lemma 3.2, we use the replacement rules in Fig. 5 to produce a realizer for $G$. The four determining factors for each edge in $S$ can be computed within the desired complexity. Then, because there is only a constant number of replacement rules, the right rule for each edge can also be determined within the desired complexity. Next, the replacement at each edge is simple enough to be performed locally at that edge within the desired complexity.
4. Computing a large set of simultaneously contractible edges. We have shown that a compatible set can be contracted and expanded to compute a realizer in parallel. It remains for us to show how to find such sets with a constant fraction of the edges in $G$. Our approach is to compute a large independent set of $G$ that has useful neighborhood properties. We then use this independent set to compute two compatible sets that together consist of a large number of edges in $G$.
4.1. Finding a large independent set. Let $J$ be an independent set of $G$. For $x \in J$, a neighbor $y$ of $x$ is a bad neighbor if $y$ is also a neighbor of another vertex in $J$, otherwise $y$ is a good neighbor. Let $G=(V, E)$. For $x \in V$, let $\operatorname{deg}(x)$ denote the degree of $x$ in $G$. Let $V_{i}=\{x \in V \mid \operatorname{deg}(x)=i\}$ and $V_{[i, j]}=\{x \in V \mid i \leq \operatorname{deg}(x) \leq j\}$. The vertices in $V_{[0,29]}$ are the light vertices of $G$; the vertices in $V_{[30, \infty]}$ are the heavy vertices.

In our embedding algorithms, we wish to find a large independent set of interior vertices such that for every vertex in that set, all its neighbors are good. Unfortunately, this is not always possible. Instead, we adopt the following weaker approach. The independent set $J$ is sparse in $G$ if the following conditions hold for all $x \in J$ :

- $\operatorname{deg}(x) \leq 6 ;$
- all light neighbors of $x$ are good;
- if $\operatorname{deg}(x)=4$, then at least two neighbors of $x$ are light;
- if $\operatorname{deg}(x)=5$, then at least four neighbors of $x$ are light;
- if $\operatorname{deg}(x)=6$, then all neighbors of $x$ are light.

Below we describe a construction of nine steps that finds a large sparse independent set for $G$. It actually works for any planar graph with a minimum degree of at least three and has been used for five-coloring a planar graph [15].

1. Let $U_{4}=\left\{x \in V_{4} \mid x\right.$ has at least two light neighbors $\}$.
2. Let $U_{5}=\left\{x \in V_{5} \mid x\right.$ has at least four light neighbors $\}$.
3. Let $U_{6}=\left\{x \in V_{6} \mid\right.$ all neighbors of $x$ are light $\}$.
4. Let $U=V_{3} \cup U_{4} \cup U_{5} \cup U_{6}$.
5. Let $G_{1}=\left(V_{[3,29]}, E_{1}\right)$ be the subgraph of $G$ induced by $V_{[3,29]}$.
6. Let $G_{1}^{s}=\left(V_{[3,29]}, E_{1}^{s}\right)$ be the graph such that $(x, z) \in E_{1}^{s}$ if and only if there is a vertex $y$ such that both $(x, y),(y, z) \in E_{1}$.
7. Let $G_{2}=\left(V_{[3,29]}, E_{1} \cup E_{1}^{s}\right)$.
8. Let $G_{3}$ be the subgraph of $G_{2}$ induced by the set $U$.
9. Let $J$ be an independent set of $G_{3}$.

Lemma 4.1. Every independent set $J$ of $G_{3}$ is a sparse independent set of $G$.
Proof. First of all, because $U \subseteq V_{[3,29]}$, Steps 5, 7, and 8 ensure that $J$ is an independent set of $G$. By steps 8 and 9 , the vertices in $J$ are of degree six at most. By steps 6,7 , and 8 , all light neighbors must be good. By step 1 , if a vertex $x \in J$ is of degree four in $G$, then $x$ has at least two light neighbors in $G$. By step 2, if a vertex $x \in J$ is of degree five in $G$, then $x$ has at least four light neighbors. By step 3 , if a vertex $x \in J$ is of degree six in $G$, then all neighbors of $x$ are light.

Lemma 4.2. The set $U$ defined above contains at least $\lceil n / 48\rceil$ vertices.

Proof. This proof relies on the fact that the minimum degree of $G$ is at least three. Let $n_{i}=\left|V_{i}\right|, n_{[i, j]}=\left|V_{[i, j]}\right|$, and $p_{i}=\left|U_{i}\right|$. We need to show

$$
n_{3}+p_{4}+p_{5}+p_{6} \geq \frac{n}{48} .
$$

If $n_{3} \geq \frac{n}{48}$, we are done. Thus we assume that $n_{3}<\frac{n}{48}$. We first show the following inequality by contradiction:

$$
\begin{equation*}
n_{[30, \infty]}<\frac{n}{8} . \tag{1}
\end{equation*}
$$

If $n_{[30, \infty]} \geq n / 8$, then the sum of the degrees of all the vertices is at least

$$
30 \cdot \frac{n}{8}+3 \cdot \frac{7 n}{8}>6 n
$$

This is a contradiction because by Euler's formula any planar graph has at most $3 n-6$ edges; hence the sum of the degrees of the vertices cannot exceed $6 n-12$.

By counting the edges between $V_{[30, \infty]}$ and $\left(V_{4}-U_{4}\right) \cup\left(V_{5}-U_{5}\right) \cup\left(V_{6}-U_{6}\right)$,

$$
3\left(n_{4}-p_{4}\right)+2\left(n_{5}-p_{5}\right)+\left(n_{6}-p_{6}\right) \leq \sum_{x \in V_{[30, \infty]}} \operatorname{deg}(x)
$$

Thus,

$$
n_{3}+3 n_{4}+2 n_{5}+n_{6}-\left(n_{3}+3 p_{4}+2 p_{5}+p_{6}\right) \leq \sum_{x \in V_{[30, \infty]}} \operatorname{deg}(x) .
$$

Therefore,

$$
\begin{aligned}
n_{3}+3 n_{4}+2 n_{5} & +n_{6}+\sum_{x \in V_{[3,6]}} \operatorname{deg}(x)+\sum_{x \in V_{[7,29]}} \operatorname{deg}(x)-\left(n_{3}+3 p_{4}+2 p_{5}+p_{6}\right) \\
& \leq \sum_{x \in V} \operatorname{deg}(x)=2|E| \leq 6\left(n_{3}+n_{4}+n_{5}+n_{6}+n_{[7.29]}+n_{[30, \infty]}\right)
\end{aligned}
$$

Simplifying this inequality yields

$$
n_{3}+n_{4}+n_{5}+n_{6}+n_{[7,29]}-\left(n_{3}+3 p_{4}+2 p_{5}+p_{6}\right)-3 n_{3} \leq 6 n_{[30, \infty]} .
$$

Hence,

$$
\begin{equation*}
n_{3}+3 p_{4}+2 p_{5}+p_{6} \geq n-7 n_{[30, \infty]}-3 n_{3} . \tag{2}
\end{equation*}
$$

By (1) and (2) and the assumption that $n_{3}<\frac{n}{48}$,

$$
n_{3}+p_{4}+p_{5}+p_{6} \geq \frac{1}{3}\left(n_{3}+3 p_{4}+2 p_{5}+p_{6}\right) \geq \frac{1}{3}\left(n-\frac{7}{8} n-\frac{3 n}{48}\right)=\frac{n}{48} .
$$

For a constant $c>0$, an independent set of an $m$-vertex graph is $c$-large if it contains at least $c \cdot m$ vertices.

Lemma 4.3. Given a constant $c>0$, every $c$-large independent set $J$ of $G_{3}$ is a $\frac{c}{48}$-large sparse independent set of $G$.

Proof. The sparse independence of $J$ has been shown in Lemma 4.1. The lower bound on the cardinality of $J$ follows directly from Lemma 4.2.

Lemma 4.4.
(1) A sparse independent set of $\Omega(n)$ interior vertices in $G$ can be computed deterministically in $O(\log n)$ time with $n / \log n$ processors.
(2) A sparse independent set of $\Omega(n)$ interior vertices in $G$ can be computed deterministically in $O\left(\log ^{*} n\right)$ time with $n$ processors.
(3) A sparse independent set of interior vertices in $G$ can be computed in $O(1)$ expected time with $n$ processors on a probabilistic PRAM. The independent set found has $\Omega(n)$ vertices with probability at least a positive constant.

Proof. We employ the nine-step procedure described earlier to compute a desired independent set for $G$. Because the degrees of the vertices of $V_{[3,29]}$ are bounded by a constant in $G$, the graph $G_{3}$ can be constructed in $O(\log n)$ time with $n / \log n$ processors, or in $O(1)$ time with $n$ processors.

Next we compute a large $J$ with three methods. These methods all rely on the fact that the maximum degree of $G_{3}$ is bounded by a constant. The first method decomposes $G_{3}$ into a constant number of trees and computes $J$ by two-coloring these trees in $O(\log n)$ time with $n / \log n$ processors with tree contraction [1], [2], [8], [19], [23], [24]. The second method computes $J$ in $O\left(\log ^{*} n\right)$ time with $n$ processors with parallel symmetry-breaking techniques [15]. The third method computes $J$ with one iteration of Luby's Monte Carlo algorithm for finding a maximal independent set [22]. One iteration of Luby's algorithm runs in $O(1)$ time with $\left|G_{3}\right|$ processors and finds a $J$ of $\Omega\left(\left|G_{3}\right|\right)$ vertices with probability at least a positive constant.

By Lemma 4.3, $J$ is also a large sparse independent set of $G$. If $J$ contains an exterior vertex, we simply delete that vertex, in $O(\log n)$ time with $n / \log n$ processors or in $O(1)$ time with $n$ processors, to get a large sparse independent set of interior vertices of $G$. Therefore a sparse independent set of $\Omega(n)$ interior vertices in $G$ can be computed within the stated complexity bounds.
4.2. Computing contractible edges from an independent set. Let $I$ be a large sparse independent set of interior vertices of $G$. Below, we will show how to compute from $I$ a type-A compatible set $S_{a}$ and a type-B compatible set $S_{b}$ of $G$. We will also prove that $S_{a}$ and $S_{b}$ hold two useful conditions: (1) no edge of $S_{b}$ disappears in $G / S_{a}$; and (2) $S_{b}$ remains a type-B compatible set in $G / S_{a}$. We call such $S_{a}$ and $S_{b}$ an AB-pair of $G$, and will contract first $S_{a}$ and then $S_{b}$ to compute a realizer of $G$. The two conditions ensure that $S_{b}$ fits for simultaneous contractions after $S_{a}$ is contracted. Let $n$ be the number of vertices in $G$. Let $n_{a}$ and $n_{b}$ be the numbers of edges in $S_{a}$ and $S_{b}$, respectively. By the first condition, there are $n-n_{a}-n_{b}$ vertices in the new graph resulting from contracting $S_{a}$ and $S_{b}$. We will show that the AB-pair computed from $I$ contains a large number of edges. Thus, the contractions reduce the size of $G$ by a constant fraction.

Given $I$, the set $S_{a}$ is computed as follows: for each vertex in $I$ that has degree three, find an edge in $G$ incident with that vertex and include that edge in $S_{a}$.

Lemma 4.5. $\quad S_{a}$ is a type-A compatible set of $G$. Given $I$ and $G$, it can be computed deterministically in $O(1)$ time with $n$ processors.

Proof. This lemma follows from the fact that every edge incident with an interior vertex of degree three in $G$ is contractible.

Next we show how to compute $S_{b}$. For brevity, a neighbor $y$ of an interior vertex $x$ in $G$ is contractible if the edge $\{x, y\}$ is a contractible one in $G$.

Lemma 4.6 (see Kampen [17]). In a triangular embedded planar graph, every interior vertex has at least two contractible neighbors.

Given $I$, the set $S_{b}$ is constructed by choosing an edge in $G$ incident with each vertex of $I$ with degree four, five, or six as follows.

Case 1. $\operatorname{deg}(x)=4$. If $x$ has a light contractible neighbor $y$, then add the edge $\{x, y\}$ to $S_{b}$. If $x$ has no light contractible neighbor, then it has two light neighbors $p$ and $r$, and the other two neighbors $q$ and $s$ are contractible. As $p$ is not contractible, it shares three neighbors with $x$. These must be $q, r$, and $s$. Likewise $r$ shares the neighbors $p, q$, and $s$ with $x$. Hence, either $q$ or $s$ is in the interior of the triangle $C$ formed by $p, r$, and $x$. If $q$ is in the interior of $C$, then add the contractible edge $\{x, q\}$ to $S_{b}$. If $s$ is in the interior of $C$, then add the contractible edge $\{x, s\}$ to $S_{b}$.

Case 2 . $\operatorname{deg}(x)=5$ or 6 . Choose a light contractible neighbor $y$ of $x$ and add the edge $\{x, y\}$ to $S_{b}$. The existence of such $y$ follows from Lemma 4.6 and the definition of a sparse independent set.

Lemma 4.7. $S_{b}$ is a type-B compatible set of $G$.
Proof. First, every edge in $S_{b}$ is contractible because the construction of $S_{b}$ always selects a contractible neighbor for each given $x$. To show $S_{b}$ is type-B compatible, consider any two vertices $x_{1}$ and $x_{2}$ in $I$ with degree four, five, or six. Let $e_{1}=$ $\left\{x_{1}, y_{1}\right\}$ and $e_{2}=\left\{x_{2}, y_{2}\right\}$ be the two edges in $S_{b}$ that are chosen for $x_{1}$ and $x_{2}$, respectively. If $y_{1}$ is a good neighbor of $x_{1}$, then $e_{1}$ and $e_{2}$ cannot share a common vertex. Furthermore, if $y_{1}$ is a good neighbor of $x_{1}$, then by the independence of $I$, $e_{1}$ and $e_{2}$ cannot form opposite sides of a quadrangle in $G$. Symmetrically, if $y_{2}$ is a good neighbor of $x_{2}$, then the same claims are true.

Based on the above discussion, below we assume that $y_{1}$ is a bad neighbor of $x_{1}$ and that $y_{2}$ is a bad neighbor of $x_{2}$. Then, $\operatorname{deg}\left(x_{1}\right)=\operatorname{deg}\left(x_{2}\right)=4$ by the construction of $S_{b}$. Let $p_{1}, y_{1}, r_{1}, s_{1}$ be the four neighbors of $x_{1}$ in the clockwise order. Let $p_{2}, y_{2}, r_{2}, s_{2}$ be the four neighbors of $x_{2}$ in the clockwise order. Since $y_{1}$ is a bad neighbor of $x_{1}, y_{1}$ cannot be light by the definition of a sparse independent set. Then, because $y_{1}$ is selected for $x_{1}$, the following separation properties must hold: (1) $x_{1}, p_{1}, r_{1}$ form a triangle $C_{1}$; (2) $y_{1}$ is in the interior of $C_{1}$; and (3) $s_{1}$ is in the exterior of $C_{1}$. Similarly, since $y_{2}$ is a bad neighbor of $x_{2}$ and is selected for $x_{2}$, the following separation properties must hold: (4) $x_{2}, p_{2}, r_{2}$ form a triangle $C_{2}$; (5) $y_{2}$ is in the interior of $C_{2}$; and (6) $s_{2}$ is in the exterior of $C_{2}$. By planarity and these separation properties, $e_{1}$ and $e_{2}$ cannot share an endpoint and cannot form opposite sides of a quadrangle.

Lemma 4.8. Let $n$ denote the number of vertices in $G$. Given $I$ and $G$, the set $S_{b}$ can be found in $O(1)$ time with $n$ processors.

Proof. For each $x \in I$ of degree four, five, or six, we first determine all light neighbors of $x$. With all light neighbors of $x$ determined, we then determine which of them are contractible. Because the degrees of $x$ and its light neighbors are all bounded by a constant, these two steps take $O(1)$ time with $n$ processors. Hence $S_{b}$ can be computed in the desired complexity.

Lemma 4.9. $S_{a}$ and $S_{b}$ form an AB-pair of $G$ with $\left|S_{a}\right|+\left|S_{b}\right|=|I|$.
Proof. The AB-pair property follows from the fact that $G / S_{a}$ can be obtained by deleting from $G$ the vertices of $I$ that have degree three in $G$. The size property follows from the fact that $S_{a}$ and $S_{b}$ together consist of an edge incident with each vertex in $I$.

Lemma 4.10 .
(1) An AB-pair of $G$ with $\Omega(n)$ edges can be deterministically computed and con-
tracted in $O(\log n)$ time with $n / \log n$ processors.
(2) An AB-pair of $G$ with $\Omega(n)$ edges can be deterministically computed and contracted in $O\left(\log ^{*} n\right)$ time with $n$ processors.
(3) An AB-pair of $G$ can be computed and contracted in $O(1)$ expected time with $n$ processors on a probabilistic PRAM. The AB-pair found has $\Omega(n)$ edges with probability at least a positive constant.

Proof. This lemma follows directly from Lemmas 4.4, 4.5, 4.8, and 4.9.
5. Parallel complexities for computing realizers. Here we give deterministic and randomized complexities for computing a realizer in parallel.

### 5.1. Deterministic parallel complexity for computing realizers.

Theorem 5.1. A realizer of an n-vertex triangular embedded planar graph can be computed deterministically in $O(\log n \log \log n)$ time with $n / \log n \log \log n$ processors.

To compute a realizer of the input graph $G$, we first contract $G$ in three stages:

1. repeat

Distribute the vertices and edges of $G$ evenly over the given processors.
Contract $G$ by means of Lemma 4.10(1).
until $G$ has at most $n / \log \log n$ vertices.
2. Distribute the vertices and edges of $G$ evenly over the given processors. repeat

Contract $G$ by means of Lemma 4.10(1). until $G$ has at most $n / \log n \log \log n$ vertices.
3. Distribute the vertices and edges of $G$ evenly over the given processors. repeat

Contract $G$ by means of Lemma 4.10(2).
until $G$ is a triangle with a single interior vertex.
The processor allocation steps are done with an algorithm [20] that computes the prefix sums of an $O(n)$-cell array in $O(\log n)$ time with $n / \log n$ processors.

After the third contraction stage, $G$ has a trivial realizer with each $T_{i}$ consisting of one edge. We expand this realizer into one for the original $G$ by undoing the contractions by means of Lemma 3.3. No work is needed to redistribute the processors because the processor assignment at every contraction step can be recorded.

The correctness of the above algorithm follows from Lemmas 4.10(1), 4.10(2), and 3.3. The time complexity follows from the next lemma.

Lemma 5.2. The contraction stages take $O(\log n \log \log n), O(\log n \log \log n)$, and $O\left(\log n \log ^{*} n\right)$ time, respectively, and they can be undone in $O(\log n \log \log n)$, $O(\log n \log \log n)$, and $O(\log n)$ time, respectively.

Proof. The proofs for performing the contractions and undoing them are similar; only that for performing the contractions is given below. Let $n_{i}$ be the number of vertices in $G$ at the start of the $i$ th iteration of the repeat loops.

Stage 1. In the $i$ th iteration, $|G|=O\left(n_{i}\right)$. Thus, the load-balancing step, the contraction step, and the until step take $O\left(\log n_{i}\right)$ time with $n_{i} / \log n_{i}$ processors. Because $n_{i} \geq n / \log \log n$, the number of given processors is smaller than $n_{i} / \log n_{i}$. Thus, the running time of this iteration is $O\left(\frac{n_{i}}{n} \log n \log \log n\right)$ with the given processors. Because $n_{i}$ decreases at least geometrically, the running time of an iteration also decreases at least geometrically and the lemma for stage 1 follows.

Stage 2. Because $|G|=O(n / \log \log n)$ and $n / \log n \log \log n$ processors are given, the load-balancing step takes $O(\log n)$ time. In the $i$ th iteration, the contraction step and the until step take $O\left(\log n_{i}\right)$ time with $n_{i} / \log n_{i}$ processors. Because $n_{i} \leq$ $n / \log \log n, n_{i} / \log n_{i}=O(n / \log n \log \log n)$ and each iteration takes $O\left(\log n_{i}\right)$ time
with the given processors. Because each iteration reduces $n_{i}$ by at least a constant fraction, $O(\log \log n)$ iterations suffice and the lemma for stage 2 follows.

Stage 3. Because $|G|=O(n / \log n \log \log n)$ and there are $n / \log n \log \log n$ processors, the load-balancing step takes $O(\log n)$ time. In the $i$ th iteration, the contraction step takes $O\left(\log ^{*} n_{i}\right)$ time with $n_{i}$ processors. The until step takes $O(1)$ time with one processor. Because $n_{i} \leq n / \log n \log \log n$, each iteration takes $O\left(\log ^{*} n\right)$ time with the given processors. Since each iteration reduces $n_{i}$ by at least a constant fraction, $O(\log n)$ iterations are needed and the lemma for stage 3 follows.

### 5.2. Randomized parallel complexity for computing realizers.

Theorem 5.3. Given a triangular embedded planar graph with $n$ vertices, a realizer can be computed in $O(\log n)$ expected time with $n / \log n$ processors on a probabilistic PRAM.

Proof. Our randomized algorithm is identical to the deterministic one given in the proof of Theorem 5.1 with only two differences. First, the three contraction stages contract the input graph by means of Lemma 4.10(3) until it has at most $n / \log \log n$ vertices, at most $n / \log n$ vertices, and only one interior vertex, respectively. Second, the processor allocation steps of these three stages and the until steps of the first two stages are performed with an algorithm [9] that computes the prefix sums of an $n$-cell array in $O(\log n / \log \log n)$ time and $O(n)$ work. The analysis of this algorithm is similar to that of the deterministic one.
6. Conclusions. We are now ready to give the main results of this paper.

Theorem 6.1. Given an n-vertex embedded planar graph with $n \geq 3$, a straightline embedding on a grid of size $(n-2) \times(n-2)$ can be computed deterministically in $O(\log n \log \log n)$ time with $n / \log n \log \log n$ processors. Alternately, such an embedding can be computed in $O(\log n)$ expected time with $n / \log n$ processors on a probabilistic PRAM.

Proof. The case $n=3$ is trivial. So we assume $n \geq 4$ and compute an embedding in three stages. First, triangulate the input graph. Next, compute an embedding of the triangulated graph by means of Theorems 5.1 and 5.3 and the discussion at the end of $\S 2$. Last, delete the added edges to yield a desired embedding for the original graph. All three stages can be done with the desired complexity.

Acknowledgments. We would like to thank Deganit Armon, Hillel Gazit, Samir Khuller, and Walter Schnyder for extremely helpful discussions.

## REFERENCES

[1] K. Abrahamson, N. Dadoun, D. G. Kirkpatrick, and T. Przytycka, A simple tree contraction algorithm, J. Algorithms, 10 (1989), pp. 287-302.
[2] R. J. Anderson and G. L. Miller, Deterministic parallel list ranking, Algorithmica, 6 (1991), pp. 859-868.
[3] C. Berge, Graphs, 2nd rev. ed., North-Holland, New York, 1985.
[4] B. Bollobás, Graph Theory, Springer-Verlag, New York, 1979.
[5] J. Bondy and U. Murty, Graph Theory with Applications, North-Holland, Amsterdam, 1976.
[6] N. Chiba, T. Yamanouchi, and T. Nishizeki, Linear algorithms for convex drawings of planar graphs, in Progress in Graph Theory, Academic Press, Orlando, FL, 1984, pp. 153-173.
[7] M. Chrobak and T. H. Payne, A linear time algorithm for drawing planar graphs on a grid, Tech. report UCR-CS-90-2, Department of Mathematics and Computer Science, University of California at Riverside, Riverside, CA, 1990.
[8] R. Cole and U. Vishkin, The accelerated centroid decomposition technique for optimal tree evaluation in logarithmic time, Algorithmica, 3 (1988), pp. 329-346.
[9] , Faster optimal prefix sums and list ranking, Inform. and Comput., 81 (1989), pp. 334352.
[10] H. de Fraysseix, J. Pach, and R. Pollack, Small sets supporting Fáry embeddings of planar graphs, in Proc. 20th Ann. ACM Sympos. on Theory of Computing, Chicago, IL, 1988, pp. 426-433.
[11] P. Eades and R. Tamassia, Algorithms for drawing graphs: An annotated bibliography, Tech. report CS-89-09, Department of Computer Science, Brown University, Providence, RI, 1989.
[12] S. Even, Graph Algorithms, Computer Science Press, Rockville, MD, 1979.
[13] I. FÁry, On straight line representation of planar graphs, Acta Sci. Math. (Szeged), 11 (1948), pp. 229-233.
[14] M. Fürer, X. He, M. Y. Kao, and B. Raghavachari, $O(n \log \log n)$-work parallel algorithms for straight-line grid embeddings of planar graphs, in Proc. 4th Ann. ACM Sympos. on Parallel Algorithms and Architectures, San Diego, CA, 1992, pp. 410-419.
[15] A. Goldberg, S. Plotkin, and G. Shannon, Parallel symmetry-breaking in sparse graphs, SIAM J. Discrete Math., 1 (1988), pp. 434-446.
[16] F. Harary, Graph Theory, Addison-Wesley, Reading, MA, 1969.
[17] G. R. Kampen, Orienting planar graphs, Discrete Math., 14 (1976), pp. 337-341.
[18] R. Karp and V. Ramachandran, A survey of parallel algorithms for shared-memory machines, in Handbook of Theoretical Computer Science: Algorithms and Complexity, Vol. A, J. van Leeuwen, ed., Elsevier, New York, 1990, pp. 869-941.
[19] S. R. Kosaraju and A. L. Delcher, Optimal parallel evaluation of tree-structured computations by raking, in Lecture Notes in Computer Science 319: VLSI Algorithms and Architectures, the 3rd Aegean Workshop on Computing, J. H. Reif, ed., Springer-Verlag, Berlin, Heidelberg, 1988, pp. 101-110.
[20] R. E. Ladner and M. J. Fischer, Parallel prefix computation, J. Assoc. Comput. Math., 27 (1980), pp. 831-838.
[21] L. Lovász, An Algorithmic Theory of Numbers, Graphs and Convexity, Society for Industrial and Applied Mathematics, Philadelphia, PA, 1986.
[22] M. Luby, A simple parallel algorithm for the maximal independent set problem, SIAM J. Comput., 15 (1986), pp. 1036-1053.
[23] G. L. Miller and J. H. Reif, Parallel tree contraction and its application, in Proc. 26th Ann. IEEE Sympos. on Foundations of Computer Science, Portland, OR, 1985, pp. 478-489.
[24] ——, Parallel tree contraction, part 1: Fundamentals, in Advances in Computing Research: Randomness and Computation, Vol. 5, S. Micali, ed., JAI Press, Greenwich, CT, 1989, pp. 47-72.
[25] V. Ramachandran and J. H. Reif, An optimal parallel algorithm for graph planarity, in Proc. 30th Ann. IEEE Sympos. on Foundations of Computer Science, Research Triangle Park, NC, 1989, pp. 282-287.
[26] R. C. Read, A new method for drawing a planar graph given the cyclic order of the edges at each vertex, Congr. Numer., 56 (1987), pp. 31-44.
[27] P. Rosenstiehl and R. Tarjan, Rectilinear planar layouts and bipolar orientations of planar graphs, Discrete Comput. Geom., 1 (1986), pp. 343-353.
[28] W. Schnyder, Embedding planar graphs on the grid, Abstracts Amer. Math. Soc., 9 (1988), p. 268.
[29] ——, Planar graphs and poset dimension, Order, 5 (1989), pp. 323-343.
[30] ——, Embedding planar graphs on the grid, in Proc. 1st Ann. ACM-SIAM Sympos. on Discrete Algorithms, San Francisco, CA, 1990, pp. 138-148.
[31] S. K. Stein, Convex maps, in Proc. Amer. Math. Soc., Vol. 2, Providence, RI, 1951, pp. 464466.
[32] W. Tutte, Graph Theory, Encyclopedia Math. Appl., Vol. 21, Addison-Wesley, Reading, MA, 1984.
[33] W. T. Tutte, How to draw a graph, Proc. London Math. Soc., 13 (1963), pp. 743-768.
[34] J. Ullman, Computational Aspects of VLSI, Computer Science Press, Rockville, MD, 1984.
[35] K. Wagner, Bemerkungen zum Vierfarbenproblem, Jahresber. Deutsch. Math.-Verein., 46 (1936), pp. 26-32.

# TREEWIDTH OF CIRCULAR-ARC GRAPHS* 

RAVI SUNDARAM ${ }^{\dagger}$, KARAN SHER SINGH ${ }^{\ddagger}$, AND C. PANDU RANGAN ${ }^{\S}$


#### Abstract

The treewidth of a graph is one of the most important graph-theoretic parameters from the algorithmic point of view. However, computing the treewidth and constructing a corresponding tree-decomposition for a general graph is NP-complete. This paper presents an algorithm for computing the treewidth and constructing a corresponding tree-decomposition for circular-arc graphs in $O\left(n^{3}\right)$ time.
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1. Introduction. The notion of the treewidth of a graph has a large number of applications in many areas, like algorithmic graph theory, VLSI design, and so forth [Ar85]. Recently there has been a growing interest in the study of the treewidth and the tree-decomposition of a graph from the algorithmic point of view.

Robertson and Seymour, in their classic series of papers on graph minors, introduced the notion of tree-decomposition and treewidth of a graph [RS86]. Most of their results are existential in nature. Several classes of problems that are NP-complete for an arbitrary graph admit polynomial-time solutions on graphs with bounded treewidth [ALS88]. Bodlaender [Bo88], [Bo89], [Bo93] has done extensive studies on the sequential and parallel algorithmic aspects of graphs with bounded treewidth.

Computing the treewidth and the corresponding tree-decomposition is known to be NP-complete for general graphs [ACP87]. For fixed $k$, the problem of determining whether the treewidth of a given graph is at most $k$ can be solved in polynomial time with dynamic programming [ACP87], and in $O\left(n^{2}\right)$ time with graph minor theory [RS86]. The only known ${ }^{1}$ algorithm for computing the treewidth of special classes of graphs is for cographs [BM90]. In this paper, we show that the treewidth of circular-arc graphs and the corresponding tree-decomposition can be found in $O\left(n^{3}\right)$ time. We do this by showing that among all possible tree-decompositions of the given circular-arc graph, only a small fraction need be considered to find one with minimum tree-width, namely, those corresponding to the planar triangulations of a certain circuit-and such tree-decompositions can be investigated quite easily with a polynomial-time algorithm.

The organization of the rest of the paper is as follows. In $\S 2$ basic definitions and preliminary results are given. Section 3 contains constructions, lemmas, and theorems that are essential to the proof of correctness of the algorithm. In $\S 4$ the actual algorithm and its analysis are presented. Section 5 contains concluding remarks.

[^70]2. Definitions and Preliminary Results. If $S$ is a set, then let $|S|$ denote the cardinality of $S$. Let $G=(V, E)$ be a graph. We also refer to the vertex set and edge set of $G$ by $V(G)$ and $E(G)$, respectively.

A tree-decomposition of $G$ is a pair $\left(\left\{X_{i} \mid i \in I\right\}, T=\{I, F\}\right)$, with $\left\{X_{i} \mid i \in I\right\}$ a family of subsets of $V$, and $T$ a tree with the following properties:
(1) $\bigcup_{i \in I} X_{i}=V$;
(2) $\forall_{(u, v) \in E} \exists_{i \in I}\left(u \in X_{i}\right) \wedge\left(v \in X_{i}\right)$;
(3) $\forall_{v \in V}$, the set $\left\{i \mid(i \in I) \bigwedge\left(v \in X_{i}\right)\right\}$ forms a connected subtree of $T$.

The treewidth of a tree-decomposition $\left(\left\{X_{i} \mid i \in I\right\}, T=\{I, F\}\right)$, denoted by $\operatorname{treewidth}\left(\left(\left\{X_{i} \mid i \in I\right\}, T=\{I, F\}\right)\right)$, is $\max _{i \in I}\left(\left|X_{i}\right|-1\right)$. The treewidth of a graph $G$, denoted by treewidth $(G)$, is the minimum treewidth of a tree-decomposition of $G$ taken over all possible tree-decompositions of $G$.

A graph is said to be chordal [Go80] if it has no chordless cycle of size greater than 3. The treewidth of a graph $G$ can be similarly defined to be one less than the smallest clique number of a chordal graph containing $G$.

A circular-arc graph [Go80], [SP89] is the intersection graph of arcs around the unit circle. Consider a unit circle with a fixed reference, say $O$, on it. Any point on the circumference of the circle can be uniquely identified by its distance from $O$ along the circle, say, in the clockwise direction. Thus, we use the same symbol for the point as well as its distance from $O$. Let $A F=\left\{A_{0}, A_{1}, \ldots, A_{n-1}\right\}$ be a family of arcs on a unit circle, and let $G=(V, E),|V|=n,|E|=m$, be the circular-arc graph with $A F$ as its intersection model. The arc $A_{i}$ is represented by the ordered pair $\left(l\left(A_{i}\right), r\left(A_{i}\right)\right)$, where $l\left(A_{i}\right)$ and $r\left(A_{i}\right)$ denote its left and right end points, respectively. The arc $A_{i}$ exists on the circle as a traversal in the clockwise direction from $l\left(A_{i}\right)$ to $r\left(A_{i}\right)$, along the circumference of the circle. Further, we assume that $l\left(A_{i}\right) \leq l\left(A_{i+1}\right), 0 \leq i \leq n-2$. We represent arcs in $A F$ by uppercase letters and the corresponding vertices in $G$ by lowercase letters. (See Figs. 1 and 2.)


Fig. 1. An intersection model.
Unless otherwise stated, we assume $G=(V, E)$ to be a circular-arc graph with an arbitrary tree-decomposition ( $\left.\left\{X_{v} \mid v \in V(T)\right\}, T\right)$.

In general, the arc segment $(x, y)$ exists on the circle as a traversal in the clockwise direction from $x$ to $y$. $(x, y)$ is said to contain position $s$ if either $x \leq s \leq y$, or $(x \geq y) \wedge(s \geq x \bigvee s \leq y)$.

Every vertex $a_{i} \in G$ defines a left clique $S_{i}$, comprising the set of vertices $\left\{a_{j} \mid A_{j}\right.$ contains $\left.l\left(A_{i}\right)\right\}$. An intersection clique $Q_{i}$ for the vertex $a_{i}$ is the clique made


G
Fig. 2. The circular-arc graph.
up of the vertices in the set $\left\{a_{j} \mid a_{j} \in\left(S_{i} \cap S_{i+1}\right)\right\}$. (See Fig. 3.).


Fig. 3. Corresponding left cliques and intersection cliques.
Note. Unless otherwise mentioned, all indices are assumed to be modulo $n$. Let

$$
V Q=\bigcup_{i=0}^{n-1} Q_{i}
$$

Let $G Q$ be the subgraph of $G$ induced by $V Q$.
For every $v \in V$, let $S T(v)$ be the subtree of $T$ with vertices $\{i \mid(i \in V(T)) \wedge(v \in$ $\left.\left.X_{i}\right)\right\}$ in the tree-decomposition $\left(\left\{X_{i} \mid i \in V(T)\right\}, T\right)$. Let $S T(Y)=\bigcap_{v \in Y} S T(v)$, where $Y$ is a subset of $V$.

By definition, the vertices of $S T(Y)$ also form a connected subtree of $T$, although it may be empty.

Lemma 2.1 (clique containment lemma.). In any tree-decomposition of $G$, for any clique $K$ of $G, S T(K)$ is nonempty [Bo88], [BM90].

Lemma 2.2. The intersection graph of a set of subtrees of a tree is chordal [Go80].
Lemma 2.3. Given a cycle $C$ of $n$ vertices, the set of minimal chordal graphs, which contain $C$ as a subgraph, is equal to the set of planar triangulations of $C$ with $n-3$ diagonal edges.

Lemma 2.4. Any vertex $v$ of $G$ is contained in a nonempty consecutive subset $S_{i}, S_{i+1}, \ldots, S_{j}$ of the set of left cliques for some $i$ and $j$, and in a consecutive subset $Q_{i}, Q_{i+1}, \ldots, Q_{j-1}$ of the set of intersection cliques, which is empty if $i=j$.

Lemma 2.5. In any tree-decomposition of the circular-arc graph $G, S T\left(S_{i}\right)$ and $S T\left(S_{i+1}\right)$ are subtrees of $S T\left(Q_{i}\right)$.

Further, we assume no $Q_{i}$ is empty, otherwise the graph reduces to an interval graph whose treewidth is trivial to compute.

Corollary 2.6. $S T\left(Q_{i}\right) \bigcap S T\left(Q_{i+1}\right)$ is nonempty for any tree-decomposition of $G$.

Lemma 2.7. Let $G$ be a graph. Let $v$ be a vertex in $G$ with degree $d$ whose neighbours form a clique. Then $\operatorname{treewidth}(G)=\max (\operatorname{treewidth}(G-v), d)$.

Proof. It is obvious that $\operatorname{treewidth}(G) \geq \max (\operatorname{treewidth}(G-v), d)$. To prove the upper bound, consider any chordal graph containing $G-v$; adding $v$ yields a chordal graph containing $G$. (Recall that the treewidth of $G$ is one less than the smallest clique number of a chordal graph containing $G$.)

Corollary 2.8. Treewidth $(G)=\max \left(\max _{i \in I}\left(\left|S_{i}\right|-1\right)\right.$, $\left.\operatorname{treewidth}(G Q)\right)$.
Proof. From the definition of treewidth, it follows that treewidth $(G) \geq \max \left(\max _{i \in I}\right.$ $\left(\left|S_{i}\right|-1\right)$, treewidth $\left.(G Q)\right)$. The upper bound follows from Lemma 2.7 and the definition of $G Q$.

By corollary 2.8, we see that computing treewidth $(G Q)$ is the key to computing the treewidth of $G$. In what follows, we are mainly concerned with the treewidth of $G Q$. Note that $G Q$ is also a circular-arc graph.

Let $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)=\operatorname{IGST}\left(\left\{X_{v} \mid v \in V(T)\right\}, T\right)$ be the intersection graph of the subtrees $S T\left(Q_{i}\right), 0 \leq i \leq n-1$, for a tree-decomposition $\left(\left\{X_{v} \mid v \in V(T)\right\}, T\right)$ of the circular-arc graph $G Q$. Let $V^{\prime}=v_{0}^{\prime}, v_{1}^{\prime}, \ldots, v_{n-1}^{\prime}$, where $v_{i}^{\prime}$ is the vertex corresponding to $S T\left(Q_{i}\right)$. From corollary 2.6 , we see that $\left(v_{i}^{\prime}, v_{i+1}^{\prime}\right) \in E^{\prime}$. Let $C Y Q$ be the cycle consisting of the vertices $v_{0}^{\prime}, v_{1}^{\prime}, \ldots, v_{n-1}^{\prime}$, in that order. $C Y Q$ may also be referred to as the cycle corresponding to the intersection cliques.

Lemma 2.9. For any tree-decomposition $\left(\left\{X_{v} \mid v \in V(T)\right\}, T\right)$ of the circular-arc graph $G Q, \operatorname{IGST}\left(\left\{X_{v} \mid v \in V(T)\right\}, T\right)(1)$ is chordal, and (2) contains $C Y Q$ as a subgraph.

Proof. Part (1) follows from Lemma 2.2. (2) follows from Corollary 2.6.

## 3. Constructions and Results.

Construction 1. For a given planar triangulation of $C Y Q$, construct a treedecomposition $\left(\left\{X_{v} \mid v \in V(T Q)\right\}, T Q\right)$ of $G Q$ as follows: Generate $T Q$ to equal the dual of the planar triangulation without the vertex corresponding to the external face. Let $v$ be any vertex of $T Q$ and $v_{i}^{\prime}, v_{j}^{\prime}$, and $v_{k}^{\prime}$ be the vertices of the triangular face whose dual is the vertex $v$. Now, let $X_{v}=Q_{i} \bigcup Q_{j} \bigcup Q_{k}$ be the set associated with the vertex $v$. For each $v \in V(T Q)$ generate $X_{v}$. (See Fig. 4.)

Note. Henceforth, we assume the absence of a vertex corresponding to the external face in all references to the dual of a (planar) graph.

Theorem 3.1. Construction 1 generates a tree-decomposition of $G Q$.
Proof. It is easy to see that $T Q$ is indeed a tree.
(i) We prove that $\bigcup_{v \in T Q} X_{v}=V Q$. For any vertex $a_{i} \in V Q, a_{i} \in Q_{i}$, and since $v_{i}^{\prime}$ occurs in some triangular face, the corresponding dual vertex $v$ has an associated set $X_{v}$ that contains $Q_{i}$, and hence $a_{i}$. Therefore, for every vertex $a_{i} \in V Q$, there exists a $v \in V(T Q)$ such that $a_{i} \in X_{v}$. Further, by construction, $\forall_{v \in V(T Q)} X_{v} \subseteq V Q$.


Fig. 4. Construction 1.

Therefore,

$$
\begin{equation*}
\bigcup_{v \in T Q} X_{v}=V Q \tag{1}
\end{equation*}
$$

(ii) We prove that $\forall_{\left(a_{k}, a_{l}\right) \in E(G Q)} \exists_{w \in V(T Q)}\left(a_{k} \in X_{w}\right) \wedge\left(a_{l} \in X_{w}\right)$. For any edge $\left(a_{k}, a_{l}\right) \in E(G Q),\left(a_{k} \in S_{k}\right) \bigwedge\left(a_{l} \in S_{k}\right)$, or $\left(a_{k} \in S_{l}\right) \bigwedge\left(a_{l} \in S_{l}\right)$, say $a_{k}, a_{l} \in S_{k}$, without loss of generality. Then $a_{k} \in Q_{k}$ and $a_{l} \in Q_{k-1}$. Since $v_{k}^{\prime}$ and $v_{k-1}^{\prime}$ are adjacent in $C Y Q$, they occur in some triangular face, say, one whose corresponding dual vertex is $w$. Then $w$ has an associated set $X_{w}$ that contains $Q_{k}$ and $Q_{k-1}$, and therefore both $a_{k}$ and $a_{l}$. Therefore,

$$
\begin{equation*}
\forall_{\left(a_{k}, a_{l}\right) \in E(G Q)} \exists_{w \in V(T Q)}\left(a_{k} \in X_{w}\right) \wedge\left(a_{l} \in X_{w}\right) \tag{2}
\end{equation*}
$$

(iii) We prove that $\forall a_{i} \in V Q,\left\{v \mid(v \in V(T Q)) \bigwedge\left(a_{i} \in X_{v}\right)\right\}$ forms a connected subtree of $T Q$. By Lemma 2.4, any vertex $a_{i}$ of $G Q$ occurs in a consecutive subset $Q_{i}, Q_{i+1}, \ldots, Q_{j-1}$ of the intersection cliques. Let a triangular face be said to intersect a set of vertices if at least one of the three vertices of the face belongs to the set. Thus we must prove that, given a planar triangulation of a cycle and a segment of the cycle, the set of vertices in the dual, whose corresponding triangular faces intersect the segment, forms a connected subtree (in the dual). The proof follows by induction on the number of vertices in the segment. If the segment contains exactly one vertex, then the corresponding subtree is simply a path in the dual tree. Assume that it holds for all segments containing $k$ vertices. Consider a segment containing $k+1$ vertices, numbered 1 to $k+1$ in order along the cycle. Consider the subsegment of $k$ vertices formed by dropping one of the end vertices, say the $k+1$ th. Corresponding to the subsegment, we have a connected subtree in the dual (by the induction hypothesis), and corresponding to the dropped end vertex, we have a path that intersects with the subtree (the intersection contains at least the dual (vertex) of the common triangular
face of the $k$ th and $k+1$ th vertices in the segment). Since the dual $(T Q)$ is a tree, we obtain a connected subtree in the dual that is the union of the subtree corresponding to the subsegment of $k$ vertices and the path corresponding to the one end vertex of the segment. Therefore,

$$
\begin{equation*}
\forall_{a_{i} \in V Q},\left\{v \mid(v \in V(T Q)) \wedge\left(a_{i} \in X_{v}\right)\right\} \tag{3}
\end{equation*}
$$

is a connected subtree of $T Q$.
From (1), (2), and (3) we conclude that Construction 1 generates a treedecomposition of $G Q$.

Consider any tree-decomposition $\left(\left\{X_{v} \mid v \in V\left(T^{\prime}\right)\right\}, T^{\prime}\right)$ of $G Q$ such that $G^{\prime}=$ $\operatorname{IGST}\left(\left\{X_{v} \mid v \in V\left(T^{\prime}\right)\right\}, T^{\prime}\right)$, the intersection graph of the subtrees corresponding to the intersection cliques, is not a planar triangulation of $C Y Q$. By Lemma 2.9, $G^{\prime}$ is chordal and contains $C Y Q$. Consider any minimal subgraph $S G^{\prime}$ of $G^{\prime}$ that contains $C Y Q$ and is chordal (obviously, $S G^{\prime}$ is an edge-induced subgraph). By Lemma 2.3, $S G^{\prime}$ must be a planar triangulation of $C Y Q$. Let ( $\left.\left\{X_{v} \mid v \in V\left(T Q^{\prime}\right)\right\}, T Q^{\prime}\right)$ be the tree-decomposition corresponding to $S G^{\prime}$ obtained by Construction 1.

Theorem 3.2. Treewidth $\left(\left\{X_{v} \mid v \in V\left(T Q^{\prime}\right)\right\}, T Q^{\prime}\right) \leq \operatorname{treewidth}\left(\left\{X_{v} \mid v \in V\left(T^{\prime}\right)\right\}\right.$, $T^{\prime}$ ).

Proof. By theorem 3.1, $\left(\left\{X_{v} \mid v \in V\left(T Q^{\prime}\right)\right\}, T Q^{\prime}\right)$ is a tree-decomposition of $G Q$. To prove the theorem, it is sufficient to show that $\forall_{u \in V\left(T Q^{\prime}\right)} \exists_{v \in V\left(T^{\prime}\right)}: X_{u} \subseteq X_{v}$.

Consider any $u \in V\left(T Q^{\prime}\right)$. By Construction $1, X_{u}=Q_{i} \bigcup Q_{j} \cup Q_{k}$ for some $i, j$, and $k$. (Remember that in $C Y Q$, there is a vertex $v_{i}^{\prime}$ for each $Q_{i}$.) Hence, $S G^{\prime}$ contains the edges $\left(v_{i}^{\prime}, v_{j}^{\prime}\right),\left(v_{j}^{\prime}, v_{k}^{\prime}\right)$, and $\left(v_{i}^{\prime}, v_{k}^{\prime}\right)$. Since $S G^{\prime}$ is only a subgraph of $G^{\prime}$, these edges are also present in $G^{\prime}$. This implies that the sets $S T\left(Q_{i}\right), S T\left(Q_{j}\right)$, and $S T\left(Q_{k}\right)$ pairwise overlap, but because these are subtrees, they have a nonempty intersection in $T^{\prime}$, i.e., $S T\left(Q_{i}\right) \bigcap S T\left(Q_{j}\right) \bigcap S T\left(Q_{k}\right)$ in $T^{\prime}$ is nonempty. Consider some vertex $v \in V\left(T^{\prime}\right)$ in this nonempty intersection. $X_{v}$ contains $Q_{i}, Q_{j}$ and $Q_{k}$. Therefore, $X_{v} \supseteq X_{u}$.

Hence, it has been proved that treewidth $\left(\left\{X_{v} \mid v \in V\left(T Q^{\prime}\right)\right\}, T Q^{\prime}\right) \leq \operatorname{treewidth}\left(\left\{X_{v}\right.\right.$ $\left.\left.\mid v \in V\left(T^{\prime}\right)\right\}, T^{\prime}\right)$.

Corollary 3.3. The treewidth of $G Q$ is equal to the minimum treewidth over all tree-decompositions $\left(\left\{X_{v} \mid v \in V(T Q)\right\}, T Q\right)$ of $G Q$ that satisfy the following: $G^{\prime}=$ $\operatorname{IGST}\left(\left\{X_{v} \mid v \in V(T Q)\right\}, T Q\right)$ the corresponding intersection graph of the intersection cliques, contains $C Y Q$ and is a planar triangulation of $C Y Q$.

Proof. It follows from Theorems 3.1 and 3.2, and the fact that $\operatorname{IGST}\left(\left\{X_{v} \mid v \in\right.\right.$ $V(T)\}, T)$ is chordal and contains $C Y Q$ for any tree-decomposition $\left(\left\{X_{v} \mid v \in V(T)\right\}, T\right)$ of $G Q$.

Construction 2. Given any tree-decomposition $\left(\left\{X_{v} \mid v \in V(T Q)\right\}, T Q\right)$ of $G Q$ such that $G^{\prime}=\operatorname{IGST}\left(\left\{X_{v} \mid v \in V(T Q)\right\}, T Q\right)$ contains $C Y Q$ and is chordal, construct a tree-decomposition of $G$ as follows: For each $a_{i} \in V$, add a new vertex $b_{i}$ to $T Q$; attach $b_{i}$ by an edge to any one vertex $v \in V(T Q)$ such that $X_{v}$ contains $Q_{i-1}$ and $Q_{i}$; and set $X_{b_{i}}=S_{i}$. Let $\left(\left\{X_{v} \mid v \in V\left(T Q_{G}\right)\right\}, T Q_{G}\right)$ denote the resulting treedecomposition. (See Fig. 5.).

It is easy to see that Construction 2 is well defined and that it generates a treedecomposition of $G$. Further, by Corollary 2.8, if the tree decomposition ( $\left\{X_{v} \mid v \in\right.$ $V(T Q)\}, T Q)$ achieves the minimum tree-width for $G Q$, then the treewidth of the tree-decomposition $\left(\left\{X_{v} \mid v \in V\left(T Q_{G}\right)\right\}, T Q_{G}\right)$ equals the treewidth of $G$.
4. Algorithm and its analysis. The basic algorithm now boils down to computing treewidth $(G Q)$, and a corresponding tree-decomposition. The problem of com-


Fig. 5. Construction 2.
puting treewidth $(G Q)$ can be rephrased as follows.
Given an $n$-gon $v_{0}, v_{1}, \ldots, v_{n-1}$, and sets $A_{i}$ associated with each vertex $v_{i}$ such that every element occurs in a consecutive subset $A_{i}, A_{i+1}, \ldots, A_{j}$, define the cost of a triangle with vertices $v_{i}, v_{j}$, and $v_{k}$ to be $\left|A_{i} \bigcup A_{j} \bigcup A_{k}\right|-1$. Define the cost of a planar triangulation to be the maximum cost over all triangular faces in the triangulation. The problem (restated) involves finding the minimum cost over all planar triangulations, and the corresponding planar triangulation (refer to Corollary 3.3).

Specifically, in this case it is required to find the minimum-cost planar triangulation of the $n$-gon $v_{0}^{\prime}, v_{1}^{\prime}, \ldots, v_{n-1}^{\prime}$, with the set associated with $v_{i}^{\prime}$ being $Q_{i}$. This is done by a dynamic programming approach. $T W C Y Q_{j}(i)$ is defined to be the minimum cost over all planar triangulations of the subpolygon $v_{i}^{\prime}, v_{i+1}^{\prime}, \ldots, v_{i+j-1}^{\prime}$. Therefore, $\operatorname{treewidth}(G Q)=T W C Y Q_{n}(0)$.

Algorithm.
Input $\left(l\left(A_{i}\right), r\left(A_{i}\right)\right)$ representation of the vertices $a_{i}$ of the circular-arc graph $G$.

## Steps

1. Construct $S_{i}, 0 \leq i \leq n-1$ (in sorted order).
2. Construct $Q_{i}, 0 \leq i \leq n-1$ (in sorted order).
3. Compute treewidth $(G Q)=T W C Y Q_{n}(0)$ using dynamic programming, and find a corresponding planar triangulation.
4. Employ Construction 1 on the planar triangulation to obtain the treedecomposition of $G Q$.
5. Employ Construction 2 (using the tree-decomposition of $G Q$ obtained from step 4) to obtain the tree-decomposition of $G$ and compute the corresponding treewidth.
Output Treewidth $(G)$ and corresponding tree-decomposition.
Details of step 3 .
3.1. For all $i, 0<i<n-1$, compute

$$
T W C Y Q_{1}(i)=T W C Y Q_{2}(i)=0
$$

$$
T W C Y Q_{3}(i)=\left|Q_{i} \cup Q_{i+1} \cup Q_{i+2}\right|-1 .
$$

3.2. For $j=4$ to $n$, and
for $i=0$ to $n-1$, compute

$$
\begin{aligned}
& T W C Y Q_{j}(i)= \\
& \min _{k=1}^{j-2}\left\{\operatorname { m a x } \left(T W C Y Q_{k+1}(i), T W C Y Q_{j-k}(i+k),\right.\right. \\
& \left.\left.\quad\left|Q_{i} \cup Q_{i+k} \cup Q_{i+j-1}\right|-1\right)\right\} .
\end{aligned}
$$

To actually find the corresponding planar triangulation, pointers and additional book-keeping, information could be stored so that, by retracing, the optimum triangulation can be constructed.

Proof of correctness. It follows from Theorems 3.1 and 3.2 and Corollary 3.3.
Time complexity. The dynamic programming employed in step 3 itself takes $O\left(n^{3}\right)$ time. But the bottleneck is finding all the $\left|Q_{i} \bigcup Q_{i+k} \bigcup Q_{i+j-1}\right|$. Since the union in the innermost loop takes $O(n)$ time, naively it would seem that step 3 takes $O\left(n^{4}\right)$ time. However, finding all the $\left|Q_{i} \bigcup Q_{i+k} \bigcup Q_{i+j-1}\right|$ can be done faster than $O\left(n^{4}\right)$. Note that the sets $Q_{i}$ and the elements they contain can be represented as a circular list of events. The events represent the start of an element, the end of an element, and a set. An element is considered to belong to all those sets whose event lies in the clockwise traversal from the start event, to the end event of this element. To show that all the $\left|Q_{i} \bigcup Q_{i+k} \bigcup Q_{i+j-1}\right|$ can be computed in $O\left(n^{3}\right)$ time, all we must show is that for any fixed set $B$, all the $\left|B \bigcup Q_{i}\right|$ can be computed in $O(n)$ time. This is done as follows: Remove all events corresponding to elements in $B$ from the list, then do a sweep around the circle maintaining a counter that represents the arcs of $Q_{i}-B$ covering the point you are at, decrement the counter when you hit the end of an arc, and increment it at the start of an arc. When you arrive at the event corresponding to a set, output the counter plus $|B|$.
5. Final remarks. In this paper, we presented an algorithm to compute the treewidth of a circular-arc graph in $O\left(n^{3}\right)$ time. Since our algorithm simply uses straightforward dynamic programming, we conjecture that it is possible to improve the time complexity substantially. We note that there is an $O(n \log n)$ algorithm for the following problem (which is syntactically very similar to the one we solve).

Given an $n$-gon $v_{0}, v_{1}, \ldots, v_{n-1}$, and numbers $A_{i}$ associated with each vertex $v_{i}$, define the cost of a triangle with vertices $v_{i}, v_{j}$ and $v_{k}$ to be $A_{i} \times A_{j} \times A_{k}$. Define the cost of a planar triangulation to be the sum over all triangular faces in the triangulation. The problem involves finding the minimum cost over all planar triangulations and the corresponding planar triangulation.

The fastest known algorithm for this problem was the straightforward $O\left(n^{3}\right)$ dynamic programming algorithm, until Hu and Shing devised an extremely clever $O(n \log n)$ algorithm [HS80], [Ya80]. So it is possible that a closer analysis of the underlying problem will yield a faster algorithm. Another interesting direction is to develop an algorithm to compute the treewidth for a substantially larger class of graphs.
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#### Abstract

Yannakakis recently presented the first $\frac{3}{4}$-approximation algorithm for the Maximum Satisfiability Problem (MAX SAT). His algorithm makes nontrivial use of solutions to maximum flow problems. New, simple $\frac{3}{4}$-approximation algorithms that apply the probabilistic method/randomized rounding to the solution to a linear programming relaxation of MAX SAT are presented. It is shown that although standard randomized rounding does not give a good approximate result, the best solution of the two given by randomized rounding and a well-known algorithm of Johnson is always within $\frac{3}{4}$ of the optimal solution. It is further shown that an unusual twist on randomized rounding also yields $\frac{3}{4}$-approximation algorithms. As a by-product of the analysis, a tight worst-case analysis of the relative duality gap of the linear programming relaxation is obtained.
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1. Introduction. An instance of the Maximum Satisfiability Problem (MAX SAT) is defined by a collection $\mathcal{C}$ of boolean clauses, where each clause is a disjunction of literals drawn from a set of variables $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. A literal is either a variable $x$ or its negation $\bar{x}$. In addition, for each clause $C_{j} \in \mathcal{C}$, there is an associated nonnegative weight $w_{j}$. An optimal solution to a MAX SAT instance is an assignment of truth values to variables $x_{1}, \ldots, x_{n}$ that maximizes the sum of the weight of the satisfied clauses (i.e., clauses with at least one true literal). MAX SAT is known to be NP-complete, even when each clause contains at most two literals (sometimes called MAX 2SAT) [4]. Hence there is unlikely to be any polynomial-time algorithm that can solve MAX SAT optimally.

Many people, however, have proposed $\alpha$-approximation algorithms for MAX SAT. An $\alpha$-approximation algorithm for MAX SAT is a polynomial-time algorithm which, for every instance, produces a truth assignment with weight at least $\alpha$ times the weight of an optimal solution. Johnson [7] demonstrates a $\frac{1}{2}$-approximation algorithm, which is also an ( $1-\frac{1}{2^{k}}$ )-approximation algorithm when each clause contains at least $k$ literals. In particular, if $k \geq 2$ the performance guarantee is at least $\frac{3}{4}$. Lieberherr and Specker [9] give a $\frac{\sqrt{5}-1}{2}$-approximation algorithm $\left(\frac{\sqrt{5}-1}{2}=0.618 \ldots\right)$ when the clause set does not contain both clauses $x_{i}$ and $\bar{x}_{i}$ for any $i$. Kohli and Krishnamurti [8] present a randomized algorithm whose solution has expected weight at least $\frac{2}{3}$ of optimal. Yannakakis recently improved on these results by showing a $\frac{3}{4}$-approximation algorithm [13]. Yannakakis' algorithm transforms a MAX SAT instance into an equivalent instance (in terms of approximability) which does not contain any unit clauses (i.e., clauses with only one literal). In conjunction with Johnson's algorithm, this

[^71]leads to the improved performance guarantee. The algorithm uses maximum flow computations in an elegant way to transform MAX 2SAT instances. However, the transformation becomes more complicated when general clauses are introduced.

The purpose of this article is to present new $\frac{3}{4}$-approximation algorithms which are conceptually simple for all MAX SAT instances. The algorithms presented here apply the technique of randomized rounding (Raghavan and Thompson [11], [10]) to the solution of a single linear program that is a linear programming relaxation of a formulation for the MAX SAT problem. However, a straightforward application of the technique does not yield a $\frac{3}{4}$-approximation algorithm. We surmount this difficulty in two ways: by combining randomized rounding with Johnson's algorithm and by using an interesting variation of the standard randomized rounding technique.

The article is structured as follows. In §2, Johnson's algorithm is reviewed in terms of the probabilistic method. In §3, we show that a straightforward application of randomized rounding to a linear programming relaxation of MAX SAT leads to a ( $1-\frac{1}{e}$ )-approximation algorithm ( $1-1 / e=0.632 \ldots$ ). The algorithm that selects the better of the two solutions given by randomized rounding and Johnson's algorithm is shown to be a $\frac{3}{4}$-approximation algorithm in $\S 4$. In $\S 5$, we describe a class of $\frac{3}{4}$ approximation algorithms for MAX SAT based on a variant of randomized rounding. We conclude with a few remarks in $\S 6$.
2. Johnson's algorithm and the probabilistic method. Suppose we independently and randomly set each variable $x_{i}$ to be true with probability $p_{i}$. Then the expected weight of clauses satisfied by this probabilistic assignment is

$$
\hat{W}=\sum_{C_{j} \in \mathcal{C}} w_{j}\left(1-\prod_{i \in I_{j}^{+}}\left(1-p_{i}\right) \prod_{i \in I_{j}^{-}} p_{i}\right)
$$

where $I_{j}^{+}$(resp., $I_{j}^{-}$) denotes the set of variables appearing unnegated (resp., negated) in $C_{j}$. The probabilistic method specifies that there must exist an assignment of truth values to the variables whose weight is at least this expected value. In fact, the method of conditional probabilities (see Alon and Spencer [1], p. 223) can be applied to find such an assignment deterministically in polynomial time. In the method of conditional probabilities, the value for the $i$ th variable is determined in the $i$ th iteration: given the values of $x_{1}, \ldots, x_{i-1}$, calculate the expected weight of clauses satisfied by the probabilistic assignment, given the current assignment to $x_{1}, \ldots, x_{i-1}$ and the assignment $x_{i}=1$. Then calculate the expected weight given the assignment to $x_{1}, \ldots, x_{i-1}$ and $x_{i}=0$. The variable $x_{i}$ is assigned the value that maximizes the conditional expectation. Since each conditional expectation can be calculated in polynomial time, the overall algorithm takes polynomial time, and as asserted above, the assignment produced has weight at least $\hat{W}$.

As interpreted by Yannakakis [13], Johnson's algorithm essentially sets $p_{i}=\frac{1}{2}$ for all $i$ and uses the method of conditional probabilities. It is not hard to see that for this choice of $p_{i}$,

$$
\hat{W} \geq \sum_{C_{j} \in \mathcal{C}}\left(1-\frac{1}{2}\right) w_{j}=\frac{1}{2} \sum_{C_{j} \in \mathcal{C}} w_{j} .
$$

Since the optimum assignment can have weight at most $\sum_{j} w_{j}$, this proves that Johnson's algorithm is a $\frac{1}{2}$-approximation algorithm. Moreover, if all clauses have at least
$k$ literals then

$$
\hat{W} \geq\left(1-\frac{1}{2^{k}}\right) \sum_{C_{j} \in \mathcal{C}} w_{j}
$$

implying that Johnson's algorithm is a ( $1-\frac{1}{2^{k}}$ )-approximation algorithm for this restricted class of instances.
3. A $\left(1-\frac{1}{e}\right)$-approximation algorithm. Consider the following integer program:

$$
\operatorname{Max} \sum_{C_{j} \in \mathcal{C}} w_{j} z_{j}
$$

subject to:

$$
\begin{array}{ll}
\sum_{i \in I_{j}^{+}} y_{i}+\sum_{i \in I_{j}^{-}}\left(1-y_{i}\right) \geq z_{j} & \forall C_{j} \in \mathcal{C}  \tag{IP}\\
y_{i} \in\{0,1\} & 1 \leq i \leq n \\
0 \leq z_{j} \leq 1 & \forall C_{j} \in \mathcal{C} .
\end{array}
$$

By associating $y_{i}=1$ with $x_{i}$ set true, $y_{i}=0$ with $x_{i}$ set false, $z_{j}=1$ with clause $C_{j}$ satisfied, and $z_{j}=0$ with clause $C_{j}$ not satisfied, the integer program (IP) exactly corresponds to the MAX SAT problem, and its optimal value $Z_{I P}^{*}$ is equal to the optimal value of the MAX SAT problem. We can now consider the linear programming relaxation of $(I P)$ formed by replacing the $y_{i} \in\{0,1\}$ constraints with the constraints $0 \leq y_{i} \leq 1$. Call this linear program ( $L P$ ). Obviously the optimal value of $(L P)$ is an upper bound on the optimal value of (IP); that is, $Z_{L P}^{*} \geq Z_{I P}^{*}$. Whenever there are no unit clauses, the solution $y_{i}=\frac{1}{2}$ for all $i$ and $z_{j}=1$ for all $j$, which is of value $\sum_{C_{j} \in \mathcal{C}} w_{j}$, is optimal, independent of the weights $w_{j}$. Hence, the relaxation is vacuous in this case. However, when there are unit clauses (the bad case for Johnson's algorithm), we shall show in this and later sections that this relaxation provides some useful information.

We now show that by using randomized rounding in a straightforward fashion we obtain a $\left(1-\frac{1}{e}\right)$-approximation algorithm for MAX SAT. This algorithm consists of two simple steps. The first step is to solve the linear program ( $L P$ ). Let $\left(y^{*}, z^{*}\right)$ be an optimal solution. The second step is to apply the method of conditional probabilities with $p_{i}=y_{i}^{*}$ for all $i$ to derive an assignment. By using Tardos' algorithm [12] to solve $(L P)$, the algorithm runs in strongly polynomial time since the constraint matrix of $(L P)$ has all entries in $\{-1,0,1\}$.

The proof of the performance guarantee of $1-\frac{1}{e}$ is similar to the approach described in $\S 2$ although the expected weight $\hat{W}$ of a random truth assignment is not compared to $\sum_{C_{j} \in \mathcal{C}} w_{j}$ but rather to $Z_{L P}^{*}$. Notice that if

$$
1-\prod_{i \in I_{j}^{+}}\left(1-y_{i}\right) \prod_{i \in I_{j}^{-}} y_{i} \geq \alpha z_{j}
$$

for any feasible solution $(y, z)$ to $(L P)$ and for any clause $C_{j}$ then

$$
\hat{W}=\sum_{C_{j}} w_{j}\left\{1-\prod_{i \in I_{j}^{+}}\left(1-p_{i}\right) \prod_{i \in I_{j}^{-}} p_{i}\right\}
$$

$$
\begin{aligned}
& =\sum_{C_{j}} w_{j}\left\{1-\prod_{i \in I_{j}^{+}}\left(1-y_{i}^{*}\right) \prod_{i \in I_{j}^{-}} y_{i}^{*}\right\} \\
& \geq \alpha \sum_{C_{j}} w_{j} z_{j}^{*}=\alpha Z_{L P}^{*} \geq \alpha Z_{I P}^{*}
\end{aligned}
$$

implying that the resulting algorithm is an $\alpha$-approximation algorithm.
Lemma 3.1. For any feasible solution $(y, z)$ to $(L P)$ and for any clause $C_{j}$ with $k$ literals, we have

$$
1-\prod_{i \in I_{j}^{+}}\left(1-y_{i}\right) \prod_{i \in I_{j}^{-}} y_{i} \geq \beta_{k} z_{j}
$$

where

$$
\beta_{k}=1-\left(1-\frac{1}{k}\right)^{k}
$$

This and subsequent proofs use the following simple results. To show that a concave function $f(x)$ satisfies $f(x) \geq a x+b$ over the interval $[l, u]$, one only needs to show it for the endpoints of the interval, namely $f(l) \geq a l+b$ and $f(u) \geq a u+b$. We shall also rely on the arithmetic/geometric mean inequality which states that

$$
\frac{a_{1}+a_{2}+\cdots+a_{k}}{k} \geq \sqrt[k]{a_{1} a_{2} \cdots a_{k}}
$$

for any collection of nonnegative numbers $a_{1}, a_{2}, \ldots, a_{k}$.
Proof. We can assume without loss of generality that all variables in the clause are unnegated. Indeed, if $x_{i}$ appears negated in clause $C_{j}$, one can replace $x_{i}$ by its negation $\bar{x}_{i}$ in every clause and also replace $y_{i}$ by $1-y_{i}$ without affecting the feasibility of $(L P)$ or the claim stated in the lemma. We thus assume that the clause is $x_{1} \vee \cdots \vee x_{k}$ with associated constraint $y_{1}+\cdots+y_{k} \geq z_{j}$. We need to prove that

$$
1-\prod_{i=1}^{k}\left(1-y_{i}\right) \geq \beta_{k} z_{j}
$$

Applying the arithmetic/geometric mean inequality to $\left\{1-y_{i}\right\}$ and using the constraint on $z_{j}$, we obtain that

$$
\begin{aligned}
1-\prod_{i=1}^{k}\left(1-y_{i}\right) & \geq 1-\left(1-\frac{\sum_{i=1}^{k} y_{i}}{k}\right)^{k} \\
& \geq 1-\left(1-\frac{z_{j}}{k}\right)^{k}
\end{aligned}
$$

Since $f\left(z_{j}\right)=1-\left(1-\frac{z_{j}}{k}\right)^{k}$ is a concave function and since $f(0)=0$ and $f(1)=\beta_{k}$, we derive that

$$
1-\left(1-\frac{z_{j}}{k}\right)^{k} \geq \beta_{k} z_{j}
$$

proving the desired result.

Since $\beta_{k}$ is decreasing with $k$, Lemma 3.1 and the discussion that precedes it show that this simple algorithm is a $\beta_{k}$-approximation algorithm for the class of MAX SAT instances with at most $k$ literals per clause. In particular, it is a $\frac{3}{4}$-approximation algorithm for MAX 2SAT and a ( $1-\frac{1}{e}$ )-approximation algorithm for MAX SAT in general, since $\lim _{k \rightarrow \infty}\left(1-\frac{1}{k}\right)^{k}=\frac{1}{e}$.

In a certain sense, the analysis we have just performed cannot be improved. Consider the MAX SAT instance consisting of the clauses $C_{j}: \bigvee_{i \neq j} x_{i}$ for $j=1, \ldots, n$ with weight $n$ and the clauses $C_{n+j}: \bar{x}_{j}$ for $j=1, \ldots, n$ with weight 1 . One can show that the unique optimum solution to $(L P)$ is given by $y_{i}^{*}=\frac{1}{n-1}$ for all $i=1, \ldots, n$ and

$$
z_{j}^{*}= \begin{cases}1 & j \leq n \\ 1-\frac{1}{n-1} & j>n\end{cases}
$$

One can further show that

$$
\lim _{n \rightarrow \infty} \frac{\hat{W}}{Z_{I P}^{*}}=\lim _{n \rightarrow \infty} \frac{\hat{W}}{Z_{L P}^{*}}=1-\frac{1}{e}
$$

and thus the inequality $\hat{W} \geq\left(1-\frac{1}{e}\right) Z_{I P}^{*}$ is tight. However, applying the method of conditional probabilities to this optimum ( $L P$ ) solution yields the optimum truth assignment.
4. A simple $\frac{3}{4}$-approximation algorithm. In $\S 2$, we have shown that Johnson's algorithm is a $\frac{3}{4}$-approximation algorithm when all clauses contain at least 2 literals, while in the previous section, we have presented a $\frac{3}{4}$-approximation algorithm when all clauses contain at most 2 literals (i.e., for MAX 2SAT instances). In this section, we show that a $\frac{3}{4}$-approximation algorithm can be obtained by choosing the best truth assignment between the two output by Johnson's algorithm and the algorithm of the previous section. More formally, we have the following result.

THEOREM 4.1. Let $\hat{W}_{1}$ denote the expected weight corresponding to $p_{i}=\frac{1}{2}$ for all $i$ and let $\hat{W}_{2}$ denote the expected weight corresponding to $p_{i}=y_{i}^{*}$ for all $i$ where $\left(y^{*}, z^{*}\right)$ is an optimum solution to the (LP) relaxation. Then

$$
\max \left(\hat{W}_{1}, \hat{W}_{2}\right) \geq \frac{\hat{W}_{1}+\hat{W}_{2}}{2} \geq \frac{3}{4} Z_{L P}^{*}
$$

Proof. The first inequality is trivially satisfied. Let $\mathcal{C}^{k}$ denote the set of clauses with exactly $k$ literals. From $\S 2$, we know that

$$
\hat{W}_{1}=\sum_{k \geq 1} \sum_{C_{j} \in \mathcal{C}^{k}} \alpha_{k} w_{j} \geq \sum_{k \geq 1} \sum_{C_{j} \in \mathcal{C}^{k}} \alpha_{k} w_{j} z_{j}^{*},
$$

where $\alpha_{k}=\left(1-\frac{1}{2^{k}}\right)$. On the other hand, Lemma 3.1 implies that

$$
\hat{W}_{2} \geq \sum_{k \geq 1} \sum_{C_{j} \in \mathcal{C}^{k}} \beta_{k} w_{j} z_{j}^{*}
$$

where

$$
\beta_{k}=1-\left(1-\frac{1}{k}\right)^{k}
$$

As a result,

$$
\frac{\hat{W}_{1}+\hat{W}_{2}}{2} \geq \sum_{k \geq 1} \sum_{C_{j} \in \mathcal{C}^{k}} \frac{\alpha_{k}+\beta_{k}}{2} w_{j} z_{j}^{*}
$$

Clearly, $\alpha_{1}+\beta_{1}=\alpha_{2}+\beta_{2}=\frac{3}{2}$ while, for $k \geq 3, \alpha_{k}+\beta_{k} \geq \frac{7}{8}+1-\frac{1}{e} \geq \frac{3}{2}$. Therefore,

$$
\frac{\hat{W}_{1}+\hat{W}_{2}}{2} \geq \sum_{k \geq 1} \sum_{C_{j} \in \mathcal{C}^{k}} \frac{3}{4} w_{j} z_{j}^{*}=\frac{3}{4} Z_{L P}^{*}
$$

The previous theorem also demonstrates that the following algorithm is a $\frac{3}{4}-$ approximation algorithm: with probability $\frac{1}{2}$, set the vector $p$ of probabilities to be either $p_{i}=\frac{1}{2}$ for all $i$ or $p_{i}=y_{i}^{*}$ for all $i$, and apply the method of conditional probabilities. In this scheme, $x_{i}$ is set true with probability $\frac{1}{4}+\frac{1}{2} y_{i}^{*}$ but this algorithm does not fit in the framework described in $\S 2$ since the $x_{i}$ 's are not set independently.
5. A class of $\frac{3}{4}$-approximation algorithms. The standard randomized rounding scheme of $\S 3$ can be modified to lead directly to $\frac{3}{4}$-approximation algorithms. For this purpose, instead of using $p_{i}=y_{i}^{*}$ for all $i$, we let $p_{i}=f\left(y_{i}^{*}\right)$ for some carefully selected function $f:[0,1] \rightarrow[0,1]$ and, as before, apply the method of conditional probabilities. Possible choices of $f$ are discussed below. As far as we know, this is the first application of randomized rounding in which the probabilities $p_{i}$ are not identical to or scaled versions of the linear program solutions $y_{i}^{*}$.

As in $\S 3$, if we can show that

$$
\begin{equation*}
1-\prod_{i \in I_{j}^{+}}\left(1-f\left(y_{i}\right)\right) \prod_{i \in I_{j}^{-}} f\left(y_{i}\right) \geq \frac{3}{4} z_{j} \tag{1}
\end{equation*}
$$

for any feasible solution $(y, z)$ to $(L P)$ and for any clause $C_{j}$, then the resulting algorithm is a $\frac{3}{4}$-approximation algorithm. Inequality (1) together with the constraints on $z_{j}$ motivates the following definition.

Definition 5.1. A function $f:[0,1] \rightarrow[0,1]$ has property $\frac{3}{4}$ if

$$
1-\prod_{i=1}^{l}\left(1-f\left(y_{i}\right)\right) \prod_{i=l+1}^{k} f\left(y_{i}\right) \geq \frac{3}{4} \min \left(1, \sum_{i=1}^{l} y_{i}+\sum_{i=l+1}^{k}\left(1-y_{i}\right)\right)
$$

for any $k, l$ with $k \geq l$ and any $y_{1}, \ldots, y_{k} \in[0,1]$.
By the discussion of $\S 3$, any function $f$ with property $\frac{3}{4}$ induces a $\frac{3}{4}$-approximation algorithm. The following theorems show that not only do there exist functions with property $\frac{3}{4}$ but also that there is some flexibility in choosing such a function.

Theorem 5.2. Any function $f$ satisfying

$$
1-4^{-y} \leq f(y) \leq 4^{y-1}
$$

for all $y \in[0,1]$ has property $\frac{3}{4}$.
Theorem 5.3. The linear function $f_{\alpha}(y)=\alpha+(1-2 \alpha) y$, where

$$
2-\frac{3}{\sqrt[3]{4}} \leq \alpha \leq \frac{1}{4}
$$

has property $\frac{3}{4}\left(2-\frac{3}{\sqrt[3]{4}} \approx .11\right)$.
Theorem 5.4. The function

$$
f(y)= \begin{cases}\frac{3}{4} y+\frac{1}{4} & \text { if } 0 \leq y \leq \frac{1}{3} \\ \frac{1}{2} & \text { if } \frac{1}{3} \leq y \leq \frac{2}{3} \\ \frac{3}{4} y & \text { if } \frac{2}{3} \leq y \leq 1\end{cases}
$$

has property $\frac{3}{4}$.
The possible choices for $f$ following from Theorems 5.2-5.4 are depicted in Fig. 1. Before proving these theorems, we would like to make a few remarks regarding the functions with property $\frac{3}{4}$ given in these theorems.




Fig. 1. Functions with property $\frac{3}{4}$ from Theorems (a) 5.2, (b) 5.3, and (c) 5.4.

1. There exist functions satisfying the conditions of Theorem 5.2 since, by the arithmetic/geometric mean inequality, $\frac{\left(4^{-y}+4^{y-1}\right)}{2} \geq \frac{1}{2}$, i.e., $1-4^{-y} \leq 4^{y-1}$.
2. By Theorem 5.2, there exist functions $f$ with property $\frac{3}{4}$ for which $f(1)=1$ and $f(0)=0$. This is the case, for example, for

$$
f(y)= \begin{cases}4^{y-1} & \text { if } y \geq \frac{1}{2} \\ 1-4^{-y} & \text { if } y<\frac{1}{2}\end{cases}
$$

The property $f(1)=1$ and $f(0)=0$ implies that the randomized rounding sets the value of a variable $x_{i}$ deterministically according to $y_{i}^{*}$ when $y_{i}^{*} \in\{0,1\}$.
3. For $l=k$ and $y_{1}=\cdots=y_{k}=\frac{1}{k}$, notice that any function $f$ with property $\frac{3}{4}$ must satisfy

$$
f\left(\frac{1}{k}\right) \geq 1-4^{-1 / k}
$$

for all integers $k \geq 1$. This partially explains the choice of the lower bound in Theorem 5.2 . The upper bound can be similarly obtained by considering $l=0$.
4. Although $f(y)=y$ is not a function with property $\frac{3}{4}$, there exist linear functions with property $\frac{3}{4}$ as demonstrated in Theorem 5.3.
5. The linear function $f_{1 / 4}(y)$ of Theorem 5.3 corresponds to setting $x_{i}$ to be true with probability $\frac{1}{4}+\frac{1}{2} y_{i}^{*}$. However, the resulting algorithm differs from the one mentioned after Theorem 4.1 since in the latter the $x_{i}$ 's are not set independently of each other.
6. The function described in Theorem 5.4 is the "closest" to Johnson's scheme in the sense that, for any $y \in[0,1]$, the function $f$ of Theorem 5.4 minimizes $\left|f(y)-\frac{1}{2}\right|$ over all functions with property $\frac{3}{4}$. Indeed, by considering the case $k=1, l=0$ or 1 , one derives that any function $f$ with property $\frac{3}{4}$ satisfies

$$
\frac{3}{4} y \leq f(y) \leq \frac{3}{4} y+\frac{1}{4}
$$

for any $y \in[0,1]$.
Our proofs of Theorems 5.2-5.4 use similar ideas, but the proof of Theorem 5.4 is more tedious than the others since we have to differentiate between several cases. For this reason, we have omitted its proof, but the reader can find it in an earlier version of this paper [6]. To prove the theorems, we use the following lemma to restrict our attention to the case $l=k$ (corresponding to a clause with no negated variable).

Lemma 5.5. Let $g:[0,1] \rightarrow[0,1]$ be a function satisfying

$$
\begin{equation*}
1-\prod_{i=1}^{k}\left(1-g\left(y_{i}\right)\right) \geq \frac{3}{4} \min \left(1, \sum_{i}^{k} y_{i}\right) \tag{2}
\end{equation*}
$$

for all $k$ and all $y_{1}, y_{2}, \ldots, y_{k} \in[0,1]$. Consider any function $f:[0,1] \rightarrow[0,1]$ satisfying

$$
\begin{equation*}
g(y) \leq f(y) \leq 1-g(1-y) \tag{3}
\end{equation*}
$$

for all $y \in[0,1]$. Then $f$ has property $\frac{3}{4}$.
Proof. Consider any $k, l$ with $k \geq l$ and any $y_{1}, \ldots, y_{k} \in[0,1]$. Then

$$
\begin{aligned}
1-\prod_{i=1}^{l}\left(1-f\left(y_{i}\right)\right) \prod_{i=l+1}^{k} f\left(y_{i}\right) & \stackrel{(3)}{\geq} 1-\prod_{i=1}^{l}\left(1-g\left(y_{i}\right)\right) \prod_{i=l+1}^{k}\left(1-g\left(1-y_{i}\right)\right) \\
& =1-\prod_{i=1}^{k}\left(1-g\left(y_{i}^{\prime}\right)\right) \\
& \stackrel{(2)}{\geq} \frac{3}{4} \min \left(1, \sum_{i=1}^{k} y_{i}^{\prime}\right) \\
& =\frac{3}{4} \min \left(1, \sum_{i=1}^{l} y_{i}+\sum_{i=l+1}^{k}\left(1-y_{i}\right)\right)
\end{aligned}
$$

where $y_{i}^{\prime}=y_{i}$ for $i=1, \ldots, l$ and $y_{i}^{\prime}=1-y_{i}$ for $i=l+1, \ldots, k$.
Proof of Theorem 5.2. By Lemma 5.5, we only need to show that $g(y)=1-4^{-y}$ satisfies (2). We have

$$
\begin{aligned}
1-\prod_{i=1}^{k}\left(1-g\left(y_{i}\right)\right) & =1-\prod_{i=1}^{k} 4^{-y_{i}} \\
& =1-4^{-\sum_{i=1}^{k} y_{i}} \\
& =1-4^{-Y}=g(Y)
\end{aligned}
$$

where $Y=\sum_{i=1}^{k} y_{i}$. Since $g(Y)$ is increasing with $Y$, in order to prove (2) we only need to show that $g(Y) \geq \frac{3}{4} Y$ for any $Y \in[0,1]$. This follows from the concavity of $g(Y)$ and the facts that $g(0)=0$ and $g(1)=\frac{3}{4}$.

Proof of Theorem 5.3. Suppose $2-\frac{3}{\sqrt[3]{4}} \leq \alpha \leq \frac{1}{4}$. Since $f_{\alpha}(y)=\alpha+(1-2 \alpha) y$ satisfies $1-f_{\alpha}(1-y)=f_{\alpha}(y)$, we only need to show that $f_{\alpha}(y)$ satisfies (2) in order to use Lemma 5.5. We have

$$
\begin{aligned}
1-\prod_{i=1}^{k}\left(1-f_{\alpha}\left(y_{i}\right)\right) & =1-\prod_{i=1}^{k}\left(1-\alpha-(1-2 \alpha) y_{i}\right) \\
& \geq 1-\left(1-\alpha-(1-2 \alpha) \frac{\sum_{i=1}^{k} y_{i}}{k}\right)^{k}
\end{aligned}
$$

by the arithmetic/geometric mean inequality. Letting $y=\left(\sum_{i=1}^{k} y_{i}\right) / k$, we need to show that

$$
\begin{equation*}
1-(1-\alpha-(1-2 \alpha) y)^{k} \geq \frac{3}{4} \min (1, k y) \tag{4}
\end{equation*}
$$

for any $y \in[0,1]$. Since the left-hand side is increasing with $y$, we can restrict our attention to $y \in\left[0, \frac{1}{k}\right]$. Furthermore, since it is concave in $y$, we can just check (4) for $y=0$ (for which it is trivially satisfied) and for $y=\frac{1}{k}$. For this latter value, we need to prove that

$$
\begin{equation*}
\frac{1}{4} \geq\left(1-\alpha-(1-2 \alpha) \frac{1}{k}\right)^{k} \tag{5}
\end{equation*}
$$

for any integer $k \geq 1$. For $k=1$, (5) reduces to $\alpha \leq \frac{1}{4}$ while (5) always holds for $k=2$. For $k \geq 3$, (5) is equivalent to

$$
\begin{equation*}
\alpha \geq \frac{k-1-k 4^{-1 / k}}{k-2} \tag{6}
\end{equation*}
$$

One can show that $h(x)=\left(x-1-x 4^{-1 / x}\right) /(x-2)$ is decreasing in $x$ for $x>2$ and, thus, (6) holds provided that $\alpha \geq h(3)=2-\frac{3}{\sqrt[3]{4}}$.
6. Concluding remarks. The existence of functions with property $\frac{3}{4}$ proves a worst-case bound on the relative duality gap associated with $(L P)$, namely that

$$
Z_{L P}^{*} \leq \frac{4}{3} Z_{I P}^{*}
$$

Moreover, this worst-case analysis is tight, as can be seen from the MAX 2SAT instance

$$
\left\{\begin{array}{l}
x_{1} \vee x_{2} \\
x_{1} \vee \bar{x}_{2} \\
\bar{x}_{1} \vee x_{2} \\
\bar{x}_{1} \vee \bar{x}_{2}
\end{array}\right.
$$

with unit weights. As we observed previously, the $L P$ solution $y_{i}=\frac{1}{2}$ for all $i$ and $z_{j}=1$ for all $j$ is optimal for any instance without unit clauses and has value $\sum_{j} w_{j}$. In this case, $Z_{L P}^{*}=4$, while $Z_{I P}^{*}=3$.

The performance guarantee of $\frac{3}{4}$ for our algorithms is also tight. For any instance without unit clauses, all of our algorithms reduce to Johnson's algorithm, since $y_{i}=\frac{1}{2}$ for all $i$ is an optimal solution to $(L P)$ and all the functions given above have $f\left(\frac{1}{2}\right)=\frac{1}{2}$. Johnson's algorithm is a $\frac{3}{4}$-approximation algorithm on this class of instances, and he gives instances of this type that are tight for his algorithm [7]. Furthermore, any function $f$ with property $\frac{3}{4}$ must satisfy $f\left(\frac{1}{2}\right)=\frac{1}{2}$. This follows from the definition of property $\frac{3}{4}$ for the values $k=2, l=0$ or 2 , and $y_{1}=y_{2}=\frac{1}{2}$. Therefore, without changing our analysis or strengthening the linear programming relaxation, one cannot expect to beat the performance guarantee of $\frac{3}{4}$.

Results of Arora et al. [2] imply that there exist constants within which MAX 2SAT and MAX 3SAT (every clause has at most 3 literals) cannot be approximated unless $P=N P$. As of the writing of this paper, the best known constant for MAX 3SAT is $112 / 113$ [3]. There is much room for improvement between this hardness result and the approximation algorithms presented here and by Yannakakis [13].

Thus it is an interesting open question as to whether the linear programming relaxation can be strengthened so that a better performance guarantee is possible using these techniques. Recent work of the authors [5] has shown that using a form of randomized rounding on a nonlinear programming relaxation gives a .878 -approximation algorithm for the MAX 2SAT problem. It is not yet clear whether this result can be extended to MAX SAT in general. Another interesting open question is that of completely characterizing the functions with property $\frac{3}{4}$. Finally, we would like to know if the technique used here of randomized rounding with a function other than the identity function can be applied to other problems with natural linear programming relaxations.

Acknowledgments. We would like to thank Rick Vohra for suggesting the search for simple functions with property $\frac{3}{4}$.
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#### Abstract

A threshold scheme is an algorithm in which a distributor creates $l$ shares of a secret such that a fixed minimum number ( $t$ ) of shares are needed to regenerate the secret. A perfect threshold scheme does not reveal anything new from an information theoretical viewpoint to $t-1$ shareholders about the secret. When the entropy of the secret is zero all sharing schemes are perfect, so perfect sharing loses its intuitive meaning. The concept of zero-knowledge sharing scheme is introduced to prove that the distributor does not reveal anything, even from a computational viewpoint. New homomorphic perfect secret threshold schemes over any finite Abelian group for which the group operation and inverses are computable in polynomial time are developed. One of the new threshold schemes also satisfies the zero-knowledge property. A generalization toward a homomorphic zero-knowledge general sharing scheme over any finite Abelian group is discussed and it is proven that ideal homomorphic threshold schemes do not always exist.
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1. Introduction. Secret sharing schemes [5], [29], [17] provide a means to distribute shares of a secret so that any subset of individuals (shareholders) specified by an access structure can recompute the secret. Threshold schemes [5], [29] have an access structure where $t$ out of $l$ individuals can recompute the secret. As an example, in Shamir's threshold scheme [29] the distributor generates a random polynomial, $f(x)$, of degree $t-1$ over a finite field such that $f(0)=k$ is the secret and gives each individual $i$ the share $f(i)$. Lagrange interpolation may be used by any $t$ shareholders, at a later stage, to regenerate $k$. In addition to their use in recomputing secrets, threshold schemes are used, for example, in fault tolerant computing [27] and threshold signatures [9]. Threshold schemes have been studied from many viewpoints such as combinatorics (e.g., [33]) and guarding against cheaters (e.g., [7]). In this paper we study some algebraic and computational aspects of threshold schemes.

Benaloh [1] discussed homomorphic sharing (threshold) schemes as those having the property that when $s_{i, 1}$ is $i$ 's share of $k_{1}$ and $s_{i, 2}$ is $i$ 's share of $k_{2}$, then $s_{i, 1} \cdot s_{i, 2}$ is $i$ 's share of $k_{1} * k_{2}$. For such threshold schemes $t$ shareholders can reconstruct $k_{1} * k_{2}$ using their $s_{i, 1} \cdot s_{i, 2}$. All of the schemes we will discuss have this property. When both operators "*" and "." are identical or when there is no confusion possible, we will simply speak of multiplicative threshold schemes (when the operation is addition, we could speak about additive). Homomorphic threshold schemes can be used to set up secret ballot election schemes [1], and existing threshold authentication (and threshold signature) schemes [9] are based on them. To authenticate a message in such

[^72]a system, $t$ shareholders out of $l$ use their shares. In such a threshold authentication system no other message can be authenticated without using $t$ shares.

Existing sharing schemes are over fields or over some finite geometries (for an overview on current sharing schemes consult [31]). In this paper we present a method to create a multiplicative (homomorphic) perfect threshold scheme over any finite Abelian group. We require that the group is finite [6].

At first glance it may seem trivial to make a multiplicative secret threshold scheme over a finite Abelian group because of the fundamental theorem of Abelian groups [18] and an appropriate homomorphism [1, p. 255]. However, there are several mathematical and computational problems with this solution (see $\S 4$ ). We solve these problems by requiring only that the group operation and inverses in the group can be calculated in polynomial time.

To guarantee that a threshold scheme is secure Stinson and Vanstone [33] introduced perfect threshold schemes. Perfect threshold schemes do not reveal anything new from an information theoretic point of view about the secret when $t-1$ shares are used. We require more. Our scheme does not reveal anything new (about the secret or about whatsoever) even from a computational viewpoint to any $t-1$ shareholders. To formally prove this we introduce a new concept called zero-knowledge secret sharing. Perfect zero-knowledge incorporates both aspects. An application of zero-knowledge secret sharing may be found in [9].

In $\S 2$ we overview the concept of threshold scheme. Zero-knowledge sharing schemes are defined in $\S 3$. The mathematical foundations of this paper are laid in §4. A multiplicative threshold scheme over any finite Abelian group which requires the distributor to know a nontrivial multiple $(\neq 0)$ of the exponent of the group is presented in $\S 5$. In $\S 6$ we present a multiplicative zero-knowledge threshold scheme over finite Abelian groups. Generalizations and optimizations are discussed in $\S 7$.
2. Notation. We now introduce formal definitions and notation used in this paper. When $\mathcal{A}$ is a set, $|\mathcal{A}|$ will denote the cardinality of the set; when $a$ is a string, $|a|$ will denote the length of the string; and when $r$ is a real, $|r|$ will denote the absolute value of $r$.

Definition 2.1. Let $\mathcal{K}$ be a set with elements called keys, or secrets. A threshold scheme contains two algorithms, one that creates shares of a secret key $k \in \mathcal{K}$ for $l$ individuals so that any $t$ individuals ( $t$ is fixed and $t \leq l$ ) can regenerate the secret using the second algorithm, yet less than $t$ individuals cannot using any method. Let $\mathcal{A}=\{1, \ldots, l\}$ and $\mathcal{S}$ be the set of possible shares. The distributor generates the secret shares $\mathcal{S}_{\mathcal{A}}=\left(s_{1}, \ldots, s_{l}\right)$ where $s_{i} \in \mathcal{S}$ and the public directory $\mathcal{X}_{\mathcal{A}}=\left(x_{1}, \ldots, x_{l}\right)$. For each $\mathcal{B}=\left\{i_{1}, \ldots i_{|\mathcal{B}|}\right\} \subset \mathcal{A}$ with $i_{j}<i_{j+1}$, we define the selection function $\sigma_{\mathcal{B}}: \mathcal{S}^{l} \rightarrow \mathcal{S}^{|\mathcal{B}|}:\left(s_{1}, \ldots, s_{l}\right) \mapsto\left(s_{i_{1}}, \ldots, s_{i_{|\mathcal{B}|} \mid}\right)$. More formally, a $(t, l)$-threshold scheme satisfies

1. $\forall \mathcal{B} \subset \mathcal{A}$ where $|\mathcal{B}|=t-1$ holds: if $\mathrm{H}(k) \neq 0$ then $0<\mathrm{H}\left(k \mid \mathcal{S}_{\mathcal{B}}, \mathcal{X}_{\mathcal{A}}\right) \leq \mathrm{H}(k)$ for $H$ the entropy function [12] and $\mathcal{S}_{\mathcal{B}}=\sigma_{\mathcal{B}}\left(\mathcal{S}_{\mathcal{A}}\right)$;
2. $\forall \mathcal{B} \subset \mathcal{A}$ where $|\mathcal{B}|=t$, there exists a function $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}$ such that $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}\left(\mathcal{S}_{\mathcal{B}}\right)=k$. Schemes in which for any $\mathcal{B} \subset \mathcal{A}$ with $|\mathcal{B}|=t-1$ holds that $\mathrm{H}\left(k \mid \mathcal{S}_{\mathcal{B}}, \mathcal{X}_{\mathcal{A}}\right)=\mathrm{H}(k)$ are called perfect. When a sharing scheme is perfect and $|\mathcal{K}| /|\mathcal{S}|=1$, it is called an ideal sharing scheme.

A more formal definition of the above may be found in [10] and a definition of threshold schemes based on design theory may be found in [33]. We distinguish two phases. The distribution phase occurs when a distributor $D$ using a threshold scheme generates $\mathcal{X}_{\mathcal{A}}$ and $\mathcal{S}_{\mathcal{A}}=\left(s_{1}, \ldots, s_{l}\right)$ and then publishes $\mathcal{X}_{\mathcal{A}}$ and privately transmits
$s_{i}$ to each shareholder $i$. In Shamir's threshold scheme the $x_{i}$ are different nonzero elements of the finite field identifying $i$. We call the phase in which $k$ is recomputed using $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}$ the recomputation phase.

Definition 2.2. Let $\mathcal{K}_{n}$ be a family of finite Abelian groups indexed by $n \in$ $\mathcal{J}$, where $\mathcal{J}$ is an infinite subset of $\{0,1\}^{*}$. We say that a family of groups $\mathcal{K}_{n}$ is polynomial time when (1) the group operation and inverses may be computed in polynomial time in function of $|n|$; (2) generating uniform random elements of $\mathcal{K}_{n}$ can be performed in probabilistic polynomial time; and (3) it is easy to check membership in $\mathcal{J}(\mathcal{J} \in \mathbf{B P P}[13])$. For a polynomial time family of groups, $\mathcal{K}_{n}$, we say that a family of $(t, l)$-threshold schemes is practical when their distribution phase and recomputation phase can be computed respectively in polynomial time in function of $\max (l,|n|)$ and $\max (t,|l|,|n|)$.

From now on we say $\mathcal{K}_{n}$ instead of a family of Abelian groups $\mathcal{K}_{n}$ and we say a threshold scheme over $\mathcal{K}_{n}$ instead of a family of threshold schemes over $\mathcal{K}_{n}$. Without loss of generality, we assume that $\mathcal{K}(*)$ is a multiplicative Abelian group. We will usually write $a * b$ as $a b$ when the context is clear. Let $e_{\mathcal{K}}$ denote the exponent of $\mathcal{K}$ (i.e., the smallest positive integer such that $x^{e_{\mathcal{K}}}=1$ for all $x$ in $\mathcal{K}$ ). We now overview the definition of homomorphic threshold schemes [1].

Definition 2.3. If we have the operation "" over $\mathcal{S}$ (so $\mathcal{S}$ is closed under "."), and $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}$ is a homomorphism from $\mathcal{S}^{t}(\cdot)$ to $\mathcal{K}(*)$ for all $\mathcal{B} \subset \mathcal{A}$ with $|\mathcal{B}|=t$, then the threshold scheme is called a homomorphic threshold scheme. ${ }^{1}$ When both operations are identical we will just speak about multiplicative threshold scheme (or additive when appropriate).

## 3. Zero-knowledge sharing scheme.

3.1. Informal discussion. When the entropy of a secret is zero all sharing schemes are perfect, so perfect sharing loses its intuitive meaning. Notice that the secret key in a public key system has entropy zero. So a sharing scheme that gives the secret key when its entropy is zero to all shareholders would satisfy the requirement of being perfect. However, it is clear that this is not secure. This is not the intent of threshold schemes. We now discuss how to solve this problem.

First observe that in a threshold scheme a key distributor gives $l$ shareholders secret shares $s_{i}$ and public information $x_{i}^{\prime}$ that allow any $t$ of the shareholders to recalculate the secret. So it is clearly desirable that $t-1$ shares will not enable those shareholders to calculate anything new about the secret. However, the public information $x_{i}^{\prime}$ could reveal something too-for example, the exponent $e_{\mathcal{K}}$ of the group-but $e_{\mathcal{K}}$ must be kept secret in many cryptographic algorithms [25], [28]. To formalize this we introduce zero-knowledge threshold schemes which broaden the concept of perfect threshold schemes. Informally a zero-knowledge threshold scheme satisfies the property that the key distributor is not giving anything new from a computational viewpoint to any subset of $t-1$ shareholders. Observe that the definition of perfect threshold scheme informally says that the key distributor does not give, to any subset of $t-1$ shareholders, anything new about the secret from an information theoretical viewpoint. Our concept implies that nothing is revealed to $t-1$ shareholders about anything. Perfect zero-knowledge encompasses the information theoretical and computational viewpoints.

Because the key $k$ could reveal something about the group that $t$ shareholders could not calculate, we used $t-1$ in the above discussion. Indeed when the key $k$ is a

[^73]nontrivial square root of 4 modulo $n=p \cdot q, p$ and $q$ being primes, then $t$ shareholders can factor $n$.

Informally a threshold scheme is perfect zero-knowledge when $t-1$ shares and the public information can be simulated by anyone who does not know the secret, such that the simulated information and the real one occur with the same probability.

To guarantee that $t$ shareholders (or more) do not learn anything more than what follows from their joint knowledge of $k$, we require that the protocol is minimal knowledge [11]. Informally a threshold scheme is perfectly minimal knowledge when $t$ shares and the public information can be simulated given the secret key $k$.

The concepts of zero-knowledge and minimal-knowledge threshold schemes can easily be broadened toward sharing schemes with other access structures.

We now give a formal definition. Readers who understand the above informal discussion about zero-knowledge threshold scheme can skip the formal definition below.
3.2. Formal definition. Let us first adapt the definition of zero-knowledge [14] to our needs. We have to take into consideration that when $r$ is exponential in length of the input, $r$ machines have more power than a single one.

Definition 3.1. For a language (a set) $L \subset\{0,1\}^{*}$ and $x \in L$, two families of random variables $\{U(x)\}$ and $\{V(x)\}$ are equal on $L$ when $\{U(x)\}=\{V(x)\}$ for all $x \in L$. These families of random variables are $r$-parallel statistically indistinguishable on $L$ if, for all constants $c>0$ and all sufficiently long $x \in L$,

$$
\sum_{\alpha \in\{0,1\}^{*}}|\operatorname{prob}(U(x)=\alpha)-\operatorname{prob}(V(x)=\alpha)|<r^{-1} \cdot|x|^{-c} .
$$

When appropriate a probabilistic Turing machine $D^{\prime}$ of which the expected computation time is bounded by $r|x|^{c}$, with $c$ a constant, will be called a simulator. For a protocol $(D, \mathcal{B})$ where $|\mathcal{B}|=r$, the Joint-view of $\mathcal{B}$ is what $\mathcal{B}$ sees (i.e., the concatenated strings received from $D$, and when the machines in $\mathcal{B}$ use randomness, the string is concatenated with these random strings) and the Joint-view ${ }_{D, \mathcal{B}}(x, h)$ is the random variable whose value is their view (i.e., $\mathcal{B}$ 's view) for input $x$ and history tape $h$.

History tapes allow the parties to be involved in many consecutive protocols. Therefore, they are a crucial part in the definition of zero-knowledge [14].

Definition 3.2. Let the Joint-view of $\mathcal{B}$ for a fixed $k \in \mathcal{K}$ be $\left(\mathcal{S}_{\mathcal{B}}, \mathcal{X}_{\mathcal{A}}\right)_{k}$. Let $D_{k}$ be the distributor of the key $k \in \mathcal{K}$. Let $\mathcal{B}^{\prime}$ be a set of possibly dishonest shareholders such that $\left|\mathcal{B}^{\prime}\right| \leq t-1$. Let $D^{\prime}$ be a simulator. A threshold scheme is called perfect (statistical) zero-knowledge when: $\forall \mathcal{B}^{\prime}: \exists D^{\prime}: \forall k \in \mathcal{K}:\left\{D^{\prime}(x, h)\right\}$ and $\left\{J^{\prime}\right.$ oint-view $\left.w_{D_{k}, \mathcal{B}^{\prime}}(x, h)\right\}$ are equal ( $\left|\mathcal{B}^{\prime}\right|$-parallel statistically indistinguishable) on $L^{\prime}=\{(x, h) \mid x \in L$ and $h \in\{0,1\}^{*}$ and $|h| \leq\left|\mathcal{B}^{\prime}\right| \cdot|x|^{c}$ for $c$ a constant $\}$ where $L=\left\{(n, t, l) \mid t, l \in Z^{+}\right.$, $0<t \leq l$ and $n \in \mathcal{J}\}$.

Observe that our definition is very strong, indeed a weak (less secure) definition would allow $D^{\prime}$ to run in $t^{d}|n|^{c}$ for $c$ and $d$ constants. The simulator $D^{\prime}$ does not know $k$. The order of the quantifiers is therefore crucial. Computational zero-knowledge sharing schemes can be defined similarly using [14].

Definition 3.3. Let $\mathcal{B}$ be a set of shareholders such that $|\mathcal{B}| \geq t$. Let $D^{\prime}$ be a simulator who has a one-time access to an oracle that gives $D^{\prime}$ the secret key $k$. A threshold scheme is called perfect (statistical) minimal-knowledge when: $\forall \mathcal{B}: \exists D^{\prime}$ : $\forall k \in \mathcal{K}:\left\{D^{\prime}(x, h)\right\}$ and $\left\{J^{\prime}\right.$ int-view $\left.w_{D_{k}}, \mathcal{B}(x, h)\right\}$ are equal $(|\mathcal{B}|$-parallel statistically indistinguishable) on $L^{\prime}=\left\{(x, h) \mid x \in L\right.$ and $h \in\{0,1\}^{*}$ and $|h| \leq|\mathcal{B}| \cdot|x|^{c}$ for c a constant $\}$ where $L=\left\{(n, t, l) \mid t, l \in Z^{+}, 0<t \leq l\right.$ and $\left.n \in \mathcal{J}\right\}$.

## 4. Foundation.

4.1. First approach. Let $\left\{g_{1}, \ldots, g_{h}\right\}$ be a set of generators for $\mathcal{K}$. Using [29], the distributor chooses independent uniformly random polynomials $f_{j}(x)$ for $1 \leq j \leq$ $h$ of degree $t-1$ such that the secret $k=g_{1}^{\gamma_{1}} \ldots g_{h}^{\gamma_{h}} \in \mathcal{K}$ with $\gamma_{j}=f_{j}(0)$. Let the share for individual $i$ be $s_{i}=g_{1}^{f_{1}(i)} \ldots g_{h}^{f_{h}(i)} \in \mathcal{K}$. Then if $e_{\mathcal{K}}$ is known to the shareholders, any subgroup of $t$ shareholders can easily recompute $k$ using Lagrange interpolation. However, there are mathematical and computational problems with this solution [1, p. 255]. First, this scheme is useless when $e_{\mathcal{K}}=2$ since $l$ can only be 1 . Second, the distributor must solve the discrete logarithm problem, which is considered hard [8], [22], [24] for many groups even when generators are known. Third, a multiple of $e_{\mathcal{K}}$ must be known by the distributor and shareholders to use Lagrange interpolation, but this reduces the usefulness of this scheme since multiples of $e_{\mathcal{K}}$ must be kept secret for many cryptographic algorithms, e.g., the order of $Z_{n}^{*}$ [25], [28]. Finally, the distributor must know a set of generators.
4.2. Basic solution. To solve the above first problem (i.e., $e_{\mathcal{K}}=2$ ) our schemes work over $\mathcal{K}^{d}=\mathcal{K} \times \cdots \times \mathcal{K}$, the direct product of $\mathcal{K}^{\prime} s$. We initially assume that the exponent of $\mathcal{K}$ is a prime $q$ and treat the Abelian group $\mathcal{K}^{d}$ as a vector space over $G F\left(q^{d}\right)$. This will be modified to a module over $Z[u]$, an algebraic extension of $Z$. We consider $\mathcal{K}$ as a multiplicative group, but denote the operation in $\mathcal{K}^{d}$ as vector addition.

Let $d$ be an integer such that $q^{d}-1 \geq l$. Let $u$ be the root to a monic irreducible polynomial $p(z)$ of degree $d$ used to define $G F\left(q^{d}\right)$, so $u^{d}=a_{0}+\cdots+a_{d-1} u^{d-1}$. Elements of the vector space $\mathcal{K}^{d}$ are written as $\vec{k}=\left[k_{0}, \ldots, k_{d-1}\right]$ and the identity element is $\overrightarrow{0}=[1, \ldots, 1]$. We remark that this vector space is not necessarily of dimension $d$ and the notation $\left[k_{0}, \ldots, k_{d-1}\right]$ should not be confused with coordinates. Addition in $\mathcal{K}^{d}$ is defined as $\left[k_{0}, \ldots, k_{d-1}\right]+\left[k_{0}^{\prime}, \ldots, k_{d-1}^{\prime}\right]=\left[k_{0} * k_{0}^{\prime}, \ldots, k_{d-1} * k_{d-1}^{\prime}\right]$. For $\left(b_{0}+\cdots+b_{d-1} u^{d-1}\right) \in G F\left(q^{d}\right)$ and $\left[k_{0}, \ldots, k_{d-1}\right] \in \mathcal{K}^{d}$ the scalar operation "." for the vector space is defined as $\left(b_{0}+\cdots+b_{d-1} u^{d-1}\right) \cdot\left[k_{0}, \ldots, k_{d-1}\right]=\sum_{i=0}^{d-1} b_{i} u^{i}\left[k_{0}, \ldots, k_{d-1}\right]$, where $b \cdot\left[k_{0}, \ldots, k_{d-1}\right]=\left[k_{0}^{b}, \ldots, k_{d-1}^{b}\right]$ for $b \in G F(q)$ and $u \cdot\left[k_{0}, k_{1}, \ldots, k_{d-1}\right]=$ $\left[1, k_{0}, \ldots, k_{d-2}\right]+\left[k_{d-1}^{a_{0}}, k_{d-1}^{a_{1}}, \ldots, k_{d-1}^{a_{d-1}}\right]$, recursively $b u^{i} \cdot\left[k_{0}, \ldots, k_{d-1}\right]=u \cdot\left(u^{i-1} \cdot(b \cdot\right.$ $\left.\left.\left[k_{0}, \ldots, k_{d-1}\right]\right)\right)$. We leave it to the reader to prove that this is a vector space. ${ }^{2}$
5. Elementary approach. Only in this section we assume that a nontrivial multiple $(\neq 0)$ of the exponent, $e_{\mathcal{K}}^{\prime}$, is known to the distributor.
5.1. Exponent is a prime. We now discuss a sharing scheme over an Abelian group where the exponent is a prime $q$.

## Scheme 1.

Distribution phase. The distributor $D$ chooses $p(z)$ as specified in §4 using [4], [26]. Then $D$ chooses $l$ different elements $x_{i} \in G F\left(q^{d}\right) \backslash 0$ and $t-1$ independent uniformly random elements $\vec{s}_{i} \in \mathcal{K}^{d}(1 \leq i \leq t-1)$. Let $k_{0}$ be the secret in $\mathcal{K}$ and $\vec{k}=\left[k_{0}, 1, \ldots, 1\right]$ represent the secret in $\mathcal{K}^{d}$. Then $D$ computes

$$
\begin{equation*}
\vec{s}_{j}=y_{j, \mathcal{C}_{j}}^{-1} \cdot\left(\vec{k}-\left(\sum_{\substack{i \neq j \\ i \in \mathcal{C}_{j}}} y_{i, \mathcal{c}_{j}} \cdot \vec{s}_{i}\right)\right) \tag{1}
\end{equation*}
$$

[^74]for $t \leq j \leq l$ where $\mathcal{C}_{j}=\{1,2, \ldots, t-1, j\}$ and
\[

$$
\begin{equation*}
y_{i, \mathcal{B}}=\prod_{\substack{j \notin \mathcal{B} \\ j \in \mathcal{A}}}\left(x_{i}-x_{j}\right) \prod_{\substack{j \in \mathcal{B} \\ j \neq i}}\left(0-x_{j}\right) . \tag{2}
\end{equation*}
$$

\]

$D$ publishes $x_{i}^{\prime}=\left(x_{i}, p(z)\right)$ for all $i \in \mathcal{A}$ and privately transmits to shareholder $i$ the share $\vec{s}_{i}=\left[s_{i, 0}, \ldots, s_{i, d-1}\right]$.

Recomputation phase. The $t$ shareholders in $\mathcal{B}$ compute $y_{i, \mathcal{B}}$ in $Z[u]$ and then calculate $k_{0}=F_{0}(\vec{k})=\prod_{i \in \mathcal{B}} F_{0}\left(y_{i, \mathcal{B}} \cdot \vec{s}_{i}\right)$ where $F_{0}: \mathcal{K}^{d} \rightarrow \mathcal{K}:\left[k_{0}^{\prime}, \ldots, k_{d-1}^{\prime}\right] \mapsto k_{0}^{\prime}$.

Observe that the shareholders do not need to know $q$.
Lemma 5.1. For any finite Abelian group where $e_{\mathcal{K}}$ is a prime $q$, Scheme 1 is a multiplicative perfect $(t, l)$-threshold scheme.

Proof. We will prove a more general result, i.e., that our scheme can be adapted to an ideal sharing scheme over $\mathcal{K}^{d}$. The lemma then follows trivially.

Let $\left\{g_{1}, \ldots, g_{h}\right\}$ be an independent set of generators for $\mathcal{K}$. Due to the fundamental theorem of Abelian groups, $h$ is invariant. We first show that $\mathcal{K}^{d}$ is a vector space of dimension $h$. For $\vec{g}_{i}=\left[g_{i}, 1, \ldots, 1\right] \in \mathcal{K}^{d}$ for $1 \leq i \leq h$, note that $\left(b_{0}+\cdots+b_{d-1} u^{d-1}\right) \cdot \vec{g}_{i}=\left[g_{i}^{b_{0}}, \ldots, g_{i}^{b_{d-1}}\right]$. Thus $\left\{\vec{g}_{1}, \ldots, \vec{g}_{h}\right\}$ is a basis for the vector space $\mathcal{K}^{d}$. Note that the $y_{i, \mathcal{B}}$ is a unit since we are working in $G F\left(q^{d}\right)$ and $x_{i}=x_{j}$ if and only if $i=j$.

First observe that Shamir's threshold scheme over a finite field can be modified. Instead of giving shareholder $i$ the share $f\left(x_{i}\right)$, one can give as share $\alpha_{i}^{\prime}=$ $f\left(x_{i}\right) / \prod_{\substack{j \neq i \\ j \in \mathcal{A}}}\left(x_{i}-x_{j}\right)$. The key may then be computed by performing $f(0)=\sum_{i \in \mathcal{B}} y_{i, \mathcal{B}}$. $\alpha_{i}^{\prime}$ with $y_{i, \mathcal{B}}$ as in (2). Second, it is easy to prove that Shamir's scheme is also an ideal threshold scheme over any module provided $x_{i}$ and $x_{i}-x_{j}$ are units.

All $\vec{s}_{i}$ for $1 \leq i \leq l$ can be written as $\alpha_{1, i} \cdot \vec{g}_{1}+\cdots+\alpha_{h, i} \cdot \vec{g}_{h}$ and $\vec{k}=\gamma_{1} \cdot \vec{g}_{1}+$ $\cdots+\gamma_{h} \cdot \vec{g}_{h}$. For all $m(1 \leq m \leq h)$ it holds that $\gamma_{m}$ and $\alpha_{m, i}$ for $1 \leq i \leq t-1$ define a polynomial $f_{m}(x)$ of degree $t-1$ over $G F\left(q^{d}\right)$ such that $f_{m}(0)=\gamma_{m}$. To prove that our scheme is a threshold scheme, we need only to remark that for all $i: \alpha_{m, i}=f_{m}\left(x_{i}\right) / \prod_{\substack{j \neq i \\ j \in \mathcal{A}}}\left(x_{i}-x_{j}\right)$ due to our first observation and that we have the isomorphism $\mathcal{K}^{d}(+) \rightarrow G F\left(q^{d}\right) \times \cdots \times G F\left(q^{d}\right): \vec{k}=\gamma_{1} \cdot \vec{g}_{1}+\cdots+\gamma_{h} \cdot \vec{g}_{h} \mapsto\left(\gamma_{1}, \ldots, \gamma_{h}\right)$.

To demonstrate that the scheme is perfect it is sufficient to prove that $\operatorname{prob}(\overrightarrow{\mathbf{k}}=$ $\left.\vec{k} \mid \mathcal{S}_{\mathcal{B}^{\prime}}=\mathcal{S}_{\mathcal{B}^{\prime}}\right)=\operatorname{prob}(\overrightarrow{\mathbf{k}}=\vec{k})$ for any $\mathcal{B}^{\prime}$ such that $\left|\mathcal{B}^{\prime}\right|=t-1$. This can be proven by showing that for any given $\vec{k}^{\prime} \in \mathcal{K}^{d}$ and $\mathcal{S}_{\mathcal{B}^{\prime}}$ there exists a unique element $\vec{s}_{j} \in \mathcal{K}^{d}$ such that $\vec{k}^{\prime}=\sum_{i \in \mathcal{B}} y_{i, \mathcal{B}} \cdot \vec{s}_{i}$ where $\mathcal{B}=\mathcal{B}^{\prime} \cup\{j\}$. Indeed $y_{j, \mathcal{B}}$ are invertible, so $\vec{s}_{j}=y_{j, \mathcal{B}}^{-1} \cdot\left(\vec{k}^{\prime}-\left(\sum_{\substack{i \neq j \\ i \in \mathcal{B}}} y_{i, \mathcal{B}} \cdot \vec{s}_{i}\right)\right)$.

We say a vector space $\mathcal{K}_{n}$ over $\mathcal{F}_{n}$ is polynomial time if its additive group is polynomial time, if the scalar operation can be performed in polynomial time and when generating uniform random elements of $\mathcal{K}_{n}$ can be performed in probabilistic polynomial time.

Corollary 5.2. For any polynomial time finite vector space $\mathcal{K}_{n}$ over a finite field $\mathcal{F}_{n}$, Scheme 1 can be adapted to a practical additive ideal $(t, l)$-threshold scheme when $l<|\mathcal{F}|$ and to a perfect one otherwise.

Although many of the earlier proposed sharing schemes over finite geometries [31] can trivially be adapted to vector spaces, not all are practical for any polynomial time
vector space. Indeed using $\S 4$, it is not difficult to make vector spaces for which it is believed to be hard to find coordinates.
5.2. General case. Let $e_{\mathcal{K}}^{\prime}=q_{1}^{\omega_{1}} \cdots q_{c}^{\omega_{c}}$ be a multiple of $e_{\mathcal{K}}$ where $q_{m}$ is a prime $(1 \leq m \leq c), q_{m}<q_{m+1}$ and $\omega_{m}$ are integers $>0$, and all $q_{m}$ are known to the distributor.

## Scheme 2.

Distribution phase. Let $d$ be an integer such that $q_{1}^{d}-1 \geq l$. The distributor $D$ chooses monic irreducible polynomials $p_{m}(z)$ of degree $d$ over $Z_{q_{m}}$ for all $m \leq c$ [4], [26]. Using the Chinese remainder theorem on the coefficients of the polynomial, $D$ creates a new polynomial $p(z) \in Z_{e_{\mathcal{K}}^{\prime}}[z]$ with root $u$, so that $p(z) \equiv p_{m}(z) \bmod q_{m}^{\omega_{m}}$ for all $m$. For each $i \in \mathcal{A}, D$ chooses a unique element $w_{i, m}=b_{i, m, 0}+\cdots+b_{i, m, d-1} u^{d-1} \in$ $Z_{q_{m}}^{0}[u]$ and then computes $x_{i} \in Z_{e_{\kappa}^{\prime}}[u]$ where $x_{i} \equiv w_{i, m} \bmod q_{m}^{\omega_{m}}$ using the Chinese remainder theorem on the coefficients of $w_{i, m}$ for each $m \leq c$. To compute the $\vec{s}_{i}$, the distributor proceeds as before except that $\vec{s}_{i}$ are elements ${ }^{3}$ of the module $\mathcal{K}^{d}$ over $Z_{e_{\kappa}^{\prime}}[u]$.

Recomputation phase. The recomputation phase is similar to the recomputation in Scheme 1, but working in a module over $Z[u]$.

Theorem 5.3. For any finite Abelian group $\mathcal{K}$ and any l, Scheme 2 is a multiplicative perfect ( $t, l$ )-threshold scheme and when $l$ is less than the smallest prime factor of $e_{\mathcal{K}}^{\prime}$ Scheme 2 is an ideal homomorphic threshold scheme.

Proof. Observe that all that is needed is a polynomial $p(z)$ and $x_{i}$ for each $i \in \mathcal{A}$ such that $x_{i}$ and $\left(x_{i}-x_{j}\right)$ are relatively prime to $p(z)$ in $Z_{q_{m}}$ for all $i, j \in \mathcal{A}$ and $m$ such that $i \neq j$ and $1 \leq m \leq c$. The distribution phase of Scheme 2 constructs such a $p(z)$ and $x_{i}$. A similar proof as in Lemma 5.1 is used to prove that this is a perfect threshold scheme.

When $l$ is less than the smallest prime $q_{1}$, then the scheme can work in $Z_{e_{\mathcal{K}}^{\prime}}$ since $x_{i}-x_{j}$ has an inverse when $1 \leq x_{i}, x_{j} \leq l$ and $x_{i} \neq x_{j}$, making it ideal for this case.
5.3. A security problem. The disadvantage with Schemes 1 and 2 is that the polynomial $p(z)$ can reveal information about $e_{\mathcal{K}}$ to the shareholders. Indeed if $p(z)$ is not irreducible modulo a prime $q$ then the shareholders will know that $q$ does not divide $e_{\mathcal{K}}$. Moreover to execute the algorithm in Theorem 5.3, the distributor needs to know the factorization of $e_{\mathcal{K}}^{\prime}$ (although by modifying above, knowing $e_{\mathcal{K}}^{\prime}$ is sufficient). In the next section these problems will be resolved.
6. Zero-knowledge version. In this section we do not assume that a multiple of the exponent, $e_{\mathcal{K}}^{\prime}$, is known to the distributor. We now propose a multiplicative perfect zero-knowledge $(t, l)$-threshold scheme for any family of finite Abelian groups $\mathcal{K}_{n}$ and any reasonably large $l$ without requiring that the exponent be known to anyone. The concept of zero-knowledge threshold scheme will be used to prove that $t-1$ shareholders will not obtain any additional information (about the group) from the distributor.

## Scheme 3.

Distribution phase. Let $q$ be a prime greater than or equal to $l+1$. Let $u$ be a root $^{4}$ of the cyclotomic polynomial $p(z)=\sum_{j=0}^{q-1} z^{j}$ and $x_{i}=\sum_{j=0}^{i-1} u^{j}$. Let $k_{0}$ be the

[^75]secret in $\mathcal{K}$ and $\vec{k}=\left[k_{0}, 1, \ldots, 1\right]$ represent the secret in $\mathcal{K}^{q-1}$. Then $D$ chooses $t-1$ independent uniformly random elements $\vec{s}_{j} \in \mathcal{K}^{q-1}(1 \leq j \leq t-1)$ and computes $\vec{s}_{j}$ as in (1) for $t \leq j \leq l$ except
\[

$$
\begin{equation*}
y_{i, \mathcal{B}}=\prod_{\substack{j \in \mathcal{B} \\ j \neq i}}\left(x_{i}-x_{j}\right)^{-1}\left(0-x_{j}\right) \in Z[u] \tag{3}
\end{equation*}
$$

\]

and the computation for $\vec{s}_{j}$ is performed in the module $\mathcal{K}^{q-1}$ over $Z[u]$. The distributor $D$ privately transmits to shareholder $i$ the share $\vec{s}_{i}=\left[s_{i, 0}, \ldots, s_{i, q-2}\right]$.

Recomputation phase. The $t$ shareholders in $\mathcal{B}$ compute $y_{i, \mathcal{B}}$ as in (3) in $Z[u]$ and then calculate $k_{0}=F_{0}(\vec{k})=\prod_{i \in \mathcal{B}} F_{0}\left(y_{i, \mathcal{B}} \cdot \vec{s}_{i}\right)$. See Corollaries 6.2 and 6.3 for details about the algorithm.

Theorem 6.1. Scheme 3 is a multiplicative perfect zero-knowledge, miminalknowledge ( $t, l$ )-threshold scheme for any polynomial time finite Abelian group $\mathcal{K}_{n}$ provided that $l=O\left(|n|^{c}\right)$ for $c$ a constant. ${ }^{5}$

Proof. We note that the $\operatorname{gcd}\left(z^{m}-1, z^{n}-1\right)=z^{d}-1$ for $d=\operatorname{gcd}(m, n)$ over any field $\left[3\right.$, p. 29]. Thus over any field $\operatorname{gcd}\left(p(z), x_{i}\right)=\operatorname{gcd}\left(\left(z^{q}-1\right) /(z-1),\left(z^{i}-\right.\right.$ $1) /(z-1))=1$ for a prime $q$ and $1 \leq i<q$. Moreover, $\operatorname{gcd}\left(p(z), z^{i}\right)=1$, thus $y_{i, \mathcal{B}}$ is invertible in $Z[u]$ (see also [15]) and can be calculated in polynomial time without having any knowledge of $e_{\mathcal{K}}$ or a multiple of it. The rest follows from Theorem 5.3.

It is obvious that this is a perfect zero-knowledge, minimal-knowledge threshold scheme. Any $t-1$ shares $\vec{s}_{i}(i \in \mathcal{B}:|\mathcal{B}|=t-1)$ occur with uniform probability as proved in Lemma 5.1 and $x_{i}(i \in \mathcal{A})$ are a polynomial time deterministic function of $i$. So a simulator $D^{\prime}$ can generate $t-1$ of such $\vec{s}_{i}$ and all $x_{i}$ with the same distribution.

Finally, due to Bertrand's Postulate [16] (first proved by Tschebyschef) there exists a prime $q$ between $l$ and $2 l$.

Corollary 6.2. In the zero-knowledge threshold scheme each shareholder in the recomputation phase performs $O\left(t l^{2}\right)$ group operations and $O(l)$ inverses. In addition to the time needed to choose $t-1$ shares, the distribution phase takes $O\left(t^{2} l^{2}(l-t)\right)$ group operations and $O(t l(l-t))$ inverse operations. So when $l=O\left(|n|^{c}\right)$, with ca constant, the threshold scheme is practical.

Proof. Using Horner's rule $\left(b_{i} u^{i}+b_{i-1} u^{i-1}+\cdots+b_{0}\right) \vec{s}_{j}=\left(\cdots u\left(u\left(b_{i} \vec{s}_{j}\right)+b_{i-1} \vec{s}_{j}\right)+\right.$ $\left.\cdots+b_{0} \vec{s}_{j}\right)$ takes $\left(2 i+\sum_{h=0}^{i+1}\left|b_{h}\right|\right)(q-1)$ group operations where $\left|b_{h}\right|=\left\lceil\log _{2} b_{h}\right\rceil$. Observe that $\left((-1)^{v_{1}} a(u)(-1)^{v_{2}} b(u)\right) \cdot \vec{k}^{\prime}=(-1)^{v_{1}+v_{2}} a(u)\left(b(u) \cdot \vec{k}^{\prime}\right)$ for $a(z)$ and $b(z)$ polynomials. When $i>j$, the elements $\left(x_{i}-x_{j}\right)^{-1}$ are of the form $\left(u^{j}(1+u+\right.$ $\left.\left.\cdots+u^{i-j-1}\right)\right)^{-1}$ and by Lemma A. 1 in the Appendix $\left(1+u+\cdots+u^{i-j-1}\right)^{-1}$ is of the form $\sum_{i=0}^{q-2} b_{i} u^{i}$ where $b_{i} \in\{-1,0\}$ or $b_{i} \in\{0,1\}$. This time the shareholder does not compute $y_{i, \mathcal{B}}$ in $Z[u]$ and $y_{i, \mathcal{B}} \cdot \vec{s}_{i}$. Now the shareholder will compute ( $x_{i}-$ $\left.x_{j_{t}}\right)^{-1}\left(\cdots\left(\left(x_{i}-x_{j_{1}}\right)^{-1}\left(\left(0-x_{j_{t}}\right)\left(\cdots\left(\left(0-x_{j_{1}}\right) \cdot \vec{s}_{i}\right)\right)\right) \cdots\right) \cdots\right)$ where $j_{1}, \ldots, j_{t} \in \mathcal{B} \backslash$ $\{i\}$ taking our previous remarks into consideration. Therefore it takes $O\left(t l^{2}\right)$ group operations and zero or $q-1$ inverses for each shareholder to compute $y_{i, \mathcal{B}} \cdot \vec{s}_{i}$ and $O(t)$ group operations to compute $k_{0}=F_{0}(\vec{k})=\prod_{i \in \mathcal{B}} F_{0}\left(y_{i, \mathcal{B}} \cdot \vec{s}_{i}\right)$ given $y_{i, \mathcal{B}} \cdot \vec{s}_{i}$ for all $i \in \mathcal{B}$. The distributor takes $O\left(t^{2} l^{2}(l-t)\right)$ group operations and $O(t l(l-t))$ inverse operations to compute all the shares.

[^76]When the distributor for $i \in\{1,2, \cdots, t-1\}$ splits up the computation of $y_{i, \mathcal{C}_{j}}$ as $y_{i, \mathcal{C}_{j}}=y_{i}^{\prime} \cdot y_{i, \mathcal{C}_{j}}^{\prime \prime}$ where $y_{i}^{\prime}$ is independent of $j$, the distribution phase can be sped up. Hereto he precomputes $y_{i}^{\prime} \cdot \vec{s}_{i}$.

A different method may be used when the group operation is slower than integer multiplications.

Corollary 6.3. In the zero-knowledge threshold scheme each shareholder in the recomputation phase performs $O\left(t l \log _{2} l\right)$ group operations, $O(l)$ inverses, and $O\left(t^{3} l^{2}\right.$ $\left.\left(\log _{2} l\right)^{2}\right)$ elementary integer multiplications. In addition to the time needed to choose $t-1$ shares, the distributor performs $O\left(t^{2} l(l-t) \log _{2} l\right)$ group operations, $O(t l(l-t))$ inverse operations, and $O\left(t^{4} l^{2}(l-t)\left(\log _{2} l\right)^{2}\right)$ elementary integer multiplications.

Proof. The shareholder will first compute $y_{i, \mathcal{B}}$ in $Z[u]$. Let $p(z)=\sum_{j=0}^{q-1} z^{j}$ be the cyclotomic polynomial used in Scheme 3 and $u$ be its root. Let $A_{i}(u)=\sum_{j=0}^{q-2} a_{i, j} u^{j}$ where $a_{i, j} \in\{-1,0\}$ or $a_{i, j} \in\{0,1\}$. Note that $B(u)=A_{1}(u) A_{2}(u)=\sum_{i=0}^{2 q-4} b_{i} u^{i}$ where $b_{i}=\sum_{j=0}^{i} a_{1, j} \cdot a_{2, i-j}$. Observe that $u^{q-1}=-\sum_{j=0}^{q-2} u^{j}$ and $u^{i}=u^{j} \bmod p(u)$ where $i \equiv j \bmod q$. Thus the absolute value of the largest coefficient in $B(u) \bmod p(u)$ is $3(q-1)$. Inductively, the largest coefficient of $B(u)=\prod_{j=1}^{h} A_{j}(u)$ in absolute value is $3^{h-1}(q-1)^{h-1}$. Therefore the number of bits required to represent the largest coefficient in absolute value in $y_{i, B}$ is in $O\left(t \log _{2} l\right)$. There are $O\left(t l^{2}\right)$ integer multiplications giving $O\left(t^{3} l^{2}\left(\log _{2} l\right)^{2}\right)$ elementary integer multiplications (FFT speeds this up).

Let $\vec{s}=\left[s_{0}, \ldots, s_{q-2}\right], s_{q-1}=1$ and the indices be calculated $\bmod q$. Then by induction $F_{0}\left(u^{j} \cdot \vec{s}\right)=F_{0}\left(\left[s_{q-1-j}^{-1} \cdot s_{q-j}, s_{q-1-j}^{-1} \cdot s_{q-j+1}, \ldots, s_{q-1-j}^{-1} \cdot s_{q-j+q-2}\right]\right)=$ $s_{q-1-j}^{-1} \cdot s_{q-j}$ because $u^{q-1}=\sum_{j=0}^{q-2}-u^{j}$. When $y_{i, \mathcal{B}}=y_{i, \mathcal{B}, 0}+y_{i, \mathcal{B}, 1} u+\ldots+y_{i, \mathcal{B}, q-2} u^{q-2}$ where $y_{i, \mathcal{B}, j} \in Z$, then $F_{0}\left(y_{i, \mathcal{B}} \cdot \vec{s}_{i}\right)$ is calculated as $\prod_{j=0}^{q-2}\left(F_{0}\left(u^{j} \vec{s}_{i}\right)\right)^{y_{i, \mathcal{B}, j}}$. Thus each shareholder performs $O\left(l t \log _{2} l\right)$ group operations and $O(l)$ inverses. The distributor takes $O\left(t^{2} l(l-t) \log _{2} l\right)$ group operations and $O(t l(l-t))$ inverse operations to compute all the shares. $\quad \square$

## 7. Generalization and optimization.

7.1. Perfect general sharing over a group. General sharing schemes with an access structure different from that of a threshold scheme were introduced in [17]. Monotone access structures satisfy the property that when a set of shareholders $\mathcal{B}$ can recompute a secret then any superset $\mathcal{B}^{\prime} \supset \mathcal{B}$ can also recompute the secret. We now present a multiplicative general sharing scheme over any finite Abelian group.

Using finite projective geometry, a method to create sharing schemes for any monotone access structure has been developed [32]. Because our next approach is an adaptation of their scheme, let us briefly review their scheme. In their scheme a public hyperplane $V_{d}$ intersects with a secret hyperplane $V_{i}$ at a point that is the secret. Points are given to each shareholder in such a way that they meet the following two conditions. First, when a set of shareholders allowed by the access structure work together, they will be able to generate the secret hyperplane $V_{i}$. Second, when a set of shareholders not allowed by the access structure work together, they do not obtain any information about the secret point (other than it is contained in $V_{d}$ ).

Lemma 7.1. There exists a perfect multiplicative sharing scheme over any finite Abelian group.

Proof. We modify the scheme developed in [32]. When in [32] the distributor gives a point $p_{i}$ to shareholders $\left\{j_{1}, \ldots, j_{h_{i}}\right\}$, the distributor here will give $s_{i} \in \mathcal{K}$ to shareholders $\left\{j_{1}, \ldots, j_{h_{i}}\right\}$. Let the total number of such points $p_{i}$ in [32] be $m$,
then $\prod_{1<i<m} s_{i}=k$ where $s_{1}, \ldots, s_{m-1}$ have been chosen as independently uniformly random elements in $\mathcal{K}$. The fact that the sharing scheme is perfect follows from the one-time-pad [30].

Note that the scheme is also a sharing scheme over any finite group, but then it is not necessarily homomorphic. The scheme is zero-knowledge if for each set of shareholders $\mathcal{B}^{\prime}$, which is not allowed by the access structure to recompute $k$, the total number of $s_{i}$ that $\mathcal{B}^{\prime}$ have is $O\left(\left|\mathcal{B}^{\prime}\right||n|^{c}\right)$ (this condition is sufficient, but it is not necessary). Unfortunately, the scheme in [32] generates an exponential number of points for many access structures (including those of some threshold schemes). For those, clearly the scheme in the proof of Lemma 7.1 does not satisfy the zero-knowledge condition.
7.2. Ideal homomorphic threshold schemes. Since the zero-knowledge threshold scheme in $\S 6$ is not ideal, one wonders if it is possible to make ideal homomorphic threshold schemes over any (family of) finite Abelian groups. We now answer this question.

Theorem 7.2. There exists an infinite number of Abelian groups $\mathcal{K}$ for which there does not exist an ideal homomorphic threshold scheme when $l>2$, even when $l<|\mathcal{K}|$ and $t=2$.

Proof. Let $\mathcal{K}$ be finite. We first prove that in any ideal (i.e., $|\mathcal{S}|=|\mathcal{K}|$ ) threshold scheme when $s_{i_{1}}, \ldots, s_{i_{t}} \in \mathcal{S}$ then $S_{\mathcal{B}}=\left(s_{i_{1}}, \ldots, s_{i_{t}}\right)$ is a valid tuple of shares. Clearly, if $S_{\mathcal{B}}^{\prime}=\left(s_{i_{1}}^{\prime}, \ldots, s_{i_{t}}^{\prime}\right)$ is a valid tuple of shares then $S_{\mathcal{B}}^{\prime \prime}=\left(s_{i_{1}}, s_{i_{2}}^{\prime}, \ldots, s_{i_{t}}^{\prime}\right)$ is also for the scheme to be perfect. Repeating this process for $i_{2}, \ldots, i_{t}$ proves that any combination of $t$ elements of $\mathcal{S}$ can be valid tuple of $t$ shares.

We now prove that if a homomorphic threshold scheme is ideal then the set $\mathcal{S}$ is a group that is isomorphic to $\mathcal{K}$. Let $s \in \mathcal{S}$ and $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}(s, \ldots, s)=k \in \mathcal{K}$. For the threshold scheme to be perfect one needs that $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}(s, \ldots, s, \mathcal{S})=\mathcal{K}$. First $s \cdot \mathcal{S}=\mathcal{S}$ since $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}(s, \ldots, s) * \eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}(s, \ldots, s, \mathcal{S})=\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}(s \cdot s, \ldots, s \cdot s, s \cdot \mathcal{S})=k * \mathcal{K}=\mathcal{K}$. Since $s \cdot \mathcal{S}=\mathcal{S}$ and $\mathcal{S}$ is finite, there exists an element $e_{x}$ for every $x \in \mathcal{S}$ such that $x \cdot e_{x}=x$. From this we note that $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}\left(e_{x}, \ldots, e_{x}\right)=1 \in \mathcal{K}$ since $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}(x, \ldots, x)=$ $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}\left(x \cdot e_{x}, \ldots, x \cdot e_{x}\right)$. Now, $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}(x, \ldots, x, y)=\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}\left(x \cdot e_{x}, \ldots, x \cdot e_{x}, y \cdot e_{x}\right)=$ $\eta_{\mathcal{B}, \chi_{\mathcal{A}}}\left(x, \ldots, x, y \cdot e_{x}\right)$. Since $|\mathcal{S}|=|\mathcal{K}|$ and the scheme is perfect, $y \cdot e_{x}=y$. Thus $e_{x}$ is a right identity element. Similarly we can prove a left identity element. So there exists an identity element $1 \in \mathcal{S}$. Let $\psi_{i, \mathcal{B}, \mathcal{X}_{\mathcal{A}}}(x)=\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}(1, \ldots, 1, x)$ where $x$ is the $i$ th share. The mapping $\psi_{i, \mathcal{B}, \mathcal{X}_{\mathcal{A}}}$ is a homomorphism from $\mathcal{S}$ to $\mathcal{K}$. Observe that $\psi_{i, \mathcal{B}, \mathcal{X}_{\mathcal{A}}}$ is an onto mapping because the scheme is perfect. The fact that $|\mathcal{S}|=|\mathcal{K}|$ implies $\psi_{i, \mathcal{B}, \mathcal{X}_{\mathcal{A}}}$ is bijective. Thus, $\mathcal{S}$ is isomorphic to $\mathcal{K}$. Also observe that

$$
\begin{equation*}
\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}\left(s_{i_{1}}, s_{i_{2}}, \ldots, s_{i_{t}}\right)=\prod_{i \in \mathcal{B}} \psi_{i, \mathcal{B}, \mathcal{X}_{\mathcal{A}}}\left(s_{i}\right) . \tag{4}
\end{equation*}
$$

Let $\mathcal{K}$ be a finite Abelian group such that $\mathcal{K} \cong Z_{2} \times Z_{q_{2}}^{\omega_{2}} \times \cdots \times Z_{q_{c}}(+)$ where $q_{h} \neq 2$ are primes and $\omega_{h}$ are integers $>0(2 \leq h \leq c)$. We denote the identity in this group as 0 . We prove by contradiction that when $l>2$ there is no ideal homomorphic threshold scheme over such $\mathcal{K}$. Assume that there is one, then to $s \in \mathcal{S}$ corresponds a ( $s^{\prime}, s^{\prime \prime}$ ) where $s^{\prime} \in Z_{2}$ and $s^{\prime \prime} \in Z_{q_{2}}^{\omega_{2}} \times \cdots \times Z_{q_{c}}^{\omega_{c}}$, similarly $k \in \mathcal{K}$ corresponds to $\left(k^{\prime}, k^{\prime \prime}\right)$. So $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}: \mathcal{S}^{t} \rightarrow \mathcal{K}$ corresponds to $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}^{\prime}:\left(Z_{2} \times\left(Z_{q_{2}}^{\omega_{2}} \times \cdots \times Z_{q_{c}}^{\omega_{c}}\right)\right)^{t} \rightarrow$ $Z_{2} \times\left(Z_{q_{2}^{\omega_{2}}} \times \cdots \times Z_{q_{c}}^{\omega_{c}}\right)$ and similarly we can define $\psi_{i, \mathcal{B}, \mathcal{X}_{\mathcal{A}}}^{\prime}$. Because $\psi_{i, \mathcal{B}, \mathcal{X}_{\mathcal{A}}}^{\prime}$ gives a group isomorphism we have $\psi_{i, \mathcal{B}, \mathcal{X}_{\mathcal{A}}}^{\prime}\left(\left(s_{i}^{\prime}, 0\right)\right)=\left(k_{i}^{\prime}, 0\right)$ and using (4) we obtain that $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}^{\prime}\left(\left(s_{i_{1}}^{\prime}, 0\right), \ldots,\left(s_{i_{t}}^{\prime}, 0\right)\right)=\left(k^{\prime}, 0\right)$. Similarly $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}^{\prime}\left(\left(0, s_{i_{1}}^{\prime \prime}\right), \ldots,\left(0, s_{i_{t}}^{\prime \prime}\right)\right)=\left(0, k^{\prime \prime}\right)$.

Now when $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}^{\prime}\left(\left(s_{i_{1}}^{\prime}, s_{i_{1}}^{\prime \prime}\right), \ldots,\left(s_{i_{t}}^{\prime}, s_{i_{t}}^{\prime \prime}\right)\right)=(a, b)$ then $a=k^{\prime} \bmod 2$ and $b=k^{\prime \prime}$ in $Z_{q_{2} \omega_{2}} \times \cdots \times Z_{q_{c}}^{\omega_{c}}$, because $\eta_{\mathcal{B}, \mathcal{X}_{\mathcal{A}}}^{\prime}$ is a function. So this induces a threshold scheme over $\mathcal{K}^{\prime} \cong Z_{2}$ with $l>2$. According to [19], the maximum $l$ in any threshold scheme is $l_{\text {MAX }} \leq|\mathcal{K}|+t-2$, so we have a contradiction.

Theorem 7.2 shows that some homomorphic threshold schemes cannot be ideal. Perfect sharing schemes for some access structures have similar properties. The problem for general access structures was first addressed in [2]. Its is also known that for some $t$ and $l$ no ideal threshold schemes exist [19].

In the proof of Theorem 7.2 we used $Z_{2}$; using $Z_{p}$ with $p \neq q_{i}$ gives a generalization. Theorem 7.2 leads to the question: What is the optimal size of the shares in homomorphic threshold schemes and in zero-knowledge homomorphic threshold schemes (which is $O(l) \cdot \log _{2}|\mathcal{K}|$ in our zero-knowledge scheme). We now discuss whether the size of the shares in our scheme can be reduced.

Our zero-knowledge threshold scheme is related to the Lenstra constant [15], [23]. Let $Z[u]$ be an algebraic extension of the integers. The Lenstra constant $L(Z[u])$ is the cardinality of the largest set $\mathcal{U}$ of integers in $Z[u]$ whose nonzero differences are units. (The Lenstra constant was developed to provide a method to find new Euclidean fields, as used [15], [20], [21].) Observe that the set $\mathcal{X}_{\mathcal{A}} \cup\{0\}$, where $\mathcal{X}_{\mathcal{A}}$ is the set of $x_{i}$ for the zero-knowledge threshold scheme, is the set $\mathcal{U}$ where $Z[u]$ is defined in $\S 6$. The scheme presented in $\S 6$ can be improved when for each positive integer $l$ ( $l$ is as before, the total number of shareholders), an algebraic extension $Z[u]_{l}$ of small degree can be constructed such that $l<L\left(Z[u]_{l}\right)$. Finding such a family of algebraic extensions with small degree (in function of $l$ ) and large Lenstra constant is unfortunately an open problem [23]. Comparing the approach followed in $\S 6$ with the state of the art [21], the degree of the extension can only be reduced by a factor of two. So it seems to be difficult to reduce the size of shares of our scheme.
8. Conclusion. We introduced zero-knowledge sharing schemes and motivated them. Existing perfect sharing scheme have been studied over finite fields or over some finite geometry. We have presented a homomorphic perfect zero-knowledge threshold scheme which works for any finite Abelian group provided that $l$ is polynomial (to be more precise $\left.l=O\left(|n|^{c}\right)\right)$. Whether such schemes exist for any $l$ is a natural open problem.

Although not necessarily zero-knowledge, we have proposed a homomorphic perfect threshold schemes over any finite Abelian group for any $l$. The distributor must know the exponent of the group for these schemes. When zero-knowledge is of little importance, e.g., when the exponent is public, these schemes have certain advantages such as requiring less memory. This introduces the following open problems. Can the efficiency of the schemes presented in this paper be improved? We proved that ideal homomorphic threshold schemes over some Abelian groups do not exist and we argued that reducing the size of shares seems a difficult problem if a similar approach as in this paper is followed. Finally, what other algebraic structures allow for homomorphic perfect (zero-knowledge) sharing schemes?
A. Appendix. The following lemma is used in Corollary 6.2.

Lemma A.1. The elements $h_{m}=\sum_{i=0}^{m-1} u^{i}$ for $1 \leq m \leq q-1$ have an inverse in $Z[u] /\left(u^{q-1}+\cdots+1\right)$ of the form $\sum_{i=0}^{q-2} b_{i} u^{i}$ where $b_{i} \in\{-1,0\}$ or $b_{i} \in\{0,1\}$.

Proof. Observe that $h_{1}$ and $h_{q-1}$ clearly satisfy the condition. For the rest of the proof we assume $2 \leq m \leq q-2$. To prove this lemma we first create the regular matrix representation [18, p. 424], $\rho\left(h_{m}\right)$. The inverse of $h_{m}$ is represented by a vector
$\vec{h}_{m}^{\prime}=\left(a_{0}, \ldots, a_{q-2}\right)$ such that $\rho\left(h_{m}\right) \vec{h}_{m}^{\prime}=(1,0, \ldots, 0)^{T}$ over the rationals where $T$ indicates the transpose. Let $p=q$ and $n=m$. It can be verified that $\rho\left(h_{m}\right)$ is $\left(b_{i, j}\right)$ with $0 \leq i \leq p-2$ and $0 \leq j \leq p-2$ where

$$
b_{i, j}= \begin{cases}1 & \text { for } j=0, \ldots, p-(n+1) \text { and } i=j, \ldots, j+n-1,  \tag{5}\\ -1 & \text { for } j=p-n, \ldots, p-2 \text { and } i=j-p+n, \ldots, j-1, \\ 0 & \text { otherwise }\end{cases}
$$

So we start to solve $\left(b_{i, j}\right) \cdot \vec{k}^{\prime} T=(1,0, \ldots, 0)^{\mathrm{T}}$ where $\vec{k}^{\prime}=\vec{h}_{m}^{\prime}$. We now simplify (5) by reducing the number of unknowns and equations. Observe that $a_{p-(n+1)}=0$ since $b_{p-2, i}=0$ for $i \neq p-(n+1)$. Also $a_{p-2-i}=a_{p-(n+2)-i}$ for $0 \leq i<n-1$ when $n<p-n$ since subtracting row $p-2-i$ from $p-3-i$ gives the equation $a_{p-2-i}-a_{p-(n+2)-i}=0$ for $0 \leq i \leq n-2$. With these conditions we can make a new set of equations and have as unknowns $\vec{k}_{m}^{\prime}=\left(a_{0}, \ldots, a_{p-(n+2)}\right)$ and $p-(n+1)$ equations. The new matrix $\left(b_{i, j}\right)$, corresponding to the new set of equations, satisfies (5) except $p$ is now $p-n$, so $p:=p-n$.

When $n>p-n$, the number of unknowns and equations may be reduced in another way. We note that $a_{p-(n+1)}=0$ for the same reason as before. This time $a_{p-2-i}=a_{p-(n+2)-i}$ for $0 \leq i<p-(n+1)$ for a similar reason as before. With these conditions we can make a new set of $n-1$ equations and have as unknowns $\vec{k}_{m}^{\prime}=\left(-1 \cdot a_{p-n}, \ldots,-1 \cdot a_{p-2}\right)$. By multiplying the so obtained matrix by -1 and rearranging the columns we can create a new matrix $\left(b_{i, j}\right)$ satisfying (5) except $p$ is now $n$ and $n$ is now $p-n$, so $t m p:=p, p:=n, n:=t m p-n$.

These reductions on the matrix will be performed until $n$ becomes 1 or $p-1$. It is obvious that the remaining $a_{i}$ are 1 or 0 . Observe that $p$ and $n$ are reduced in the same way as in the calculations of $\operatorname{gcd}(p, n)$ using the "primitive" Euclidean algorithm. This explains why the process of reduction terminates.
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[^73]:    ${ }^{1}$ If the threshold scheme is not perfect then the above definition must be slightly adapted.

[^74]:    ${ }^{2}$ So $\mathcal{K}^{d}$ is the tensor product of modules: $G F\left(q^{d}\right) \otimes_{G F(q)} \mathcal{K}$.

[^75]:    ${ }^{3}$ We abuse the vector notation to make the analogy with the vector space case clear.
    ${ }^{4}$ Formally, $Z[u]$ is isomorphic to $Z[z] /(p(z))$.

[^76]:    ${ }^{5}$ A weaker form of zero-knowledge could allow the simulator $D^{\prime}$ to run in $t^{d}|n|^{c}$, for $c$ and $d$ constants. Using this weaker definition $l$ could be $O\left(t^{d-1}|n|^{e}\right), e$ a constant.

